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Abstract The objectives of this study include the design

of a series of novel fullerene-based inhibitors for HIV-1

protease (HIV-1 PR), by employing two strategies that can

also be applied to the design of inhibitors for any other

target. Additionally, the interactions which contribute to

the observed exceptionally high binding free energies were

analyzed. In particular, we investigated: (1) hydrogen

bonding (H-bond) interactions between specific fullerene

derivatives and the protease, (2) the regions of HIV-1 PR

that play a significant role in binding, (3) protease changes

upon binding and (4) various contributions to the binding

free energy, in order to identify the most significant of

them. This study has been performed by employing a

docking technique, two 3D-QSAR models, molecular

dynamics (MD) simulations and the molecular mechanics

Poisson–Boltzmann surface area (MM–PBSA) method.

Our computed binding free energies are in satisfactory

agreement with the experimental results. The suitability of

specific fullerene derivatives as drug candidates was fur-

ther enhanced, after ADMET (absorption, distribution,

metabolism, excretion and toxicity) properties have been

estimated to be promising. The outcomes of this study

revealed important protein–ligand interaction patterns that

may lead towards the development of novel, potent HIV-1

PR inhibitors.

Keywords HIV-1 PR � QSAR � Molecular dynamics �
MM–PBSA � Fullerenes

Introduction

Acquired Immunodeficiency Syndrome (AIDS) has been a

major pandemic threat, with more than 33.4 million people

infected worldwide, over the last 30 years [1]. Human

immunodeficiency virus (HIV) that causes AIDS has been

proven to be a very resilient microorganism against various

treatment regimens. The mutations appearing in the gen-

ome of the virus are creating resistant strains to different

drugs, making the discovery of new active compounds

more pressing [2]. The major targets for HIV inhibition are

two enzymes which control the reverse transcription of the

viral RNA (reverse transcriptase, HIV RT), and the parti-

tion of the Gag-Pol polypeptide to produce the viral pro-

teins (HIV-1 PR) [3, 4]. The latter belongs to the family of

retroviruses and is a symmetric, homodimeric, aspartic

protease. It is constituted of two identical polypeptide

chains with 99 amino acids each. The active site consists of

a catalytic triad in each chain of the dimer with amino acid

sequence Asp-Thr-Gly in positions 25, 26, 27 (chain A)

and 250, 260, 270 (chain B) [3]. Aspartic acid in positions
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Table 1 Comparison of calculated with experimental binding energies of commercially available HIV-1 PR inhibitors

Name Molecular structure Binding energy (kcal mol-1)

Calculated Experimental
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25/250 catalyzes the hydrolysis of the substrate, which takes

place at the cleavage site, by electron transfer [5]. The

active site of the protease is covered by two glycine-rich b-

hairpins (flaps) that are implicated in modulating the

entrance of ligands into the binding cavity. Theoretical and

experimental observations suggest that the flaps (residues

44–55 and 440–550) belong to the most flexible part of the

apo protease, appearing in ‘‘open’’, ‘‘semi-open’’ and

‘‘closed’’ forms, while in the case of bound HIV-1 PR they

adopt primarily a closed conformation [6].

Most of the commercially available drugs are peptide

analogues, which mimic the natural substrate (Gag-Pol) of

the protease (Table 1 and references herein). Inhibition of

the protease leads to the production of immature viruses

and thus the viral load in patients is decreased [7].

Over the years, fullerene-based analogues have been

used as potential enzyme inhibitors [8]. Two pioneering

works in this area from Friedman et al. [9] and Toniolo

et al. [10] showed the fitting of C60 into the HIV-1 PR cleft

and the possible interactions with the residues of the pro-

tein, using molecular simulations and experimental meth-

ods. The binding of C60 with a number of proteins (e.g.

HIV-1 PR, cysteine and serine proteases, tubulin, and

acetylcholinesterase) has been studied and evidence has

been provided that they are a good match [10]. Figure 1

shows a representation of a fullerene analogue (compound

14, investigated in the present study) inside the HIV-1

protease. The fullerene core is hydrophobic, making it

almost impossible to interact with polar solvents such as

water [11]. Appropriately designed side chains attached to

the fullerene, not only do they increase its solubility in

polar solvents, but they also enhance interactions between

the compound and biological macromolecules, such as

HIV-1 PR [11]. Marchesan et al. [12] have reported cat-

ionic fullerenes as potential HIV-1 PR inhibitors. Addition

of cationic groups, such as ammonium salt groups,

Fig. 1 Representation of fullerene compound 14 (green) inside the

HIV-1 PR active site cavity. Active site residues (Asp25-Thr26-

Gly27, Asp250-Thr260-Gly270, red), flap residues (44–55/440–550,
blue), and the solvent-accessible region involving residues 79–83/

790–830 (purple) are also displayed

Table 1 continued

Name Molecular structure Binding energy (kcal mol-1)

Calculated Experimental

Tipranavir

F

F
F

N S

O

O

NH

O

CH3

HO

CH 3

O

-11.49 -14.36g

MREh 0.19

a Ref. [48]
b Ref. [69]
c Ref. [70]
d Ref. [71]
e Ref. [72]
f Ref. [73]
g Ref. [74]
h Relative error (RE) = |Vi - Ve|/|Ve|

Mean relative error (MRE) = 1/n
P

(RE)

Vi = predicted value (CoMFA or CoMSIA) or calculated values (docking); Ve = experimental value; n = population size
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improves greatly the solubility of the fullerene in polar

solvents. Zhang et al. [13] have studied the inhibitory

action of fullerene azido analogues derived by appropri-

ately modified fragments of AZT (30-azido-30-deoxythy-

midine, Zidovudine), a known anti-HIV drug. Lee et al.

[14] explored the nature and strength of the interactions

between fullerene derivatives and the active site residues of

the protein. A thorough understanding of the interactions

between HIV-1 PR and the inhibitor may facilitate the

design of more potent drugs. Troshina et al. [15] have

synthesized fullerene derivatives with improved water

solubility that appear to be potent HIV-1 PR inhibitors,

indicating strong interactions with the active site residues.

Furthermore, Promsri et al. [16] have studied the molecular

and electronic properties of fullerene-based compounds

used as HIV-1 PR inhibitors. Finally, Papadopoulos and

co-workers combined various computational approaches to

propose a series of novel fullerene inhibitors against HIV-1

protease [17–19].

The first goal of this work was to design a series of novel

and promising fullerene-based inhibitors for HIV-1 PR.

Thus, we studied the efficiency of two design strategies.

The first was based on the results of Comparative Molec-

ular Similarity Indices Analysis (CoMSIA) model, while

the second strategy used appropriately modified fragments

of the drug saquinavir (Table 1) as side chains to the ful-

lerene core.

The second essential goal of this work was to select

specific fullerene derivatives via the above procedure and

to analyze their binding modes with HIV-1 PR. Thus, we

investigated:

(a) The H-bond patterns between each ligand and HIV-1

PR.

(b) The regions of HIV-1 PR, which are of particular

importance for the binding.

(c) The most significant contributions to the binding free

energy.

For this study we employed a docking technique, 3D-

QSAR models, all-atom unrestrained MD simulations and

the MM–PBSA method. Finally, all saquinavir-related

fullerenes have been subjected to an analysis regarding

their pharmacological activity as expressed by ADMET

properties. Many promising drug candidates (in terms of

binding affinity estimations, suitable structural features

and other predictions) eventually fail in clinical trials

mainly due to poor ADMET properties [20]. Prediction of

such properties before any attempt to experimentally test

a potential drug candidate may be extremely useful,

timesaving and cost-efficient. Our results provided sig-

nificant insight into the binding mode of HIV-1 PR and

may help towards the development of improved

medications.

Methods

Geometry optimizations and molecular docking

simulations

The ArgusLab software [21] was used for the design and the

initial optimization of the compounds. Geometry optimiza-

tion was performed with a unified force field [22]. 1000 steps

of steepest descent minimization were followed by 1000

steps with Broyden-Fletcher-Golfarb-Shanno [23] (BFGS)

search, which uses an approximate Hessian matrix. The

convergence criterion was set to 10-2 kcal mol-1. For the

docking simulations, the grid resolution was set at 0.400 Å,

with a population size of 50. During the simulations, the

protease was kept rigid, while the ligand was considered

flexible. The active site was directly defined by selecting

residues Asp25/250, Thr26/260 and Gly27/270. The ligands

were allowed to move freely in the vicinity of the active site,

which was centered in a cubic box of 20 Å 9 20 Å 9 20 Å.

Since genetic algorithms allow the construction of a random

statistical initial population, the elitism for the calculations

was set to 5. The mutation and crossover rate for the docking

simulations were set to 0.2 and 0.8, respectively, while the

convergence criterion was set to 1.00 kcal mol-1.

Pharmacophore modeling

For the creation of the 3D-QSAR, we employed CoMFA

and CoMSIA. In the development of these models we used

51 derivatives as a training set and calculated their binding

energies (Table S1). The compounds within the training set

are a representative sample of structures with wide range of

binding energies, which vary from high to low values, as

required by the criterion for good diversity in the data set

[24]. From the 51 compounds of the training set, 46

derivatives have been synthesized for various research

subjects (Table S1, footnote a) and 5 compounds have been

computationally designed, aiming at the maximization of

their binding affinity against HIV-1 PR (Table S1, footnote

b). The choice of the side chains was based on the prop-

erties of groups such as aromatic rings (e.g. compound

S18), and hydrogen bond donors or hydrogen bond

acceptors, such as –C=O, –NH2, or –OH groups (e.g.

compound S22). The compounds in the training set were

aligned as shown in Fig. 2. The calculated binding energies

were converted to binding affinities using the formula

DG = -RTlnKi [17], after the assumption that the value of

Ki is equal to EC50 [25]. The cutoff point for both steric and

electrostatic contributions was set at 30 kcal mol-1.

CoMFA QSAR models consider only steric and electro-

static factors, while the CoMSIA models take additionally

into account hydrogen bonding and hydrophobic interac-

tions. The models were built using the Tripos CoMFA/
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CoMSIA module of SYBYL 8.0 molecular modeling

package [26]. Finally, a set of available experimental

binding energies has been used to confirm the adequacy of

our results (test set, Table S2).

Molecular dynamics simulations in water

MD simulations in explicit solvent were performed using

the SANDER [27] module under the AMBER 9 software

package [28]. The high resolution HIV-1 PR crystal struc-

ture was obtained from the Protein Brookhaven Databank

(PDB code: 1AID) [29]. Crystal water molecules and the

ligand (THK inhibitor) were removed before the addition of

missing hydrogen atoms, using the tLEaP module of

AMBER. Due to the absence of a fullerene-bound crystal

structure of HIV-1 PR, the choice of 1AID can be ratio-

nalized by the fact that THK is size-comparable to the

fullerene. Several studies have considered the protonation

state of the aspartic acid residues on the active site of HIV-1

PR [30–34]. Since it is generally accepted that an unprot-

onated active site is not associated with effective binding,

the possibility of either a monoprotonated or a diprotonated

active site is prevalent. In our case, the active site was

considered monoprotonated (Asp25), according to previous

experimental and theoretical studies that support this choice

[30, 32, 34]. The force field ff99SB [35] was used to obtain

atomic partial charges and parameters for the protease.

Fullerene structures were constructed with the ANTE-

CHAMBER module (using the general GAFF force field,

with AM1-BCC atomic partial charges) [36–38]. Explicit

solvation was performed using tLEaP after neutralizing the

systems. Each complex was solvated using the TIP3P water

model [39] (*7000 water molecules added) and truncated

octahedral periodic boundary conditions were applied, with

a cutoff distance of 8 Å. The long range electrostatic

interactions were calculated using the Particle Mesh Ewald

(PME) method [40]. The starting step was the minimization

of the protein–ligand complex over 2000 cycles with a

cutoff of 25 Å. For the first 1000 steps the steepest descent

method was used, while for the next 1000 steps the conju-

gate gradient technique was employed. The next procedure

involved the gentle heating of the system under constant

volume over 100 ps, with the gradual increase of the tem-

perature from 0 to 300 K. The SHAKE algorithm [41] was

applied to constrain all bond lengths involving hydrogen

atoms to their equilibrium distance, thus allowing to use a

2 fs time step. The Langevin thermostat with a collision

frequency of 2 ps-1 has been used to keep the temperature

constant [42]. An 100 ps constant-pressure equilibration

followed, to observe the gradual increase of the density,

which converged after *40 ps. The MD simulation was

next initiated using a Langevin dynamics temperature

scaling with a collision frequency of 2 ps-1, for 20 ns (time

step: 2 fs). During the MD simulations, the bonds in the

complex involving hydrogen atoms were constrained also to

their equilibrium distance [41]. The average pressure of the

system was 1.0 bar. MD simulations were performed in

order to monitor the dynamic behavior of the protein and the

structural characteristics associated with protein-fullerene

interactions, such as the number of hydrogen bonds between

the ligand and the protein. A 3.5 Å distance cutoff between

each donor and acceptor, along with an (donor-hydrogen-

acceptor) angle cutoff of 120� were used as a definition for a

hydrogen bonding interaction. For the trajectories obtained,

further analysis (H-bond, distance and RMSD calculations)

was realized with the ptraj module under AMBER.

MM–PBSA calculations

The binding free energy, DGbind, has been computed by

employing the molecular mechanics Poisson-Boltzmann

surface area (MM–PBSA) method [43]. This approach

estimates the interaction energy in the gas phase by using

MM, while the solvation free energy is determined after

solving the Poisson-Boltzmann equation. The nonpolar free

energy is calculated by a surface area term [44]. Computa-

tionally demanding normal mode analysis [45, 46] can be

used to calculate the conformational entropy of the solute.

The partition of the binding free energy into a series of

Fig. 2 a The solid cylinder structure of the fullerene core used for

alignment in the CoMFA/CoMSIA models, for all compounds in the

training set, and b a representation of the aligned compounds
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contributions (e.g. electrostatic, van der Waals etc.) allows

for a valuable insight into the complex process of association

[46, 47].

A brief description of the MM–PBSA methodology is

given by the following equations:

DGbind ¼ Gcomplex � GHIV�1 PR þ Gligand

� �

¼ DH � TDS

¼ DEMM þ DGsolv � TDS

ð1Þ

where DH is the enthalpy of binding, TDS is the

conformational entropy contribution to DGbind, T is the

absolute temperature, DEMM is the interaction energy

computed with the molecular mechanics method and DGsolv

is the solvation energy. DEMM and DGsolv are given by:

DEMM ¼ DEelec þ DEvdW ð2Þ
DGsolv ¼ DGPB þ DGNP ð3Þ

where DEelec and DEvdW are the electrostatic and van der

Waals interaction energies, respectively; DGPB is the

electrostatic contribution to the solvation free energy. This

is computed by the Poisson-Boltzmann (PB) method [41].

DGNP is the nonpolar solvation energy. This was computed

by employing the solvent-accessible surface area (SASA)

with a probe radius of 1.4 Å, according to the equation:

DGNP ¼ cSASAþ b ð4Þ

for c, the surface tension and the offset b we used

the standard values of 0.00542 kcal mol-1 Å-2 and

0.92 kcal mol-1, respectively [48]. The implementation of

the method involves calculations on a series of snapshots

produced by the MD; in this case, 1000 snapshots (sepa-

rated by 20 ps intervals, thus spanning the whole simula-

tion) were extracted from the 20 ns trajectory file. The

values for the dielectric constant of the solvent and the

solute were set to 80.0 and 1.0, respectively. The entropic

contribution was calculated with the nmode module [45, 46]

of AMBER, over 200 snapshots, for economy of compu-

tational time. The performance of MM–PBSA for the cal-

culation of the binding free energy has been recently

reviewed by Hou et al. [49]. The authors tested 6 different

protein systems as substrates for 59 ligands. They consid-

ered various factors to study their effect to the quality of the

results (e.g. the length of the MD simulation and the solute

dielectric constant). Among others, the importance of the

conformational entropy for the prediction of the absolute

binding energy was emphasized, as well as the adequacy of

MM–PBSA to reliably calculate binding free energies.

ADMET calculations

The QikProp program (version 3.4.109) [50] of Schrö-

dinger molecular modeling package has been used for the

predictions of pharmacokinetic properties of fullerene

derivatives 8–23 (Table 4). The program offers reliable

predictions for pharmaceutically relevant properties such

as cell permeability based on colorectal carcinoma (Caco-

2) [51] and Madin-Darby canine kidney (MDCK) [52] cell

lines. Additionally, the inhibition of hERG (human ether-a-

go–go-related gene) potassium ion (K?) channel [53] and

the central nervous system (CNS) activity [54] have been

evaluated to account for the effect on toxicity of the sa-

quinavir-based fullerene derivatives 8–23. QikProp uses

experimental results of 710 compounds, including about

500 drugs and related heterocycles. It predicts physically

significant descriptors and pharmaceutically relevant

properties of organic molecules, either individually or in

batches. In addition to predicting molecular properties,

QikProp provides ranges for comparing a particular mol-

ecule’s properties with those of 95% of known drugs.

QikProp performs according to the following process.

The OPLS-AA force field is used to carry out Monte Carlo

(MC) simulations on organic molecules in explicit water

environment. Configurational averages for a number of

descriptors are next obtained, including hydrogen bond and

SASA information. Correlations of these descriptors to

experimentally determined properties were obtained, and

then algorithms that mimic the full MC simulations and

produce comparable results were developed. When evalu-

ating a property, the program rapidly analyses atom types

and charges, rotor counts, and the sample molecule’s vol-

ume and surface area. The result is an accurate prediction

of a molecule’s pharmacologically relevant properties.

The various computational approaches we described

above, along with the compounds involved in this study are

schematically summarized in a flowchart (Fig. 3).

Results and discussion

Evaluation of docking calculations

The adequacy of the applied docking procedure was

demonstrated by computing the binding energy of a series

of commercially available drugs, for which this property

has been determined experimentally (Table 1). It is

observed that computed binding energies are in satisfactory

agreement with the experimentally determined ones. The

mean relative error (MRE) between experimental and

calculated values is 0.19, denoting the good correlation

between the values. The experimental and calculated

binding energies for the commercially available drugs

follow a similar trend, with the exception of amprenavir

and nelfinavir. In this case, the calculated binding energy

suggests that nelfinavir is a more potent HIV-1 PR inhibitor

than amprenavir. A further point is that all computed
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results underestimate (in absolute value) the corresponding

experimental ones. The average difference between com-

puted and experimental values is -2.73 kcal mol-1.

3D-QSAR CoMFA and CoMSIA validation and results

The 51 training-set compounds possess a variety of struc-

tural characteristics that affect their binding at the active

site of the HIV-1 protease. A Partial Least Square (PLS)

analysis using the ‘‘leave-one-out’’ method has been per-

formed to cross-validate the model. The results are sum-

marized in Table 2. The cross-validation test for the

CoMFA model gives rcv
2 = 0.613, while the non cross-

validated value is r2 = 0.977 (Fig. S1a). The corresponding

values for CoMSIA are 0.763 and 0.991 (Fig. S1b),

respectively, suggesting that the performance of the latter

is optimal. All values show that the proposed model is

statistically significant. The CoMFA model shows that the

relative steric and electrostatic contributions are 72.9% and

27.1%, respectively. Steric, electrostatic, hydrophobic,

hydrogen donor and hydrogen acceptor contributions for

CoMSIA are 11.5%, 1.1%, 37.4%, 25.7% and 24.3%,

respectively. Both CoMSIA and CoMFA show that the

steric interactions are considerably larger than the elec-

trostatic ones (Table 2). According to the CoMSIA model,

the dominant contribution is associated with hydrophobic

interactions. These results agree with the observations that

the fullerene core is mostly hydrophobic [12].

The performance of the developed QSAR models has

been validated with a test set that includes experimentally

determined binding energies [55–57] (Table S2). The

experimental binding energies show good correlation with

the CoMFA/CoMSIA predicted values (RCoMFA
2 = 0.84,

RCoMSIA
2 = 0.92, Fig. 4a, b, respectively). It is observed that

the CoMFA/CoMSIA results are in agreement with the

experimental values, however the performance of CoMSIA

Drug Design 

1st strategy 

Selection and Docking of 225 
fullerene derivatives

3D-QSAR CoMFA/CoMSIA models 
based on 51 derivatives with diverse 

structures and activities 

Design of new derivatives (S51-S54) 
based on CoMSIA contour maps of 

compound S18

2nd strategy 

Selection of lead compound saquinavir

Selection of specific fragments from 
lead compound 

 used as fullerene side chains 
(compounds 8-23), in order to 

maximize ΔGbind

20 ns MD simulations for 
designed compounds S52, 
S53, S54 (Strategy 1) and 

14, 23 (Strategy 2), and C60

MM–PBSA free energy 
calculations for estimating 

ΔGbind of compounds 14, 23 
and C60

ADME calculations for 
compounds 8-23

Fig. 3 Flowchart depicting the methods employed for design and

analysis

Table 2 A summary of the statistical results from the CoMFA/

CoMSIA 3D-QSAR models

CoMFA CoMSIA

rcv
2,a 0613 0.763

r2,a 0.977 0.991

No. of components 5 6

SEEb 0.154 0.137

Ftest
c 128.614 278.614

Contributions

Steric 0.729 0.115

Electrostatic 0.271 0.011

Hydrophobic N/A 0.374

Acceptor N/A 0.257

Donor N/A 0.243

a rcv
2 and r2 are the cross-validated (cv) and non-cross validated

terms, respectively
b SEE standard error of estimate
c Ftest = ratio of explained to unexplained values

Fig. 4 Graphs of experimental

and predicted binding energies

(kcal mol-1) of Table S2 from

a CoMFA and b CoMSIA
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appears better. Compared to a previous work from Durdagi

et al. [17] the model proposed in this article has a better cross-

validated r2 value (rcv
2 = 0.763 as opposed to rcv

2 = 0.670).

CoMSIA electrostatic contour maps are presented for

compound S18 (Table S1; Fig. 5, left), which has one of

the highest binding energies of the training set. It is

observed that there is a sterically disfavored area close to

the fullerene core (Fig. 5a, left), while there is an area near

the aromatic rings, which favors steric interactions. The

hydroxyl (-OH) and amino (–NH2) groups can form

hydrogen bonds (Fig. 5d, e) and they also participate in

electrostatic interactions (Fig. 5b). Certain parts of aro-

matic rings A and B (Table 3) act as H-bond donors, while

ring A appears also to be electron acceptor (Fig. 5d, e).

Fig. 5 High binding energy

compound S18 (left), and low

binding energy compound S4
(right) contour maps produced

from the CoMSIA 3D-QSAR

model that show the relative

contributions: a green (yellow)

color shows the sterically

favored (disfavored) area.

b electrostatic interactions in

blue (red) denote regions where

electronegative groups increase

(decrease) the affinity of the

ligand. c hydrophobic

interactions in yellow (white)

denote regions where

hydrophobic groups increase

(decrease) the inhibitory effect.

d H-bond donor contour map in

cyan (purple) shows the favored

(disfavored) areas. e H-bond

acceptor contour map in

magenta (red) color shows the

favored (disfavored) areas
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CoMSIA electrostatic contour maps for compound S4

(Table S1; Fig. 5, right) are also presented. This compound

has one of the lowest binding energies. The steric com-

ponent (Fig. 5a, right) has the favored (green) areas close

to the N-containing ring and its side chain, while the area

between the fullerene cage and the –SO2 group is disfa-

vored (yellow). The region, which favors electrostatic

interactions (Fig. 5b, right, blue) does not overlap with S4

and that could be a reason for the reduced activity of this

compound. Figures 5d and e (right) show the H-bond

contributions (donor and acceptor, respectively). In Fig. 5e

the magenta color shows the favored contributions that

stem from the terminal –NH2 group, while the –SO2 group

(red) represents the less favored contributions. The contour

maps have been generated with respect to derivatives S18

and S4, with high and low binding affinities, respectively.

The point of importance here is the discussion on the useful

information (regarding optimal binding), which can be

extracted from the contour maps.

First strategy for the design of HIV-1 PR Inhibitors

We have used the CoMSIA contour maps of S18, in order to

design compounds with optimized binding affinity to HIV-1

PR. The proposed compounds are given in Table 3. Addi-

tion of steric groups such as tertiary butyl (1), pentane (2)

and 1,3-dimethyl benzene (4) shows an increase (in absolute

value) of the binding energy, as depicted by the values of

Table 3 Calculated binding energies of modified compound S18 (see Table S1) based on the CoMSIA contour maps

A

B 

N

OH

N
N

R1

R2

CH 3
NH2

R3

R 4

R5

Comp. Substituents Calculated binding energy (kcal mol-1)

S18 R1 = R2 = R3 = R4 = R5 = -H -10.82

1
R1=

-13.32

2
R1=        

-14.02

3

R1= R3=

-13.25

4

R3=

-13.45

5

R1= R3=

-12.03

6 R2 = -COOH -14.08

7

R2=
O -12.68
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-13.32 kcal mol-1, -14.02 kcal mol-1, and -13.45 kcal

mol-1, respectively. When a second steric group (com-

pounds 3/5) is added, the binding energy decreases com-

pared to the mono-substituted derivatives (-13.25

kcal mol-1 and -12.03 kcal mol-1, respectively). This

decrease may be due to the bulkier nature of the fullerene

analogues and the steric hindrances that may arise within

the binding site. Addition of electronegative groups, such as

–COOH (6) has also resulted in increase of the binding

energy (-14.08 kcal mol-1; Table 3).

Second strategy for the design of HIV-1 PR inhibitors

This strategy involves: (1) The choice of a compound, which is

known to have good binding affinity for HIV-1 PR. For this

purpose, we have selected the drug saquinavir (Table 1), (2)

The choice of a functional group of saquinavir, which will be

appropriately modified and attached to the fullerene core, in

order to produce a compound with improved binding affinity.

The selection of the groups is shown in Fig. S2 in supple-

mentary material. The results for the modified fullerenes are

given in Table 4. It is noted that compounds 11–14 show the

effect on the binding energy, after substituting 1 to 4 –H of an

aromatic ring with –OH groups. In fact, the maximal favorable

effect is achieved by replacing all four hydrogen atoms

(Compound 14). A considerable increase (in absolute values)

of the binding energy is achieved by replacing –C6H5 by

–C6H4N as shown in compounds 8 and 10. Also comparison

of compounds 9 and 13 shows that the greater positive effect

Table 4 Proposed structures and their calculated binding energies

No. Compound Binding energy

(kcal mol-1)

8

O

O
CH3

O CH2

-13.44

9

O

O
CH3

O
CH2

OH

HO

OH

-14.34

10

O

O
CH3

O CH2

N
-14.30

11

O

O
CH3

O
CH2

N

OH -14.05

12

O

O
CH3

O
CH2

N

OH

OH

-14.33

13

CH2

N

OH

OH

OHO

O
CH3

O

-15.03

14

O

O
CH3

O

CH2

N

OH

OH

OHOH

-15.93

15

CH2

N

N

N

O

O
CH3

O

-14.48

16

CH2

N

N

N

OH

O

O
CH3

O

-14.10

17

O

O
CH3

O
CH2

N

N

N

OH

OH

-14.57

18

O

O
CH3

O
CH2

-13.46

19

O

O
CH 3

O
CH2

OH

OH

HO

-14.35

Table 4 continued

No. Compound Binding energy

(kcal mol-1)

20

O

O
CH3

O
CH2

NH2

NH2

NH2

-14.40

21

O

O
CH 3

O O

-14.23

22

HN

O

NH
O

NH2

O

N

OH

N

-15.83

23

HN

O

NH
O

NH 2

O

N

OH

N

-16.03
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on the binding energy is achieved when the –C6HN(OH)3

group is present rather than –C5H2(OH)3. On the other hand,

compounds 10/11 and 15/16 show a small decrease in

binding energy following the substitution of a –H with a

hydroxyl group. Substitution of three –H by –OH (compound

19) or –NH2 groups (compound 20) leads to an increase of

the binding affinity. Finally, for the design of derivatives 22

and 23, two fragments of saquinavir, which possess peptide-

like characteristics, were employed. The presence of the

amide bond apparently increases the possibility of H-bonding

and thus it can explain the larger binding energies associated

with these compounds.

Particularly potent inhibitors appear to be compounds 13,

14, 21, 22 and 23. The last two designed inhibitors involve

amide bonds in the side chain of the fullerene. To the best of

our knowledge, the best binding affinity of a fullerene

derivative toward HIV-1 PR so far is 36 nM [18]. The

compounds we have designed (Tables 3, 4) presented

binding affinities in the range of pM, for example compound

14 has an affinity of 28.3 pM, which is better than that

of lopinavir. Since, on average, the docking procedure

underestimates the binding energy by approximately

-2.73 kcal mol-1 (Table 1), one may estimate that the

binding energy of compound 14 is around -18.66 kcal

mol-1 and that of compound 23 is around -18.76

kcal mol-1.

Hydrogen bonding analysis

The hydrogen bonding analysis of fullerene–HIV-1 PR

complexes reveals differences in binding modes. The

H-bonds between the fullerene analogues (S52, S53 and

S54 associated with the lowest binding energies and 14, 23

associated with the highest binding energies) and the pro-

tease involve one or more of the following residues: the

aspartic acids in positions 29/290, 30/300 and the glycines in

flap positions 48/480 (see Table 5 for specific interactions).

All major H-bond patterns refer to interactions between

backbone amide hydrogen atoms (N–H) of the protease and

fullerene oxygen atoms (OH, C–O–C or C=O). The results

of Table 5 are expressed as occupancy percentage of

H-bonds between fullerene analogues and HIV-1 PR. For

example, a hydrogen bond between Asp29 and compound

S52 appears for 61% of the simulation time, whereas a

strong interaction between compound 14 and Asp290 exists

throughout the simulation (91%). Also note that within a

particular complex, the fullerene prefers to form H-bonds

with residues in one of the two chains of the protease. In

compound S52 an important fullerene-flap interaction

occurs mainly during the first 5 ns between the carbonyl

O1 of the fullerene and Gly48 of the protease (Table 5). An

interesting observation is that H-bond interactions involv-

ing compound S54 are determined by the two equivalent

oxygen atoms on the fullerene side chain: during the first

half of the simulation, the structure of the complex is

mainly stabilized by Asp29 and Asp30 interactions with O1

and O2, respectively, whereas O1 is primarily associated

with Asp30 (and O2 with Asp29) for the last 5 ns (Fig. S2c

(i) and S2c (ii)). Another important observation is that

compound 14 has more groups participating in H-bonds

than the other derivatives (Table 5; Fig. 6); a H-bond (O7

Fig. S3d) with one flap (Gly480) and another (O4) with

Asp290 are the principal interactions that render 14 as one

of our most efficiently bound structures.

The analysis performed on the complex of the protease

with compound 23 revealed only two hydrogen bonds with

Table 5 Occupancy percentage of H-bonds between fullerene ana-

logues and HIV-1 PR residues as calculated from the MD simulations

Compoundsa

Residuesb S52 S53 S54 14 23

ASP29 60.57 N/Ac 75.31 N/A N/A

ASP30 22.14 N/A 12.78 N/A N/A

ASP290 N/A 78.42 N/A 93.51 N/A

ASP300 N/A 39.97 N.A 47.71 N/A

GLY48 45.03 N/A N/A 13.85 25.70

GLY480 N/A N/A N/A 60.24 N/A

ASP250 N/A N/A N/A N/A 10.00

Calculated binding energy

(kcal mol-1)

8.28 6.38 5.52 15.93 16.03

a Compounds used in MD calculations (Tables 3, 4)
b Amide groups (–NH) from residues of the protein participating in

H-bonds with the fullerene analogues
c N/A: H-bonds occurring less than 10% of the simulation time are

not shown
Fig. 6 Schematic representation of hydrogen bonds between com-

pound 14 and residues in the binding pocket of the protease
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the protein. Similar to other derivatives analyzed, com-

pound 23 formed one bond with Gly48 at the flap of the

protease (present for 26% of the simulation time) and a less

frequent bond (10%) with Asp250 at the active site of the

protein. This particular derivative is the only one that

showed formation of a bond with catalytic residues. Thus,

we observed that even though the selected fullerenes

(compounds S52, S53, S54, 14, 23) do not interact with the

same residues, all of them form H-bonds with one or more

residues near the active site (29, 30, 290 and 300), as well as

with flap residues 48 and 480. The H-bond analysis on

compounds S52, S53, S54 and 14 suggests a correlation

between the number of H-bonds and binding energy

(Table 5). However, compound 23 does not conform to this

trend. This indicates that there are other factors as well,

strongly influencing the binding energy. This will be dis-

cussed in the MM–PBSA analysis section.

Analysis of active site–flap and flap–flap distances

We have calculated the distances between the Ca atoms of

the catalytic Asp25 and flap tip Ile50, as well as between the

Ca atoms of flap tips Ile50 and Ile500, for the complex of the

protease with compound 14, which has one of the highest

binding energies of the proposed derivatives. The results are

depicted in Fig. 7. We observed a significant change in the

distance between the two isoleucines (Ile50 and Ile500)
(Fig. 7b). During the first 10 ns of the simulation, the dis-

tance between the flaps of the protease increases and reaches

a plateau at *10 Å; afterwards it remains constant for the

rest of the simulation. This suggests the stabilization of the

flap structure on top of the ligand, resulting in a closed,

bound–HIV-1 PR conformation. A similar feature has been

also observed by Zhu et al. [31]. The distance between Asp25

and Ile50 is greater in the first nanoseconds (Fig. 7a), slowly

decreases and eventually stabilizes around 17.5 Å. Accord-

ing to other experimental and theoretical studies, this indi-

cates a shift of the flaps towards the active site of the protease,

thus explaining the typical behavior of HIV-1 PR upon

binding [6, 58]. During the simulation, at around 7 ns, 13 ns

and 17 ns the distance drops to its lowest value (*15.5 Å).

The small fluctuation of the distance between the tips of the

flaps after the 10 ns of the simulation can be explained by the

presence of an H-bond between Gly51 and Gly510 (65%

occupancy). This bond appears at approximately 7.5 ns and

is present for the remaining of the simulation, accounting for

the earlier observation. A hydrogen bond also appears

between the two Ile residues (22% occupancy) but not with

the same frequency as that of the Gly51/510.
Our results show (see also hydrogen bonding analysis)

that the fullerene analogues do not bind directly to the

triplet of Asp-Gly-Thr, they rather interact mostly with

other residues near the active site (29, 290, 30, 300) and with

the flaps of the protease (e.g. Gly48/480). The complex of

HIV-1 PR with compound 23 also follows similar trends

with compound 14 regarding the variation of distances. The

only difference is focused on the interaction between

Gly51 and Gly510, which is less dominant in the former

case (38% occupancy). The different ligands studied here

seem to interact with two different regions (Fig. 1, active

site-red, flap region-blue) of the protease. These interac-

tions may account for the strong binding affinity of com-

pounds 14 and 23 to HIV-1 PR.

RMSD analysis

To further test the stability of the protease, we performed

RMSD analysis for Ca atoms of the 14–HIV-1 PR com-

plex, using as reference structure the one obtained after

docking. This analysis has shown that there is no major

structural change in the protein during the simulation; the

average value for HIV-1 PR is 1.9 Å (Fig. 8a, blue). The

RMSD values converge after approximately 10 ns.

RMSD analysis has been also performed for the flap

region of the complex, with selected residues 44–55 and

440–550 (Fig. 8a, red). The results clearly show the struc-

tural change in the flap region (average RMSD = 2.6 Å).

The initially unstable structure of the flap region eventually

converges to a less mobile state, mainly because of the

stabilizing hydrogen bonding interactions between the

Fig. 7 Calculated distances

over 20 ns between Ca atoms

for the residues Asp25 (active

site), Ile50 and Ile500 (flap tip)

for the complex of HIV-1 PR

with compound 14: a Asp25-

Ile50 distance. b Ile50-Ile500

distance
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ligand and Gly480 at the flaps of the protein (Table 5) and

between the two Gly residues at the flap region. We

observe that even though the deviations in the flap structure

are greater than these of the whole protein, they follow a

strikingly similar pattern. This allows for the conclusion

that RMS deviations observed for HIV-1 PR are mainly

due to the structural changes of the flaps, with the strong

suggestion that the rest of the protease remains relatively

stable during the simulation.

The following step was to look at the RMSD for the

residues at the active site of the protease (Fig. 8b). The

RMSD (*1.5 Å) shows that active site residues after an

initial structural change do not deviate significantly for the

rest of the simulation. Subsequently, we performed an

RMSD analysis on a region surrounding the active site. The

area defined by residues 79–83 (and 790–830) covers the

active site and comes in contact with the solvent (Fig. 1,

purple). We observed (Fig. 8c) that there is no large dif-

ference between these two regions of the protease. The

trend in RMSD for this regions shows similarities with

previous observations in other HIV1-PR–ligand complexes

studied by Zoete et al. [59] and further confirms a well-

defined bound structure for HIV-1 PR.

RMSD analysis for the complex of compound 23 with

HIV-1 PR has shown that there are similarities with the

complex of compound 14. The flap region of the protease

shows again larger variation in RMSD values in compari-

son with the whole protein (Fig. S4). A difference is

observed at the active site region where the RMSD remains

very low (*0.5 Å) during the first 7 ns, and after that time

it reaches the same average value (1.5 Å, Fig. 8d) as 14.

The interaction between Asp25 and compound 23 may

have induced the structural change of the active site during

the simulation.

It is evident from the RMSD analysis that there are no

significant structural changes in the protease (other than in

the flap region), following ligand binding in the active site

cavity. A stabilization, as expected, for the flap region of

the protein is eventually observed during the simulation,

due to the presence of interactions between the flaps and

the ligand (H-bonds with Gly48/480).

MM–PBSA analysis

To evaluate the energetics of binding in a more reliable and

detailed way, we have employed the MM–PBSA method to

specific fullerene analogues. The convergence of the pro-

cedure has been achieved for HIV-1 PR complexes with

compounds 14, 23, and C60 after approximately 7 ns, as

depicted in Fig. S5 (DH vs. time) and Fig. S6 (DEvdW vs.

time). The MM–PBSA results of compounds 14 and 23 are

given in Table 6. For comparison, calculated DGbind of C60

is also presented. It is observed that both docking and MM–

PBSA results for compounds 14 and 23 agree qualitatively.

Both methods (1) show that |DGbind| of compound 23 is

slightly larger than the corresponding value for compound

14 and (2) confirm that compounds 14 and 23 have large

|DGbind|. Compounds 14 and 23 have very similar DEMM

Fig. 8 RMSD distribution over

time, for HIV-1 PR complexed

with compound 14 (a, b, c) and

with compound 23 (d). a All

protease residues (blue) and

residues (44–55, 440–550) in the

flap region (red). b and d Active

site residues (Asp-Thr-Gly).

c Residues 79–83 (red) and

790–830 (black)
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values, although their DEelec and DEvdW values are different.

Most of the other contributions to DGbind are rather similar in

both complexes. It is also observed that DGPB is much larger

than |DEelec|. The total electrostatic contribution is 45.18 and

39.59 kcal mol-1, for compounds 14 and 23, respectively.

Thus, the unfavorable electrostatic contribution associated

with solvation is not fully compensated by the favorable

contribution to the MM energy. Additionally, the significant

value of the entropic term (-TDS) for all three derivatives is

noted; in fact, all compounds have comparable values for

-TDS. The binding of compounds 14, 23 and C60 into HIV-1

PR is mainly driven by DEvdW (which makes the single

largest contribution in absolute value) and DGNP. This trend

has been verified by several studies previously [59–61].

Concerning C60, we observe that it has a small |DGbind|.

The large |DGbind| of compounds 14 and 23 is thus asso-

ciated with the corresponding substituent. The presence of

C60 core in the studied derivatives is primarily associated

with the high contribution of van der Waals interactions

(DEvdW) to DGbind.

Instead of modeling the water around a protein by

explicitly simulating the motions of thousands of water

molecules, MM–PBSA discards the explicit water mole-

cules and uses a parametrized implicit water model (PB)

consisting of new energy terms for the hydrophobic effect.

This is an obvious drawback that may have accounted for

the difference between our calculations and the experi-

ment. Apart from the aforementioned limitation however,

the computationally efficient LCPO method for estimating

the hydrophobic contribution (SASA) in MM–PBSA

appears to perform relatively well even for hydrophobic

systems [48, 62, 63], reproducing the experimental results

in a satisfactory way [64].

Free energy decomposition

The next step was to analyze the different components of

the binding energy, as well as the contribution of the

protease residues in the binding free energy. Figure 9

shows a representation of the energy contribution (DGbind)

for each amino acid in the protease, in both chains. Energy

decomposition showed that certain residues at the flaps of

the protease (in only chain B) have favorable contributions

to the total free binding energy; for instance, residues

Gly480 and Gly510 have contributions of -2.7 and

-2.4 kcal mol-1, respectively. We notice that the

enhanced H-bond interactions between compound 14 and

the flap of chain B are accompanied with a significant

contribution to DGbind, in contrast to flap residues in chain

A. Additionally, favorable contribution to the binding

energy comes also from residues Glu21 and Ile620 (Fig. 9,

-3.3 kcal mol-1 for both residues). Finally, it is observed

Table 6 Contributions to DGbind for compounds 14, 23 and C60

complexed with HIV-1 PR, computed with the MM–PBSA method

Energetic analysis DGbind (kcal mol-1)

Comp. 14 Comp. 23 C60

DEelec -14.74 (3.01)a -20.78 (2.70) -5.24 (3.14)

DEvdW -83.90 (2.55) -76.80 (2.61) -65.37 (3.00)

DEMM -98.65 (2.48) -97.58 (2.94) -70.61 (2.89)

DGNP -26.35 (2.11) -25.14 (2.16) -34.25 (2.95)

DGPB 59.92 (2.32) 60.37 (1.99) 56.59 (2.58)

DGsolv 33.57 (2.13) 35.23 (2.06) 22.34 (3.04)

DGelec(tot) 45.18 (2.44) 39.59 (2.02) 51.35 (2.76)

DG(MM?solv) -65.08 (2.87) -62.35 (2.30) -48.27 (2.92)

-TDStot 53.11 (2.24) 49.60 (1.95) 49.52 (3.14)

DGbind -11.97 -12.75 -1.25

Note DGelec(tot) = DEelec ? DGPB

a Numbers in parentheses denote standard deviations

Fig. 9 Per residue contribution

to free energy of binding DGbind

for (a) chain A, and (b) chain B

of the protease for the complex

with compound 14
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that residues around the active site (in both chains) con-

tribute significantly to the binding energy.

Figure 10 shows the energy contribution (DH-cyan,

TDS-blue, DGbind-green) for residues of the active site

(Asp25/250-Thr26/260-Gly27/270) and flap tips (Ile50/500),
as well as residues involved in H-bonding with compound

14 (Asp290, Asp300, Gly48, Gly480). Asp250 has the highest

contribution to the binding energy (-2.7 kcal mol-1) from

all residues in the active site of the protease, even though it

is not associated with compound 14 via a H-bond (Fig. 10).

The permanent H-bond between the ligand and Asp290 may

have accounted for the largest contribution to the total

binding energy, as depicted in Fig. 10. It can be concluded

that although the presence of an H-bond does not guarantee

the favorable energy contribution of the residue involved,

residues that contribute favorably are usually involved in

H-bonding with the ligand.

A general trend observed in Fig. 10 is that the enthalpic

(DH-cyan) contribution is higher than that of the entropic

contribution (DS-blue). However, their values are compa-

rable. It is evident from the aforementioned results (Fig. 9)

that several residues, not directly interacting with the

ligand, contribute favorably to the binding energy of the

complex. In conclusion, most of the residues that have high

energy contributions are close to the active site and flap

regions of the protease, suggesting that these two areas of

the enzyme play an important role in the binding of

ligands.

ADMET predictions for saquinavir-related fullerene

derivatives

ADMET properties have been calculated for the proposed

fullerene derivatives 8–23 (Table 7). Although usually

fullerene-derived HIV-1 PR inhibitors are known to have

relatively low toxicity [9], if specific functional groups (i.e.

saquinavir and its derivatives) were added they may result

in problematic drug candidates. Especially, since saquina-

vir is known to have significant side effects [65], phar-

macokinetic profiles of the new compounds have to be

estimated. For this aim, we used QikProp to predict the

following pharmacokinetic properties: cell permeability

based on Caco-2 and MDCK models, inhibition of hERG

K? channel and CNS activity.

Fig. 10 Per residue contributions DH (cyan), TDS (blue), DG (green)

for residues of the active site (Asp-Thr-Gly) and flap region (Ile50/

500), as well as residues involved in H-bonding with compound 14
(Asp290, Asp300, Gly48, Gly480)

Table 7 Predicted

pharmacokinetic profiles of

proposed saquinavir-modified

fullerene derivatives

Compound No. CNS activity

(- - to ??)

hERG K ? Channel

blockage (log IC50)

Apparent Caco-2

permeability (nm/s)

(\25 poor,

[500 great)

Apparent MDCK

permeability (nm/s)

(\25 poor,

[500 great)

8 - -7.746 1365 692

9 - - -7.323 65 26

10 - - -7.389 736 355

11 - - -7.372 341 155

12 - - -7.271 104 43

13 - - -7.068 40 15

14 - - -6.977 22 8

15 - - -7.195 423 195

16 - - -7.090 133 55

17 - - -7.006 43 16

18 - - -9.501 1447 737

19 - - -9.064 39 14

20 - - -9.220 102 42

21 - - -7.587 1482 756

22 - - -6.606 9 14

23 - - -6.848 14 19
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The Caco-2 and MDCK cells are widely used to predict

the absorption of drug candidates across cell barriers. For

both cell types, an ideal permeability is expressed above

500 nm/s, whereas rates lower than 25 nm/s are considered

to be poor [50, 66]. Thus, most of the proposed fullerene

derivatives (compounds 10, 11, 12, 15, 16, 20 and espe-

cially compounds 8, 18, 21) have good permeability at both

cell types. It is worth noting that compounds with polar

groups (such as –OH in compounds 9, 13, 14, 19) present

low permeability values. In contrast, compounds with

reduced polar character showed an increased absorption

potential. Another important observation indicated the

influence of the structure of saquinavir on cell permeability.

We observed that compounds 22 and 23 have very low

permeability values in both cells (Table 7) compared to

other compounds. Even though all side chains of fullerene

compounds 8–23 are saquinavir fragments, larger saquina-

vir moieties have been attached to compounds 22 and 23

(see Fig. S2 and Table 4). The increased saquinavir-like

character of compounds 22 and 23 may have additionally

contributed to the low Caco-2 and MDCK permeability.

This is not surprising since it is known that saquinavir has

low intestinal permeability; indeed, clinical studies have

measured saquinavir permeability to Caco-2 and MDCK to

be 9.3 ± 1 nm/s and 4.63 ± 0.25 nm/s, respectively [67].

In conclusion, it was observed that increased polar character

along with great resemblance to saquinavir structure low-

ered the permeability values for the drug-modified fullerene

compounds. Nevertheless, polar groups are usually needed

because they induce favorable interactions between the

drug and cavity residues. Therefore, successful drug design

should aim at maximizing the polar character of an inhibitor

to the point where its cell permeability remains adequate.

Additionally, QikProp predicted CNS activity for com-

pounds 8–23 on a -2 (inactive) to ?2 (active) scale. From

the tested molecules, 8 and 21 are more CNS active

compared to others however, it was obvious that all com-

pounds presented very low activity, thus avoiding unde-

sirable CNS side effects [20].

The hERG K? channel has been implicated as a cardio-

toxicity marker. Therefore, hERG potassium channel

screening for ADME and toxicity properties of potential hit

compounds is exceedingly important and is gaining

acceptance in the pharmaceutical industry. Investigations

have revealed that blockage of hERG channels lead to LQT

syndrome [55]. Proposed compounds (except 18–20), have

more than nM IC50 at the central cavity of the channel.

This indicates a relatively low toxicity for the proposed

derivatives. Additionally, compounds 14, 22 and 23 were

predicted to have the lowest toxicity among all others; as

mentioned above, their greater resemblance to saquinavir

compared to the other compounds may have also attributed

to the reduced toxicity of compounds 14, 22 and 23

(experimental hERG K ? channel blockage values for

saquinavir: IC50 = 15.3 lM, log IC50 = -4.82) [68].

Conclusions

The objectives of this study were (1) To use efficient

strategies for the design of novel fullerene-based inhibitors

for HIV-1 PR. These strategies are applicable to design

drugs for any other class of proteins, and (2) To understand

the molecular mechanism associated with the binding

pattern of the proposed inhibitors.

First, we confirmed the adequacy of the docking pro-

cedure we used. Second, we developed two 3D-QSAR

models, CoMFA and CoMSIA. The training set involved

51 molecules with quite varying activity. Reliable statisti-

cal parameters were obtained for both models. Their pre-

dicting ability has been demonstrated by using a set of

experimental results. CoMSIA shows that the highest

contributions to the binding energy are associated with

hydrophobic interactions and H-bonding. Employing our

CoMSIA model, we designed a series of novel fullerene-

based inhibitors. A second strategy for designing inhibitors

was based on appropriately modified fragments of the drug

saquinavir. Most of the designed fullerene derivatives had

very good binding energies with HIV-1 PR.

We have investigated the H-bond patterns between

compounds 14, 23 (they presented the highest binding

energies) and HIV-1 PR. We observed that even though the

selected fullerenes do not form hydrogen bonds with the

same residues, all of them: (1) form H-bonds with residues

near the active site (29, 30, 290 and 300), or with residues

lying at the flap (48 and 480) region, and (2) do not bind

directly to the active-site triplet of Asp-Gly-Thr.

We found that the flaps of the protease show structural

changes during the simulation, a trend also observed in

previous experimental and theoretical studies. A stabiliza-

tion of the flap region of the protein has been observed

during the simulation. This stabilization has been associ-

ated with interactions between the flaps and each fullerene

derivative (e.g. H-bonds with Gly48/480).
Our MM–PBSA results showed that the binding of the

considered derivatives (14, 23 and C60) to HIV-1 PR was

mainly driven by van der Waals and nonpolar contributions

(DEvdW and DGNP). Analysis of the results has shown that

the large |DGbind| of compounds 14 and 23 is due to the

selected substituents. The large contribution of DEvdW to

DGbind is associated with the C60 core.

Free energy decomposition indicated that the enthalpic

contribution is higher than that of the entropic one, even

though they are comparable. Of particular importance for

the binding were areas close to the active site and the flap

regions of the protease. On the other hand, it was observed
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that binding also depends on a set of residues, not directly

involved in H-bond interactions.

Finally, estimation of ADMET properties for saquina-

vir-related fullerene derivatives 8–23 revealed that most of

the designed compounds have adequate Caco-2 and MDCK

permeability values, they are primarily CNS-inactive and

they presented a limited ability to block hERG K? channel,

thus indicating a relatively low toxicity. Furthermore,

compounds 14, 22 and 23 which have the greatest struc-

tural similarity to saquinavir appeared the least toxic. A

final observation related the increased number of polar

groups within a compound and its increased saquinavir-like

structure with a reduced cell permeability.
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