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Abstract

We prove the existence of solutions to three-fold symmetric elliptic systems in R2 which
have six-fold symmetry, asymptotically approaching each of three minima of the potential
as |x| → ∞ in two antipodal sectors of angle π/3.
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1 Introduction
Let W : R2 → R be a smooth, nonnegative potential which is invariant under the equilateral tri-
angle reflection group G, having exactly three zeros, these being nondegenerate and located at
a1 = (1, 0), a2 = (−1/2,

√
3/2), and a3 = (−1/2,−

√
3/2). We denote the gradient of W by Wu.

We are interested in solutions to the elliptic system:

∆u −Wu(u) = 0, (1.1)

being the equation for stationary states of

ut = ∆u −Wu(u), (1.2)

where u : R2 → R2.
Equation (1.2) is a special case of the Cahn-Morral system ([16], [8], [9], [13], [14], [15]) which

was designed to model the spinodal decomposition and evolution of phase boundaries in multi-
component alloys.

In that case u represents the vector of local mass-fractions of the various elements of the alloy;
the mass fraction of one component being determined by the others, it is omitted. The function
W(u) gives the bulk energy density of an alloy with species having relative concentrations u, and the
interfacial energy density is represented by 1

2 |∇u|2. Thus, the free energy J is given by

JΩ(u) =

∫
Ω

(
1
2
|∇u|2 + W(u))dx, (1.3)

where Ω is the region occupied by the alloy.
From this point of view, (1.2) is the statement that the local concentrations evolve in time ac-

cording to L2-steepest descent,
∂u
∂t

= −
δJ
δu
. (1.4)

The natural boundary condition associated with (1.4) is the homogeneous Neumann condition

∂u
∂n

= 0 on ∂Ω. (1.5)

Triple junctions in thin films of three component mixtures (therefore u ∈ R2) are quite common
as they are somewhat stable and there have been several significant results describing solutions of
this type to (1.1) and (1.2) under various assumptions on W (see, for instance, [6], [8], [21], [17],
[5], [1], [7], [4], and [19]).

Here we establish the existence of solutions that have a six-fold junction with the plane divided
into six equal sectors and each of the three ‘phases’ occurring in two antipodal sectors. The precise
statement appears below but first we state the hypotheses.

(W)
Assume that W : R2 → R is a nonnegative, C3 potential which is symmetric under the reflection
group generated by any two of the reflections in the lines π1 ≡ {(u1, u2) : u2 = 0}, π2 ≡ {(u1, u2) :
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u2 = −
√

3u1}, and π3 ≡ {(u1, u2) : u2 =
√

3u1}. Denote these reflections by γ1, γ2, and γ3, respec-
tively.

It is assumed that W has exactly three zeros, these being nondegenerate zeros of Wu, and located
at a1 = (1, 0) ∈ π1, a2 = (− 1

2 ,
√

3
2 ) ∈ π2, and a3 = (− 1

2 ,−
√

3
2 ) ∈ π3.

Finally, it is assumed that there exists M > 1 such that W(su) ≥ W(u) for s ≥ 1 and |u| = M. An
example of such a potential is W(u) ≡ (|u − a1||u − a2||u − a3|)2.

Theorem 1.1 Assume W satisfies (W). Then there exists an entire classical bounded solution u :
R2 → R2 to system (1.1) such that

(i) u is equivariant with respect to G, i.e., u(gx) = gu(x) for all g ∈ G.

(ii) u(−x) = u(x) for all x ∈ R2.

(iii) If D1 ≡ {x = (x1, x2) : |x2| >
√

3|x1|}, D2 ≡ γ3D1, and D3 ≡ γ2D1, then, with d as distance,
there exist positive constants c and C such that

|u(x) − ai| ≤ Cexp(−cd(x, ∂Di)) for x ∈ Di.

(iv)

u(D1) ⊂ S 1 ≡ {u = (u1, u2) : u1 ≥
1
√

3
|u2|},

and by equivariance,
u(γ2D1) = γ2u(D1), u(γ3D1) = γ3u(D1).

In particular, at x = 0,u exhibits a 6-junction, each of the three phases ocurring twice as one
divides the plane into six π/3 sectors with vertex at 0 (see Figures 1 and 2).
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Figure 1: The x-plane showing the six-junction.
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Figure 2: The u-plane indicating the images of the six segments of the x-plane.
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Solutions to (1.1) with u : Rn → Rm and with more general reflection groups, G, have been ob-
tained in [5], [12], [4], [3], [10], and references therein. We take the results from these as our starting
point and in particular use some of their techniques to prove the result above. We use variational
arguments but note that the solution we seek has infinte energy when Ω = R2 and so we first obtain
a solution on Ω = BR ≡ B(0,R), the ball centered at 0 of radius R, imposing homogeneous Neumann
conditions at the boundary. To show the existence of a solution with the structure described in The-
orem 1.1 (iii), we minimize in a set of maps that satisfy a sort of positivity condition in the sense
that they map each π/3 sector into a corresponding 2π/3 sector. Based on this and using results of
[10], we show that the solution is nontrivial, satisfying the exponential estimate in (iii) above.

Observe that the solution given by Theorem 1.1 is different from the one constructed in [5] and
that Theorem 1.1 implies nonuniqueness in the class of entire equivariant solutions which connect
the minima of W, this being a local minimum of the energy with the added symmetry about 0 but a
saddle when that symmetry is not imposed.

We also point out that similar results to that above may be obtained in other setting, in particular,
for the case of G being the reflection group of the pentagon in the plane and for the tetrahedon group
in R3, being different from that obtained in [12]. We also may use similar techniques to obtain
periodic solutions with respect to a hexagonal lattice in the plane. These extensions will be the
subject of another paper.

2 Minimizers in Balls
In (1.3) we take Ω = BR and denote the energy by JR ≡ JBR . Let W1,2

E (BR) be the Sobolev space of
R2-valued functions defined on BR with one weak derivative in L2 and which are both G−equivariant
and also symmetric about 0, in the sense that u(−x) = u(x). Define

AR ≡ {u ∈ W1,2
E (BR) : u(D1 ∩ BR) ⊂ S 1},

Note that AR , ∅, since the following function belongs to it: Identify x ∈ R2 with z = reiθ ∈ C
and consider the function u defined by

reiθ → −
r2

1 + r2 e−2iθ, for π/3 ≤ θ ≤ 2π/3,

and extend it equivariantly to θ ∈ [0, π] using the reflection group. The symmetry about 0 is auto-
matic due to the fact that this function is even in r. This function is easily seen to be smooth in the
sector θ ∈ (π/3, 2π/3) and Lipschitz continuous across the boundaries of these sectors.

We consider the problem (for each R > 0)

min
u∈AR

JR(u). (2.1)

Minimizing in the symmetry class does not provide a constraint (see [18]) but the mapping
property in the definition ofAR could be seen as such, which would complicate the Euler-Lagrange
equation. The following lemma shows that this is not the case.

Take the unit normals to the lines π1, π2, and π3 as n1 ≡ (0, 1),n2 ≡ (
√

3
2 ,

1
2 ), and n3 ≡ (

√
3

2 ,−
1
2 ),

respectively.
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It is useful to consider the overlapping quarter-disks

O11 ≡ {x : x · n2 > 0, x · a2 > 0} ∩ BR

and
O12 ≡ {x : x · n3 < 0, x · a3 < 0} ∩ BR.

Lemma 2.1 Let u(x, t) be the solution to the parabolic system (1.2) on Ω = BR satisfying (1.5)
and with initial data u0 ∈ C(BR) which is G-equivariant, u0(−x) = u0(x) and satisfies the mapping
condition

n2 · u0(x) > 0 for x ∈ O11, (2.2)

and
n3 · u0(x) > 0 for x ∈ O12. (2.3)

Then, for all t > 0, u(D1 ∩ BR, t) ⊂ S 1.

Proof. Let
D11 ≡ {x = (x1, x2) : x2 >

√
3|x1|} ∩ BR = O11 ∩ O12.

Then the conditions on u0 imply u0(D11) ⊂ S 1 and because of the symmetry about 0,
u0(D1 ∩ BR) ⊂ S 1. Similarly, it is sufficient to show that

u(D11, t) ⊂ S 1.

Define
η ≡ n2 · u(x, t)

and note that η satisfies
ηt = ∆η − cη in BR, t > 0, (2.4)

η(x, 0) = n2 · u0(x), (2.5)

∂η

∂n
= 0, for |x| = R, (2.6)

where

c(x, t) ≡
n2 ·Wu(u(x, t))

n2 · u(x, t)
provided η , 0.

Since u(·, t) and Wu are G-equivariant, u(·, t),Wu(u(·, t)) : πi → πi and hence,

ni · u(x, t) = 0

and
ni ·Wu(u(x, t)) = 0

for x ∈ πi, and each i=1, 2, 3.
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Furthermore, since u(−x, t) = u(x, t) and since u(γix, t) = γiu(x, t), it follows that
for x ∈ span{ni},

u(x, t) ∈ πi and again ni · u(x, t) = ni ·Wu(u(x, t)) = 0.

These observations show that
η ≡ 0 on ∂O11 ∩ BR.

We also have, η(x, 0) > 0 for all x ∈ O11 by (2.2).
It should be noted that ni · u(x, t) = 0 implies ni ·Wu(u(x, t)) = 0 and since W is smooth c(x, t),

defined above, can be extended continuously.
By restricting our attention to O11, the Maximum Principle for parabolic equations implies that

η(x, t) > 0 for all x ∈ O11 and t > 0.
A similar argument applied to ξ(x, t) ≡ n3 · u(x, t) restricted to O12 shows that n3 · u(x, t) > 0 for

all x ∈ O12 and t > 0. Thus, we have shown that for each t > 0, u(·, t) satisfies (2.2) and (2.3), giving
the conclusion.

One may check that if u is G-equivariant and symmetric about 0 then u(D1 ∩ BR) ⊂ S 1 is
equivalent to the two conditions (2.2) and (2.3). Taking the minimizer, uR, in (2.1) as initial data
and recognizing that JR is a Lyapunov functional, we find that uR is a stationary solution for the
parabolic equation and hence satisfies (1.1).

A simple cut-off comparison function with the growth condition on W shows that the minimizer
is pointwise bounded, uniformly in R:

|uR(x)| ≤ M for x ∈ BR. (2.7)

It follows that uR ∈ C4+α for some α ∈ (0, 1) and that there is a constant, M′ independent of R, such
that

||uR||C4+α ≤ M′. (2.8)

3 Replacement lemmas and energy estimates
Here we reproduce the analysis in [10] used to establish bounds on the measure of the set on which
uR is far from a1 which are enough to obtain (iii) of Theorem 1.1.

For u ∈ R2\{a1} we write u = qν + a1 where q = |u − a1| and ν = u−a1
|u−a1 |

∈ S1. For any ν ∈ S1

define
Q̄ν ≡ sup{q : qν + a1 ∈ S 1 ∩ BM},

where M is that from the condition on W. Let Q̄ = max{Q̄ν : ν ∈ S1}.
Define V : [0,∞) × S1 → R by

V(q, ν) ≡ W(qν + a1). (3.1)

If u ∈ AR set
qu(x) ≡ |u − a1| for x ∈ D̄1 ∩ BR,

νu(x) ≡
u − a1

|u − a1|
, for x ∈ D̄1 ∩ BR\{x : qu(x) = 0}.
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Then one may calculate

JR(u) = 3
∫

AR

(
1
2
|∇qu|2 + (qu)2(νx1 · νx1 + νx2 · νx2 ) + V(qu, νu))dx, (3.2)

where AR = D̄1 ∩ BR\{x : qu(x) = 0}. The nondegeneracy and coercivity assumptions on W allow
one to establish the following elementary lemma, whose proof is given in [10]:

Lemma 3.1 There exist positive constants c, q̄ and V̄ such that

Vqq(q, ν) ≥ c2 for (q, ν) ∈ (0, q̄) × S1, (3.3)

V(q, ν) ≥ Ṽ(q0, q, ν) ≡ V(q0, ν) + Vq(q0, ν)(q − q0), for (q0, q, ν) ∈ (0, q̄) × (q0, q̄] × S1, (3.4)

Ṽq0 (q0, q, ν) ≥ 0 for (q0, q, ν) ∈ (0, q̄) × (q0, q̄] × S1, (3.5)

V(q̄, ν) ≤ V(q, ν) ≤ V̄ for (q, ν) ∈ [q̄, Q̄ν] × S1. (3.6)

Since |uR(x)| ≤ M it follows that
quR ≤ Q̄.

We will prove that uR has a certain behavior by showing that otherwise, using the representation
(3.2), we can make modifications to uR that reduce JR. The modification is done in DR ≡ D11 and
then extended equivariantly. The strategy to obtain the exponential estimate in the theorem is to
obtain a good bound on the measure of the set on which uR is far from a1.

Let q̄′ ∈ (0, q̄) and set
AuR

q̄′ ≡ {x ∈ DR : quR (x) > q̄′}.

For a subset S ⊂ DR define
S . ≡ S ∪ γ′1S ,

the symmetrized version of S about span{n1}, where γ′1 is the reflection in that line.
We state the following lemmas, which are also from [10] where their proofs may be found.

Lemma 3.2 Let λ > 0 be fixed and assume that B(x0, l + λ) ⊂ DR for some l > 0. Assume

S ≡ AuR
q̄′ ∩ (B.(x0, l + λ)\B.(x0, l)) , ∅. (3.7)

Then there is a constant K, independent of R and l > 0, and a Lipschitz continuous map v ∈ AR

such that
(i) 

νv = νuR for x ∈ DR,

v = uR for x ∈ DR\S ,
qv = q̄′ for x ∈ AuR

q̄′ ∩ B.(x0, l + λ/2),
(3.8)

(ii)
JDR (v) − JDR (uR) = JS (v) − JS (uR) ≤ K|S |,

where |S | is the two-dimensional measure of S .
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Let c and q̄ be as in Lemma 3.1 and q̄′ ∈ (0, q̄) as above. For a function φ defined on B(x0, L) ⊂
DR, let φ. be the symmetric extension to B(x0, L)., that is, the map defined by

φ.(x) =

φ(x) if (x · a1)(x0 · a1) ≥ 0,
φ(γ′x) if (x · a1)(x0 · a1) < 0.

Lemma 3.3 Assume that B(x0, L) ⊂ DR and let φ : B(x0, L)→ R be the solution to∆φ = c2φ in B(x0, L),
φ = q̄′ on ∂B(x0, L).

(3.9)

Let u ∈ AR be continuous and satisfy

qu ≤ q̄′ for x ∈ B̄(x0, L). (3.10)

Then, there exists a map w ∈ AR such that

qw ≤ φ, for x ∈ B̄(x0, L)

and

JDR (u)−JDR (w) ≥ JB(x0,L). (u) − JB(x0,L). (w)

≥

∫
B(x0,L).∩{qu>φ.}

(V(qu, νu) − V(φ., νv) − Vq(φ., νu)(qu − φ.))dx.

This is proved using careful estimates on the local energy, written in the form of (3.2), using the
nondegeneracy of Wuu(a1) so that φ can be used as a local pointwise comparison function that has
exponential decay. This result may then be used to obtain, again from [10], the following:

Corollary 3.1 Fix l̄ > 0 and λ > 0, Let l > l̄ and assume that B(x0, l + λ) ⊂ DR. Let v ∈ AR be the
map constructed in Lemma 3.2. Then there is a constant k > 0, independent of l > l̄ and R and a
map v̂ ∈ AR such that

JDR (v) − JDR (v̂) ≥ JB(x0,l+λ/2). (v) − JB(x0,l+λ/2). (v̂) ≥ k|AuR
q̄′ ∩ B(x0, l).|. (3.11)

4 Proof of the main theorem
Estimate (3.11) and the estimate in (ii) of Lemma 3.2 imply a bound on the size of the subset of DR

on which uR is far from a1. Indeed, we have:

Proposition 4.1 Let q̄ be as in Lemma 3.1. Then there exists l0 > 0 independent of R and such that,
if uR ∈ A

R is a minimizer of JR on that set, we have

if x ∈ DR and d(x, ∂DR) ≥ l0, then quR (x) < q̄. (4.1)
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Proof. The proof is also from [10] but since it is short and basic for the proof of the exponential
estimate in Theorem 1.1 we include it here. The map v constructed in Lemma 3.2 satisfies the
assumptions on u in Lemma 3.3 with L = l + λ

2 . Let v̂ be the map w given by Lemma 3.3 for u = v
and L = l + λ

2 . Then Lemma 3.2, Corollary 3.1 and the minimality of uR imply

0 ≥ JR(uR) − JR(v̂) = JR(uR) − JR(v) + JR(v) − JR(v̂) ≥ −K(σl+λ − σl) + kσl, (4.2)

where σL ≡ |A
uR
q̄′ ∩ B(x, L)|.

From (4.2) we derive

σl+λ − σl ≥
k
K
σl

and
σl+λ ≥ (1 +

k
K

)σl. (4.3)

Assume quR ≥ q̄. Then (2.8) implies quR ≥ q̄′ on B(x, l̄), where l̄ ≡ q̄−q̄′

M′ . Therefore we have
σl̄ = |B(x, l̄)| and, if we set

σ j = σl̄+ jλ, j = 0, 1, . . . , j0,

where j0 is defined later, then from (4.3) we obtain

σ j ≥ (1 +
k
K

) jσl̄,

and
σ j+1 − σ j ≥

k
K
σ j ≥

k
K

(1 +
k
K

) jσl̄. (4.4)

Since σ j+1 − σ j ≤ 2π(2(l̄ + jλ) + λ) grows linearly in j, there is a minimum value of j such that
inequality (4.4) is violated, in contradiction with the minimality of uR. We let j0 be this minimum
value and define l0 ≡ l̄ + j0λ. This concludes the proof.

We are now able to prove Theorem 1.1, following that of [10]. Take l0 as above.
Using the Arzela-Ascoli theorem, (2.8) allows us to pass to the limit as R → ∞ along a subse-

quence in equation (1.1) satisfied by uR, obtaining a classical solution u to (1.1) on R2 and mapping
D1 into S 1.

Take R > R0 ≡ min{R > 0 : ∃x ∈ DR such that B(x0, l0) ⊂ DR}. Then (4.1) of Proposition 4.1
allows us to apply Lemma 3.3 with q̄′ = q̄, u = uR, and for any x = x0 with d(x0, ∂DR) = l0 + L with
L > 0. This gives

|uR(x) − a1| = quR ≤ φ(0, L). (4.5)

Now Lemma 2.4 of [11] gives an estimate for φ:

φ(0, L) ≤ q̄e−kL = q̄ekl0 e−kd(x,∂DR), (4.6)

for some k > 0 independent of L ∈ [1,∞). From (2.7), (4.1), and (4.5), we obtain

|uR(x) − a1| ≤ Ke−kd(x,∂DR) for x ∈ DR, (4.7)

where k,K > 0 are independent of R. Passing to the limit as R → ∞ in (4.7) yields (ii) of Theorem
1.1 and completes the proof.
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