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Abstract

The cutwidth of a graph \( G \) is defined to be the smallest integer \( k \) such that the vertices of \( G \) can be arranged in a vertex ordering \( [v_1, \ldots, v_n] \) in a way that, for every \( i = 1, \ldots, n - 1 \), there are at most \( k \) edges with one endpoint in \( [v_1, \ldots, v_i] \) and the other in \( [v_{i+1}, \ldots, v_n] \). We examine the problem of computing in polynomial time the cutwidth of a partial \( w \)-tree with bounded degree. In particular, we show how to construct an algorithm that, in \( n^{O(w^2d)} \) steps, computes the cutwidth of any partial \( w \)-tree with vertices of degree bounded by a fixed constant \( d \). Our algorithm is constructive in the sense that it can be adapted to output a corresponding optimal vertex ordering. Also, it is the main subroutine of an algorithm computing the pathwidth of a bounded degree partial \( w \)-tree with the same time complexity.
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1. Introduction

A wide variety of optimization problems can be formulated using vertex ordering problems. In many cases, such a problem asks for the optimal value of some function defined over all the linear orderings of the vertices or the edges of a graph (for a survey, see [19]). One of the most known problems of this type is the problem of computing the cutwidth of a graph. It is also known as the Minimum Linear Arrangement problem and has several applications such as VLSI design [1,2,16,32], network reliability [29], automatic graph drawing [36,42], and information retrieval [13].

Briefly, the cutwidth of a graph \( G = (V(G), E(G)) \) is equal to the minimum \( k \) for which there exists a vertex ordering of \( G \) such that for any “gap” (place between two successive vertices) of the ordering, there are at most \( k \) edges crossing the gap. Cutwidth has been extensively examined from both algorithmic [14,16,22,23,30,35,48] and graph theoretic point of view [8,14–16,30,33]. Computing cutwidth is an NP-complete problem [25,26] and it remains NP-complete even if the input is restricted to planar graphs with maximum degree 3 [35] (see also [33]). There is a polynomial time approximation algorithm with a ratio of \( O(\log |V(G)| \log \log |V(G)|) \) [21] and there is a polynomial time approximation scheme if \( |E(G)| = \Theta(|V(G)|^2) \) [3]. Results for different models of random graphs can be found in [17,18,20]. Relatively few work has been done on detecting special graph classes where computing cutwidth can be done in polynomial time. In [16], an algorithm was given that computes the cutwidth of any tree with maximum degree bounded by \( d \) in \( O(n\log n) \) time. This result was improved in 1983 by Yannakakis [48], who presented an \( O(n\log n) \) algorithm computing the cutwidth of any tree. Since then, the only others polynomial algorithms reported for the cutwidth of graph classes different than trees, concerned special cases such as hypercubes [28] and \( b \)-dimensional \( c \)-ary cliques [37]. In this paper, we move one step further presenting a polynomial time algorithm for the cutwidth of bounded degree graphs with small treewidth.

The notions of treewidth and pathwidth appear to play a central role in many areas of graph theory. Roughly, a graph has small treewidth if it can be constructed by assembling small graphs together in a tree structure, namely a tree decomposition of small width (graphs with treewidth at most \( w \) are alternatively called partial \( w \)-trees—see Section 2 for the formal definitions). A big variety of graph classes appear to have small treewidth, such as trees, outerplanar graphs, series parallel graphs, and Halin graphs (for a detailed survey of classes with bounded treewidth, see [7]). The pathwidth of a graph is defined similarly to treewidth, but now the tree in its definition is required to be a simple line (path). That way, treewidth can be seen as a “tree”-generalization of pathwidth. Pathwidth and treewidth were introduced by Robertson and Seymour in [39,40] and served as some of the cornerstones of their lengthy proof of the Wagner conjecture, known now as the Graph Minors Theorem (for a survey see [41]). Treewidth appears to have interesting applications in algorithmic graph theory. In particular, a wide range of, otherwise intractable, combinatorial problems are polynomially, even linearly, solvable when restricted to graphs with bounded treewidth or pathwidth. In this direction, numerous techniques have been developed in order to construct dynamic programming algorithms making use of the “tree” or “line” structure of the input graph (see, e.g., [6]). The results of this paper show how these
techniques can be used for constructing a polynomial time algorithm for the cutwidth of partial \(w\)-trees with vertices of degrees bounded by fixed constants.

This paper is strongly based on the previous one of this series [46] where there is a linear time algorithm that for any fixed \(k\) decides whether an input graph \(G\) has cutwidth at most \(k\) and, if so, constructs the corresponding linear layout. Most of the basic tools used in this paper are defined and developed in [46]. We warn the reader that the understanding of this paper is not possible if he/she is not familiar with the notation, concepts, and results used and/or introduced in [46] such as typical sequences, characteristics, sets of characteristics, and the basic algorithms \texttt{Introduce-Node} and \texttt{Forget-Node}.

At this point, we want to give an informal description of our algorithm. Our algorithm starts computing a “nice” tree decomposition of bounded width of the input graph \(G\) (for a formal definition see Section 2). The tree decomposition allows the definition of an appropriate subgraph associated to each node, in such a way that the root has associated the graph \(G\). The algorithm proceeds from bottom to top of the tree decomposition. First, consider the following exponential algorithm, that builds the set of all layouts of cutwidth at most \(k\). The algorithm goes through the tree decomposition in a bottom–up direction, having at each point a data structure of the set of all layouts of cutwidth at most \(k\) of the subgraph induced by the vertices encountered so far. When a new vertex is encountered, we try to insert it at all different spots in all the layouts in the data structure; from the layouts we thus obtain, we keep those whose cutwidth is at most \(k\). When we arrive to a tree branching the two sets of layouts have to be merged, the data structure will keep all those layouts with cutwidth at most \(k\). Clearly, this algorithm can use exponential time, but solves the problem: \(G\) has cutwidth at most \(k\), if and only if the data structure contains at least one layout when the whole tree decomposition has been processed. As in [46], we fasten this possibly exponential time algorithm by not keeping all layouts, but only the characteristics of the layouts. Layouts with the same characteristic thus are treated only once.

In this paper we design a polynomial time algorithm for computing a vertex ordering with minimum cutwidth when the input graph is a partial \(w\)-trees of bounded degree. This is possible due to the observation that the “hidden constants” of all the subroutines used by our algorithm remain polynomial even when we ask whether \(G\) has cutwidth at most \(O(dk) \cdot \log n\). As this upper bound for cutwidth is indeed satisfied (see Corollary 4), our algorithm is able to compute in \(n^{O(w^2d)}\) steps the cutwidth of bounded degree partial \(w\)-trees. The proposed algorithm extends the algorithm in [46] in the sense that it uses all of its subroutines and it solves the problem of [46] for graphs with bounded treewidth. The main technical contribution of this paper is an algorithm (algorithm \texttt{Join-Node} in Section 4) that performs the merging of the representatives at a branching of the tree decomposition. This algorithm uses the “small treewidth” property of the input graph.

An interesting consequence of our result is that the pathwidth of bounded degree partial \(w\)-trees can be computed in \(n^{O(w^2d)}\) steps. We mention that the existence of a polynomial time algorithm for this problem, without the degree restriction, has been proved in [11]. However, the time complexity of the involved algorithm appears to be very large and has not been reported. Our technique, described in Section 6, reduces the computation of pathwidth to the problem of computing the cutwidth on hypergraphs. Then the pathwidth is computed using a generalization of our algorithm for hypergraphs with bounded
treewidth. That way, we report more reasonable time bounds, provided that the input graph has bounded degree.

The paper is organized as follows. Section 2 contains the definitions of treewidth, pathwidth and cutwidth. Sections 3 and 4 concern operations on “interleavings” of sequences of integers and are building on the definitions and results of Section 2 of [46]. These new concepts will be the main ingredient for the algorithm Join-Node that is presented in Section 4. The algorithm Join-Node only helps to compute the cutwidth of a bounded degree partial $w$-tree $G$ but not to construct the corresponding vertex ordering. In Section 5, we describe how to transform this algorithm to a constructive one in the sense that we now can output a linear arrangement of $G$ with optimal cutwidth. This uses the analogous constructions of [46] and the procedures Join-Orderings and Construct-Join-Orderings described in Section 4.

2. Treewidth—pathwidth—cutwidth

Although we assume the reader familiar with the notation of [46] we repeat here some basic items. All the graphs of this paper are finite, undirected, and without loops or multiple edges (our results can be straightforwardly generalized to the case where the last restriction is altered). We denote the vertex (edge) set of a graph $G$ by $V(G)$ ($E(G)$) and set $n = |V(G)|$. As our graphs will not have multiple edges, we represent an edge $e \in E(G)$ by a two vertex subset. A linear (one-dimensional) layout of the vertices of $G$ is a bijection, mapping $V(G)$ to the integers in $\{1, \ldots, n\}$. We denote such a layout by the sequence $[v_1, \ldots, v_n]$.

We deal with finite sequences (i.e., ordered sets) of a given finite set $O$. And denote by $S$ the set of all finite sequences of non-negative integers.

A tree decomposition of a graph $G$ is a pair $(X, U)$ where $U$ is a tree whose vertices we will call nodes and $X = \{X_i \mid i \in V(U)\}$ is a collection of subsets of $V(G)$ such that

1. $\bigcup_{i \in V(U)} X_i = V(G)$,
2. for each edge $\{v, w\} \in E(G)$, there is an $i \in V(U)$ such that $v, w \in X_i$, and
3. for each $v \in V(G)$ the set of nodes $\{i \mid v \in X_i\}$ forms a subtree of $U$.

The width of a tree decomposition $(\{X_i \mid i \in V(U)\}, U)$ equals $\max_{i \in V(U)}{|X_i| - 1}$. The treewidth of a graph $G$ is the minimum width over all tree decompositions of $G$.

A rooted tree decomposition is a triple $D = (X, U, r)$ in which $U$ is a tree rooted at $r$ and $(X, U)$ is a tree decomposition.

Let $D = (X, U, r)$ be a rooted tree decomposition of a graph $G$ where $X = \{X_i \mid i \in V(U)\}$. $D$ is called a nice tree decomposition if the following are satisfied

1. every node of $U$ has at most two children,
2. if a node $i$ has two children $j, h$ then $X_i = X_j = X_h$,
3. if a node $i$ has one child $j$, then either $|X_i| = |X_j| + 1$ and $X_j \subset X_i$ or $|X_i| = |X_j| - 1$ and $X_i \subset X_j$. 


Notice that a nice tree decomposition is always a rooted tree decomposition. For the following, see, e.g., [11].

**Lemma 1.** For any constant \( k \geq 1 \), given a tree decomposition of a graph \( G \) of width \( \leq k \), there exists an algorithm that, in \( O(n) \) steps, constructs a nice tree decomposition of \( G \) of width \( \leq k \) and with at most \( 4n \) nodes.

We now observe that a nice tree decomposition \( \{X_i \mid i \in V(U)\}, U, r \) contains nodes of the following four possible types. A node \( i \in V(U) \) is called “start” if \( i \) is a leaf of \( U \), “join” if \( i \) has two children, “forget” if \( i \) has only one child \( j \) and \( |X_i| < |X_j| \), “introduce” if \( i \) has only one child \( j \) and \( |X_i| > |X_j| \). We may also assume that if \( i \) is a start node then \(|X_i| = 1\): the effect of start nodes with \(|X_i| > 1\) can be obtained by using a start node with a set containing 1 vertex, and then \(|X_i| − 1\) introduce nodes, which add all the other vertices.

Let \( D = (X, U, r) \) be a nice tree decomposition of a graph \( G \). For each node \( i \) of \( U \), let \( U_i \) be the subtree of \( U \), rooted at node \( i \). For any \( i \in V(U) \), we set \( V_i = \bigcup_{v \in V(U)} X_v \) and \( G_i = G[V_i] \). For any \( p \in V(U) \) we refine \( G_p \) in a top down fashion as follows. If \( q \) is a join with children \( p \) and \( p' \), select one of its two children, say \( p \). Then, for any \( i \in U_p \), remove from \( G_i \) any edge in the set \( E(G_q[X_q]) \) (in fact, any partition of \( E(G_q[X_q]) \) for the edges induced by \( G_q[X_q] \) and \( G_p[X_p] \) would be suitable for the purposes of this paper). In this construction, we have \( V(G_p) = V_p \) for any \( p \in V(U) \) and we guarantee that if \( q \) is a join node with children \( p \) and \( p' \) then \( V(G_p) = V(G_{p'}) = V(G_q) \), \( E(G_p[X_p]) \cap E(G_{p'}[X_{p'}]) = \emptyset \), and \( E(G_p) \cup E(G_{p'}) = E(G_q) \). Notice that if \( r \) is the root of \( U \), then \( G_r = G \). We call \( G_i \) the subgraph of \( G \) rooted at \( i \). We finally set, for any \( i \in V(U) \), \( D_i = (X^i, U_i, i) \) where \( X^i = \{X_v \mid v \in V(U_i)\} \). Observe that for each node \( i \in V(U) \), \( D_i \) is a nice tree decomposition of \( G_i \).

A tree decomposition \( (X, U) \) is a path decomposition, if \( U \) is a path (i.e., tree \( U \) has no nodes of degree more than two). The pathwidth of a graph \( G \) is defined as the minimum width of a path decomposition of \( G \).

We will need the following result given in [10].

**Lemma 2.** For any graph \( G \),

\[
\text{treewidth}(G) \leq \text{pathwidth}(G) \leq (\text{treewidth}(G) + 1) \cdot \log(n).
\]

The cutwidth of a graph \( G \) with \( n \) vertices is defined as follows. Let \( l = [v_1, \ldots, v_n] \) be a layout of \( V(G) \). For \( i = 1, \ldots, n - 1 \), we define the cut at position \( i \), denoted by \( \theta_{l,G}(i) \), as the set of crossover edges of \( G \) that have one endpoint in \( l[i, i] \) and one in \( l[i + 1, n] \), i.e., \( \theta_{l,G}(i) = E_G(l[i, i]) \cap E_G(l[i + 1, n]) \). The cutwidth of a layout \( l \) of \( V(G) \) is \( \max_{1 \leq i \leq n - 1} |\theta_{l,G}(i)| \). The cutwidth of a graph is the minimum cutwidth over all the vertex orderings of \( V(G) \).

It is easy to see the following (see also [16]).

**Lemma 3.** For any graph \( G \), with vertices of degree bounded by \( d \), \( \text{pathwidth}(G) \leq \text{cutwidth}(G) \leq d \cdot \text{pathwidth}(G) \).
The following is a direct consequence of Lemmata 2 and 3.

**Corollary 4.** Any graph $G$ with treewidth at most $w$ and maximum degree at most $d$, has cutwidth bounded by $(w + 1)d \log n$.

### 3. Interleavings of sequences

Building on Section 2.3 of [46], we introduce some further notation on interleavings of sequences of non-negative numbers. This new operation will be needed to deal with join nodes. We assume that the reader knows the definitions of functions $E$, $\tau$, relations $\preceq$, $\succ$, and the concept of typical and dense sequence defined in [46].

Let $A$ and $B$ two equal-size sequences of non-negative integers where $A = \{a_1, \ldots, a_r\}$, $B = \{b_1, \ldots, b_r\}$. We define $A + B = \{a_1 + b_1, \ldots, a_r + b_r\}$ and we say that $A \sim B$ iff $\forall 1 \leq i < r$, $a_i \neq a_{i+1} \Leftrightarrow b_i = b_{i+1}$ (and, therefore, $b_i \neq b_{i+1} \Leftrightarrow a_i = a_{i+1}$). As an example, we mention that

$[1, 1, 8, 5, 5, 6, 7] \sim [3, 6, 6, 6, 9, 9, 9]$.

The *interleaving* $A \otimes B$ of two typical sequences $A$ and $B$ is a set of typical sequences defined as follows

$$A \otimes B = \{\tau(\tilde{A} + \tilde{B}) \mid \tilde{A} \in E(A), \tilde{B} \in E(B) \text{ and } \tilde{A} \sim \tilde{B}\}.$$

We stress out that the above definition of interleaving is an important ingredient for the algorithm and the proofs of this paper (a similar, but simpler, definition of “interleaving” was used in [11]). Notice that the length of the resulting sequences is at most $|A| + |B| - 1$.

For an example for the case where $A = \{1, 2, 1, 3\}$ and $B = \{4, 3, 6, 3\}$, see Fig. 1.

A useful geometrical interpretation of the operation $A \otimes B$ where $p = |A|$ and $q = |B|$, can be given by the labelled $(p \times q)$-grid

$$F_{p,q} = \{(i,j) \mid 1 \leq i \leq p, 1 \leq j \leq q\},$$

$$\{(i,j), (i', j')\} \mid i \leq i', j \leq j', i' - i + j' - j = 1\}$$

whose vertex $(i, j)$ is labelled by the sum $A(i) + B(j)$. Notice that there exists a one to one correspondence between the labels of the paths connecting vertices $(1, 1)$ and $(p, q)$ in $F_{p,q}$ and the sums $\tilde{A} + \tilde{B}$ where $\tilde{A} \in E(A)$, $\tilde{B} \in E(B)$ and, $\tilde{A} \sim \tilde{B}$. For an example, if $A = \{1, 2, 1, 3\}$ and $B = \{4, 3, 6, 3\}$, then the sum $\tilde{A} + \tilde{B}$ where $\tilde{A} = \{1, 2, 2, 2, 1, 3\}$ and $\tilde{B} = \{4, 4, 3, 6, 3, 3, 3\}$ corresponds to the path $((1, 1), (2, 1), (2, 2), (2, 3), (2, 4), (3, 4), (4, 4))$ (see Fig. 2). This observation is used in the proof the following lemma.

**Lemma 5.** Let $A$ and $B$ be typical sequences of integers in $\{0, k\}$. Then, $|A \otimes B| \leq 2^{4(k-1)}$ and $A \otimes B$ can be computed in $O(k : 2^{4(k-1)})$ steps.

**Proof.** From [46, Lemma 2.6] we obtain that $p \leq 2k - 1$ and $q \leq 2k - 1$. Let $\mathcal{P}(F_{p,q})$ be the set of directed paths in $F_{p,q}$ connecting $(1, 1)$ to $(p, q)$. By labelling each horizontal arrow in $F_{p,q}$ with a 2 and each vertical arrow in $F_{p,q}$ with an 1 we easily derive that there
A ⊗ B = \{ τ([1, 1, 1, 2, 1, 3] + [4, 3, 6, 3, 3, 3]), τ([1, 1, 1, 2, 2, 1, 3] + [4, 3, 6, 6, 6, 3, 3]), \\
τ([1, 1, 1, 2, 1, 1, 3] + [4, 3, 6, 3, 3, 3]), τ([1, 1, 1, 2, 1, 3, 3] + [4, 3, 6, 6, 6, 3, 3]), \\
τ([1, 1, 1, 2, 1, 3, 3] + [4, 3, 6, 3, 3, 3]), τ((1, 1, 1, 2, 1, 3, 3) + [4, 3, 6, 6, 6, 3, 3]), \\
τ([1, 1, 2, 1, 1, 3, 3] + [4, 3, 3, 3, 3, 3]), τ([1, 1, 2, 1, 1, 1, 3] + [4, 3, 3, 3, 3, 3]), \\
τ([1, 1, 2, 1, 1, 1, 3] + [4, 3, 3, 3, 3, 3]), τ([1, 1, 2, 1, 1, 1, 1, 3] + [4, 3, 3, 3, 3, 3, 3, 3]), \\
τ([1, 2, 2, 2, 2, 1, 3] + [4, 3, 6, 3, 3, 3, 3, 3]), τ((1, 2, 2, 2, 1, 1, 3] + [4, 4, 6, 3, 3, 3, 3], \\
τ([1, 2, 2, 1, 3, 3] + [4, 4, 6, 3, 6, 3, 3]), τ([1, 2, 2, 1, 1, 3, 3] + [4, 4, 3, 3, 3, 3, 3, 3], \\
τ([1, 2, 1, 1, 1, 3] + [4, 4, 3, 3, 3, 3]), τ((1, 2, 1, 1, 1, 3] + [4, 4, 3, 3, 3, 3, 3, 3], \\
τ([1, 2, 1, 1, 3, 3] + [4, 4, 3, 3, 3, 3, 3, 3], τ([1, 2, 1, 1, 3, 3, 3] + [4, 4, 4, 3, 3, 3, 3, 3])) \}

= \{ τ([5, 4, 7, 4, 5, 4, 6]), τ([5, 4, 7, 8, 5, 4, 6]), τ([5, 4, 7, 7, 8, 7, 9, 6]), τ([5, 4, 5, 8, 7, 4, 6]), τ([5, 4, 5, 8, 7, 9, 6]), τ([5, 4, 5, 4, 7, 7, 9, 6]), τ([5, 4, 5, 4, 6, 9, 9, 6]), τ([5, 4, 5, 8, 5, 4, 6]), τ([5, 4, 5, 8, 7, 4, 6]), τ([5, 4, 5, 8, 7, 9, 6]), τ([5, 4, 5, 4, 7, 4, 6]), τ([5, 4, 5, 4, 7, 9, 6]), τ([5, 4, 4, 7, 4, 6]), τ([5, 4, 4, 7, 9, 6]), τ([5, 6, 5, 4, 4, 7, 4, 6]), τ([5, 6, 5, 4, 4, 7, 9, 6]), τ([5, 6, 5, 4, 4, 6, 9, 6]), τ([5, 6, 5, 7, 6, 9, 6]) \}

= \{ [5, 4, 7, 4, 6, 5, 4, 8, 4, 6, 5, 4, 9, 6, 5, 6, 4, 7, 4, 6, 5, 6, 4, 9, 6], \\
[5, 6, 4, 9, 6, 5, 6, 5, 9, 6] \}

Fig. 1. An example of the interleaving of the typical sequences \( A = \{1, 2, 1, 3\} \) and \( B = \{4, 3, 6, 3\} \).

exists a bijection between \( \mathcal{P}(F_{p,q}) \) and the set of all sequences of \( 1 \)'s and \( 2 \)'s that have length \( p - 1 + q - 1 \) and exactly \( p - 1 \) '1's. One can easily bound \( |\mathcal{P}(F_{p,q})| \) by observing that there are \( 2^{p-1+q-1} \) sequences consisting of \( 1 \)'s and \( 2 \)'s and with length \( p - 1 + p - 1 \), thus \( |\mathcal{P}(F_{p,q})| < 2^{p-1+q-1} \leq 2^{k(k-1)} \). As we mentioned above, the construction of \( A \otimes B \) requires the generation of all paths in \( \mathcal{P} \), each corresponding to a sum \( \hat{A} + \hat{B} \) where \( \hat{A} \in \mathcal{E}(A) \), \( \hat{B} \in \mathcal{E}(B) \) and, \( \hat{A} \sim \hat{B} \). The result follows as each such path can be generated in \( O(k) \) steps and the compression of the corresponding sequence \( \hat{A} + \hat{B} \) can be done in \( O(k) \) steps. \( \square \)

As we did in [46], we will use bold letters to denote sequences of sequences of integers and we will assume that they are indexed starting from 0.

The interleaving of two sequences of typical sequence \( A = \{A_0, \ldots, A_w\} \) and \( B = \{B_0, \ldots, B_w\} \) where \( w = |A| = |B| \) is defined as follows:

\[ A \otimes B = \{ \{C_0, \ldots, C_w\} \mid C_i \in A_i \otimes B_i, \ i = 0, \ldots, w \}. \]

The following lemma is a direct consequence of Lemma 5 and the definition of \( A \otimes B \).

**Lemma 6.** Let \( A \) and \( B \) be two sequences of sequences of integers in \( [0, \ldots, k] \), with \( |A| = |B| = w + 1 \). Then \( |A \otimes B| \leq 2^{4(k-1)(w+1)} \) and \( A \otimes B \) can be computed in \( O(k \cdot 2^{k(k-1)(w+1)}) \) steps.
We will now introduce some more notation using the geometrical interpretation of $A \otimes B$. Given two sequences $B_1$ and $B_2$ where $B_1 \sim B_2$ we define function $\nu_{B_1,B_2} : \{1, \ldots, |B_1| - 1\} \rightarrow \{1, 2\}$, $\nu_{B_1,B_2}(j) = 1$ if $B_1(j) \neq B_1(j + 1)$ and $\nu(j) = 2$ if $B_1(j) = B_1(j + 1)$ ($\nu_{B_1,B_2}(j)$ indicates which one of $B_1, B_2$ changes value between indexes $j$ and $j + 1$). When the sequences $B_1$ and $B_2$ are obvious, we simply denote $\nu_{B_1,B_2}$ by $\nu$.

As an example, we consider $B_1 = [1, 2, 2, 2, 1, 3]$ and $B_2 = [4, 4, 3, 6, 3, 3, 3]$. We have

$$
\nu(1) = 1, \quad \nu(2) = 2, \quad \nu(3) = 2, \quad \nu(4) = 2, \quad \nu(5) = 1, \quad \nu(6) = 1.
$$

(Notice that in Fig. 2, these values correspond to the labels of the edges in the path $([1, 1), (2, 1), (2, 2), (2, 3), (2, 4), (3, 4), (4, 4))$ of $F_{4,4}$.)

The following lemma will be useful in order to adapt some auxiliary results of [11] to our definition of $A \otimes B$.

**Lemma 7.** For any two dense sequences $A_1$ and $A_2$ of equal length there exists a typical sequence $S \in \tau(A_1) \otimes \tau(A_2)$ such that $S \prec \tau(A_1 + A_2)$.

**Proof.** In other words, we have to prove that there exist two sequences $\tilde{A}_1 \in \tilde{E}(\tau(A_1))$ and $\tilde{A}_2 \in \tilde{E}(\tau(A_2))$ such that $\tilde{A}_1 \sim \tilde{A}_2$, and $\tau(\tilde{A}_1 + \tilde{A}_2) \prec \tau(A_1 + A_2)$. We set $C = A_1 + A_2$ and $r = |A_1|$. For $i = 1, 2$, we set up a function $t_i : \{1, \ldots, r - 1\} \rightarrow \{0, 1\}$ such that, for $j = 1, \ldots, r - 1$, $t_i(j) = i - 1$ if $A_1(j) + A_2(j + 1) \leq A_1(j + 1) + A_2(j)$ and $t_i(j) = 2 - i$ otherwise. Notice that, $j = 1, \ldots, r - 1$, $t_1(j) + t_2(j) = 1$. For $i = 1, 2$, we construct a sequence $A_i^*$ from $A_i$ by setting $A_i^*(2j - 1) = A_i(j)$ and $A_i^*(2j) = A_i(j + t_i(j))$, $j = 1, \ldots, |A|$. Notice that the density of $A_i$ and the construction of $A_i^*$ implies that $A_i^*$ is also dense for $i = 1, 2$. Moreover, $A_i \subseteq A_i^*$, $i = 1, 2$, hence $\tau(A_i^*) = \tau(A_i)$, $i = 1, 2$. Let $C^* = A_1^* + A_2^*$ and notice that, by the construction of $A_i^*$ we have that for any $j = 1, \ldots, r - 1$,
Lemma 8. Let \( A, B \) be two typical sequences and let \( C \) be a sequence such that \( C \subset A \otimes B \). Suppose also that \( A', B' \) are two typical sequence such that \( A \prec A' \) and \( B \prec B' \). Then there exists a sequence \( C' \subset A' \otimes B' \) such that \( C' \prec C \).

Proof. As \( C \subset A \otimes B \), there exist three integer sequences of equal length \( Y, A^*, B^* \) such that \( C = \tau(Y), A^* = \mathcal{E}(A), B^* = \mathcal{E}(B) \), \( Y = A^* + B^* \) and \( A^* \prec B^* \). From \( A^* = \mathcal{E}(A) \), we have that \( \tau(A^*) = \tau(A) \) and, as \( A' \prec A \), [46, Lemma 2.8] implies that \( A' \prec A^* \). Similarly, we get that \( B' \prec B^* \). From [46, Lemma 2.9], there exist sequences \( A'^* \in \mathcal{E}(A') \) and \( B'^* \in \mathcal{E}(B') \) such that \( \tau(A'^* + B'^*) \prec \tau(Y) = C \). We set \( C' = \tau(A'^* + B'^*) \). Notice now that \( A'^* \) and \( B'^* \) are both dense. Therefore, Lemma 7 can be applied and if \( C' = \tau(A'^* + B'^*) \) there exists an \( S \in \tau(A'^*) \otimes \tau(B'^*) = \tau(A') \otimes \tau(B') \) such that \( C' \prec S \).

The following lemma is a direct consequence of Lemma 8.

Lemma 9. Let \( A, B \) be two sequences of typical sequences where \( |A| = |B| \) and \( C \) a sequence of typical sequences such that \( C \subset A \otimes B \). Suppose also that \( A', B' \) are two typical sequence such that \( A \prec A' \) and \( B \prec B' \). Then there exists a sequence \( C' \subset A' \otimes B' \) such that \( C \prec C' \).

The following lemma is just a special case of Lemma 3.14 in [11].

Lemma 10. Let \( A \) and \( B \) be two integer sequences with the same length. Then there exists two equal length integer sequences \( A' \in \mathcal{E}(\tau(A)) \), and \( B' \in \mathcal{E}(\tau(B)) \), where \( A' + B' \prec A + B \).
Lemma 11. Let $A, B, C$ be sequences such that $|A| = |B|$ and $C = A + B$. Then there exists a sequence $C' \in \tau(A) \otimes \tau(B)$ such that $\tau(C') < \tau(C)$.

Proof. From Lemma 10 and [46, Lemma 2.8], there exist two equal length integer sequences $A' \in E(\tau(A))$ and $B' \in E(\tau(B))$ such that $\tau(A' + B') < \tau(A + B) = \tau(C)$. Notice now that $A'$ and $B'$ are dense, and, from Lemma 7, there exists a typical sequence $C' \in \tau(A') \otimes \tau(B')$ such that $C' < \tau(A' + B')$ and the result follows. $\square$

4. A decision algorithm for cutwidth

In this section, we give for any pair of integer constants $k, w$, an algorithm that, given a graph $G$ with maximum degree $d$ and a nice tree decomposition $(X, U)$ of width at most $w$, decides whether $G$ has cutwidth at most $k$. We assume that the reader is familiar with the concept of an $X$-characteristic of a layout as well as the sequence of sequences $Q_{G,l}$ defined in Section 2.2 of [46] (for an example of the sequence $Q_{G,l}$ see Fig. 3).

Assume from now on that we have a graph $G$ and that $(X, U)$ is a nice tree decomposition of $G$, with width at most $w$. A set $FS(i)$ of $X_i$-characteristics of vertex orderings of the graph $G_i$, with cutwidth at most $k$, is called a full set of characteristics for node $i$ if for each vertex ordering $l$ of $G_i$ with cutwidth at most $k$, there is a vertex ordering $l'$ of $G_i$ such that $C_{X_i}(G_i, l') < C_{X_i}(G_i, l)$ and $C_{X_i}(G_i, l') \in FS(i)$, i.e., the $X_i$-characteristic of $l'$ is in $FS(i)$.

The following bound on the number of characteristics of a vertex ordering correspond to Lemma 3.1 of [46].

Lemma 12. Let $G$ be a graph and let $(X, U)$ be a nice tree decomposition of $G$ with width at most $w$. Let $X_i, i \in V(U)$, be some node of $(X, U)$. The number of different $X_i$-characteristics of all possible vertex orderings of $G_i$ with cutwidth at most $k$, is bounded by $(w + 1)! \cdot \left(\frac{8}{3}2^k\right)^{w+1}$.

The following lemma, that can be derived directly from the definitions, establishes the validity of the concept of full set of characteristics for checking the cutwidth of a graph.

![Fig. 3. A graph $G$, a vertex ordering $l$ of $G$, and the sequence of sequences $Q_{G,l}$.](image-url)
Proof. We claim that the ordering $r$ only if any full set of characteristics for the root $G_1$ of Lemma 13.

A full set of characteristics for a node $i$ is non-empty if and only if the cutwidth of $G_i$ is at most $k$. If some full set of characteristics for $i$ is non-empty, then any full set of characteristics for $i$ $G_i$ is non-empty.

An important consequence of Lemma 13 is that the cutwidth of $G$ is at most $k$, if and only if any full set of characteristics for the root $r$ is non-empty (recall that $G_r = G$).

In [46] there are given algorithms able to construct a full set of characteristics for an insert or a forget node when a full set of characteristics for the unique child of $i$ is given. These algorithms, as well as the way to obtain a full set of characteristics for a start node, can be found in [46]. In what follows, we will show how to compute a full set of characteristics for a join node $i$ when two full set of characteristics for its children $j_1$, $j_2$ are given.

We consider now the case that node $i$ is a join node and $j_h$, $h = 1, 2$, are the two children of $i$ in $U$. We observe that $V(G_{j_1}) \cap V(G_{j_2}) = X_i$, $G_{j_1} \cup G_{j_2} = G_i$ and we recall that $E(G_{j_1}[X_i]) \cap E(G_{j_2}[X_i]) = \emptyset$. Given a full set of characteristics $FS_{j_1}$ for $j_1$ and a full set of characteristics $FS_{j_2}$ for $j_2$, we show that the algorithm Join-Node, given in Fig. 4, correctly computes a full set of characteristics $FS(i)$ for $i$.

We need the following lemma that relates the interleaving of sequences with particular types of layouts.

Lemma 14. Let $G$, $G_1$ and $G_2$ be graphs where $G_1 \cup G_2 = G$ and $G_1 \cap G_2 = (S, \emptyset)$. Let also $l_1$, $l_2$ be vertex orderings of $G_1$ and $G_2$ respectively where $l_1[S] = l_2[S] = \lambda$. If $C_S(G_1, l_1) = (\lambda, A_1)$, $i = 1, 2$, then, for any $A \in A_1 \otimes A_2$, there exists a vertex ordering $l$ of $G$ where $l[V(G_i)] = l_i$, $i = 1, 2$, and $C_S(G, l) = (\lambda, A)$.

Proof. We claim that the ordering $l$ in question is constructed by the procedures Construct-Join-Ordering and Join-Orderings given in Fig. 5. Figure 6 gives an example of the operation of the procedure Join-Orderings as well as for the proof that follows.

By construction, $l[V(G_i)] = l_i$, $i = 1, 2$. We have to prove that $C_S(G, l) = (\lambda, A)$. We set $G^*_i = (V(G), E(G_i)), i = 1, 2$, and we observe that $l$ is a vertex ordering for both $G_i$, $i = 1, 2$, where $|l| = r_1 + r_2 - \rho$. Let $l = [v_1, \ldots, v_r]$ and $\lambda = [v_{\rho+1}, \ldots, v_{\rho+\rho}]$. We use the notations

$$Q_i = Q_{G^*_i l}^{(0)} \cdots Q_{G^*_i l}^{(r)}, \quad i = 1, 2, \quad \text{and} \quad Q = Q_{G l}^{(0)} \cdots Q_{G l}^{(r)}.$$
Procedure Construct-Join-Ordering($G_1, G_2, S, l_1, l_2, A$).

Input: Two graphs $G_1, G_2$ and a set $S$ where $G_1 \cap G_2 = (S, \emptyset)$.

Two vertex orderings $l_1$ and $l_2$ of $G_1$ and $G_2$, where $l_1[S] = l_2[S] = \lambda$.

A sequence of typical sequences $A \in A_1 \otimes A_2$ where $(\lambda, A_i) = \text{Core}(G_i, l_i, S)$, $i = 1, 2$.

Output: A vertex ordering $l$ of $G$ where $C_S(G, l) = (\lambda, A)$.

1: Assume that for $i = 1, 2$, let $l_i = [v'_i, \ldots, v''_i]$.

2: Let

\[ \lambda = [v^1_1, \ldots, v^1_p] = [v^2_1, \ldots, v^2_p] \] \quad where $\rho = |S|$.

3: For $i = 1, 2$, set

\[ \kappa_i^0 = 0 \quad \text{and} \quad \kappa_{i+1}^1 = r_i + 1. \]

4: For $i = 1, 2$, set $Q_i = Q_{G_i, l_i}(0) \cdot \cdots \cdot Q_{G_i, l_i}(r_i)$.

5: For any $h = 0, \ldots, \rho$, set

\[ l_h^0 = l_1[k_h^0 + 1, k^1_{h+1} - 1] \quad \text{and} \quad l_h^0 = l_2[k_h^2 + 1, k^2_{h+1} - 1]; \]

\[ Q_h^1 = Q_1[k_h^3, k^4_{h+1} - 1] \quad \text{and} \quad Q_h^2 = Q_2[k_h^5, k^6_{h+1} - 1]; \]

\[ w_h = \text{Join-Orderings}(l_h^0, l_h^0, Q_h^1, Q_h^2, A(h)). \]

6: Set $l = w^0 \cdot (\lambda(1)) \cdot w^1 \cdot (\lambda(2)) \cdot w^2 \cdot \cdots \cdot (\lambda(\rho - 1)) \cdot w^{\rho - 1} \cdot (\lambda(\rho)) \cdot w^\rho$.

7: Output $l$.

8: End.

Procedure Join-Orderings($l_1, l_2, Q_1, Q_2, A$).

Input: Two orderings $l_1, l_2$, two sequences $Q_1, Q_2$ where $|Q_i| = |l_i| + 1, 1, 2$, and a sequence $A \in \tau(Q_1) \otimes \tau(Q_2)$.

Output: An ordering $l$.

1: Compute $B_1, B_2$ so that $A = \tau(B_1 + B_2)$, where $B_1 \sim B_2$, and $B_i \in E(\tau(Q_i))$, $i = 1, 2$.

2: Set $u = |B_1| = |B_2|$, and denote $v = v_{B_1, B_2}$.

3: For $j = 1, \ldots, u - 1$ set $m_j = l_{v(j)}(\beta_{Q_{\chi(v)}}(\beta_{B_{v(j)}}(j)), \beta_{Q_{\chi(v)}}(\beta_{B_{v(j)}}(j) + 1)))$.

4: Output $m_1, \ldots, m_{u-1}$.

5: End.

Fig. 5. Procedures Construct-Join-Ordering and Join-Orderings.

(recall that for the sequences $Q_1, Q_2$, and $Q_2$ we insisted that their first elements are indexed by 0). We also set $Q^h = Q[k_h, k_{h+1} - 1]$ and $Q^h = Q[k_h, k_{h+1} - 1]$ for $i = 1, 2$ and $h = 0, \ldots, \rho$ (where $k_0 = 0$ and $k_{\rho+1} = r + 1$). Our target is to prove that $\forall 0 \leq h \leq \rho \quad \tau(Q^h) = A(h)$.

From the fact that $G_1$ and $G_2$ do not have edges in common we get that

\[ \forall 0 \leq h \leq \rho \quad Q^h_i + Q^h_j = Q^h. \quad (3) \]

We may assume that for any $h = 0, \ldots, \rho$, the computation of $l^h$ is based on a pair $B^h_1, B^h_2$ where

\[ A(h) = \tau(B^h_1 + B^h_2), \]

\[ B^h_1 \sim B^h_2, \]

\[ B^h_i \equiv \tau(Q^h_i), \quad i = 1, 2. \quad (4) \]
Notice that the result follows by [46, Lemma 2.3], (3), (4), and (5) below.

\[ \forall i = 1, 2 \quad \forall 0 \leq h \leq \rho \quad Q_i^h \supseteq B_i^h. \]  

(5)

It now remains to prove the correctness of (5). We will examine only the case where \( i = 1 \) (the case \( i = 2 \) is symmetric). Let \( m_1^h, \ldots, m_{w-1}^h \) be the vertex orderings produced during step 3 of Join-Orderings\((l_1^h, l_2^h, Q_1^h, Q_2^h, A(h))\). Let

\[ q_j^h = |m_j^h| + \cdots + |m_{w-1}^h|, \quad 1 \leq j \leq w-1 \]

(assume that \( q_0^h = 0 \) and \( w = |B_1^h| = |B_2^h| \)). The result follows from [46, Lemma 2.3] taking into account that

\[ \forall j, 1 \leq j \leq w-1 \quad Q_1^h[q_j^h - 1 + \frac{1}{2} t + 1] \supseteq [B_1^h(j), B_2^h(j) + 1]. \]  

(6)

Towards proving (6) we make first some observations. We will call a gap of a vertex ordering the “space” between two consecutive vertices, the “space” on the left of the first vertex, and the “space” on the right of the last vertex. Clearly, each gap of a vertex ordering is crossed by the edges with endpoints on different sides. Notice that \( Q_1^h(1) \) corresponds to the number of edges that cross the “gap” of \( l_1 \) that is on the left of vertex \( w^h(1) \) and that for any \( j, 1 \leq j \leq w-1 \), and any \( t, 1 \leq t \leq |m_j^h| \), \( Q_1^h(q_j^h - 1 + t + 1) \) corresponds to the number of edges that cross the “gap” on the right of vertex \( w^h(q_j^h - 1 + t) \). Moreover, for any \( j, 1 \leq j \leq w-1 \), \( Q_1^h(q_j^h - 1 + 1) \) corresponds to the number of edges that cross the “gap”
on the left of vertex \(m^h_j(1)\) and for any \(t, 1 \leq t \leq |m^h_j|\), \(\mathcal{Q}^l_h(q^h_{j-1} + t + 1)\) corresponds to the number of edges that cross the “gap” on the right of vertex \(m^h_j(t)\). Let \(j\) be an integer \(1 \leq j \leq w - 1\).

Let

\[
v = v_{B^h_1, B^h_2}.
\]

We will consider two cases depending on whether \(B^h_1(j) = B^h_1(j + 1)\) or \(B^h_1(j) \neq B^h_1(j + 1)\).

If \(v(j) = 1\), then \(m_j\) is a copy of a part of the linear ordering \(l_1\) of \(G_1\). As the relative position of the vertices of \(G_1\) are the same in \(l\) as in \(l_1\) and \(E(G_1^\ast) = E(G_1)\), the edges crossing the “gaps” of \(l\) delimiting the vertices of \(m_j\) are the same as the edges crossing the “gaps” delimiting the same vertices in \(l_1\). Therefore, the sequence of their cardinalities is \(Q^l_1[\beta_{B^h_1}(\beta_{B^h_2}^{-1}(j)), \beta_{B^h_1}(\beta_{B^h_2}^{-1}(j) + 1)]\).

\[
\nu(j) = 1 \Rightarrow \mathcal{Q}^l_h[q_{j-1} + 1, q^h_j + 1] = Q^l_1[\beta_{B^h_1}(\beta_{B^h_2}^{-1}(j)), \beta_{B^h_1}(\beta_{B^h_2}^{-1}(j) + 1)]. \tag{7}
\]

If \(v(j) = 2\), then \(m_j\) is a copy of a part of the linear ordering \(l_2\) of \(G_2\). We define

\[
t_{\text{left}} = \max \{t | \text{the “gap” corresponding to } \mathcal{Q}^l_h(t) \text{ is on the left of } m_j(1) \text{ and has the vertex on its left (if exists) in } l_1 \text{ and the vertex on its right not in } l_1\},
\]

\[
t_{\text{right}} = \min \{t | \text{the “gap” corresponding to } \mathcal{Q}^l_h(t) \text{ is on the right of } m_j(|m_j|) \text{ and has the vertex on its left not in } l_1 \text{ and the vertex on its right (if exists) in } l_1\}.
\]

Notice that \(t_{\text{left}} \leq q_{j-1} + 1\) and \(q_j + 1 \leq t_{\text{right}}\). Observe that the vertices in \(u^h\) that are delimited by “gaps” corresponding to \(\mathcal{Q}^l_h[t_{\text{left}}, t_{\text{right}}]\) are all vertices not in \(V(G_1)\). Hence they are all isolated vertices of \(G_2^\ast\). Recall that if we remove from \(l\) all the vertices in \(V(G_2) - S\), what remains is \(l_1\). This operation replaces the “gaps” corresponding to \(\mathcal{Q}^l_h[t_{\text{left}}, t_{\text{right}}]\) with only one “gap” corresponding to the \(\beta_{B^h_1}(s_j)\)th gap of \(Q^l_1\) where

\[
s = \beta_{B^h_1}^{-1}(j).
\]

However, the fact that the relative position of the vertices of \(G_1\) is the same in \(l\) as in \(l_1\) and the fact that all the removed vertices are isolated makes the crossing edges of the replaced “gaps” to be exactly the same as the crossing edges of the resulting “gap”. Resuming, we have the following.

\[
\nu(j) = 2 \Rightarrow \forall t, q_{j-1} + 1 \leq t \leq q^h_j + 1 \Rightarrow \mathcal{Q}^l_h(t) = Q^l_1[\beta_{B^h_1}(\beta_{B^h_2}^{-1}(j))]. \tag{8}
\]

From [46, Lemma 2.6], we have that

\[
\tau(Q^l_1[\beta_{B^h_1}(\beta_{B^h_2}^{-1}(j)), \beta_{B^h_1}(\beta_{B^h_2}^{-1}(j) + 1)]) \Rightarrow [Q^l_1[\beta_{B^h_1}(\beta_{B^h_2}^{-1}(j)), Q^l_1(\beta_{B^h_1}(\beta_{B^h_2}^{-1}(j) + 1))] \tag{9}
\]
and applying [46, Lemma 2.7(1)]

\[ Q_h^i \left( \beta_{i}^j \left( \beta_{i}^{-1}(j) \right) \right) = B_h^i(j), \]  
\[ Q_h^i \left( \beta_{i}^j \left( \beta_{i}^{-1}(j + 1) \right) \right) = B_h^i(j + 1). \]  

(10)  
(11)

If \( v(j) = 1 \) then [46, Lemma 2.7(2)] implies \( \beta_{i}^{-1}(j + 1) = \beta_{i}^{-1}(j) + 1 \) and therefore (11) can be written

\[ Q_h^i \left( \beta_{i}^j \left( \beta_{i}^{-1}(j) \right) \right) = B_h^i(j + 1). \]  

(12)

From (7), (9), (10), and (12) we conclude that \( \nu(j) = \beta_{i}^{-1}(j) \) and applying [46, Lemma 2.7(1)]

\[ Q_h^i \left( \beta_{i}^j \left( \beta_{i}^{-1}(j) \right) \right) = B_h^i(j), \]  
\[ Q_h^i \left( \beta_{i}^j \left( \beta_{i}^{-1}(j + 1) \right) \right) = B_h^i(j + 1). \]  

(13)

Lemma 15. Let \( G, G_1 \) and \( G_2 \) be graphs where \( G_1 \cup G_2 = G \) and \( G_1 \cap G_2 = (S, \emptyset) \). Let also \( l \) be a vertex ordering of \( G \). We denote \( l_i = l(\nu(G_i)) \), \( C_S(G, l) = (\lambda, \vec{A}) \), and \( C_S(G_1, l_i) = (\lambda_i, A_i) \), \( i = 1, 2 \). Then there exists a sequence of typical sequences \( A \in A_1 \otimes A_2 \) such that \( \vec{A} < \vec{A} \).

Proof. Let \( r_1 = |l_i|, i = 1, 2, \) and \( \rho = |\lambda| = |S| \). As in the proof of Lemma 14, we set \( G_i = (V(G), E(G_i)), i = 1, 2, \) and we observe that \( l \) is a vertex ordering for both \( G_i, i = 1, 2, \) and \( ||l| = r_1 + r_2 - \rho \). We use the notations \( \overline{Q_i} = Q_{G_i, l_0}(0) \cdots Q_{E(G_i)}(r), i = 1, 2, \) and \( Q = Q_{G, l}(0) \cdots Q_{E(G)}(r) \). As \( E(G_1) \cap E(G_2) = \emptyset \) and \( E(G_1) \cup E(G_2) = E(G) \) we get,

\[ Q = \overline{Q_1} + \overline{Q_2}. \]  

(15)

We denote \( Q_i = Q_{G_i, l_0}(0) \cdots Q_{E(G_i)}(r), i = 1, 2, \) and we observe that the facts that \( V(G_i) \subseteq V(G_i^*), i = 1, 2, \) and \( E(G_i) = E(G_i^*), i = 1, 2, \) imply that,

\[ \forall_{i=1,2} Q_i \subseteq \overline{Q_i}. \]  

(16)

We assume that if \( l = [v_1, \ldots, v_r] \), then \( \lambda = [v_{\kappa_1}, \ldots, v_{\mu_\rho}] \) and if \( l_i = [u_{1}^i, \ldots, u_{r_i}^i] \) then that \( \lambda = [u_{1}^i, \ldots, u_{r_i}^i], i = 1, 2 \). We set

\[ Q_h^i = Q_{[\kappa_h, \kappa_{h+1} - 1]}, \quad Q_i^j = Q_{[\mu_i^j, \mu_{i+1}^j - 1]}, \quad i = 1, 2, \]  
\[ \overline{Q}_h^i = \overline{Q}_{[\kappa_h, \kappa_{h+1} - 1]}, \quad i = 1, 2, h = 0, \ldots, \rho \]  

(where \( \kappa_0 = \mu_0^1 = \mu_0^2 = 0 \) and \( \kappa_{h+1} = \mu_{h+1}^1 = \mu_{h+1}^2 = r + 1 \)). From the view point of these new notations, (15) and (16) can be rewritten as follows.
\[ \forall h, 0 \leq h \leq \rho \quad Q^h = \overline{Q}^h_1 + \overline{Q}^h_2. \]  

(17)

\[ \forall h, 0 \leq h \leq \rho \quad \forall i = 1, 2 \quad Q^h_i \sqsubseteq \overline{Q}^h. \]  

(18)

Notice also that

\[ \forall i = 1, 2 \quad \forall h, 0 \leq h \leq \rho \quad A_i(h) = \tau(Q^h_i). \]  

(19)

\[ \forall h, 0 \leq h \leq \rho \quad \overline{A}(h) = \tau(Q^h). \]  

(20)

(18) and (19) implies that

\[ \forall i = 1, 2 \quad \forall h, 0 \leq h \leq \rho \quad A_i(h) = \tau(Q^h_i). \]  

(21)

Our target is to prove that for \( h = 0, \ldots, \rho \) there exists a typical sequence \( A' \) in \( A_1(h) \otimes A_2(h) \) such that \( A' \prec \overline{A}(h) \). This follows from (17), (20), and (21) if, for \( h = 0, \ldots, \rho \), we apply Lemma 11 for \( Q^h_i \).

**Lemma 16.** If \( i \) is a join node with children \( j_h, h = 1, 2 \), and, for \( h = 1, 2 \), \( FS(j_h) \) is a full set of characteristics for \( j_h \). Then, the set \( FS(i) \) constructed by the algorithm Join-Node is a full set of characteristics for \( i \).

**Proof.** We will prove first that \( FS(i) \) is a set of characteristics. To avoid overloaded expressions, whenever we refer to a characteristic, we will insist that its width is bounded by \( k \).

For this, it is sufficient to show that for any \( (\lambda, A) \in FS(i) \), there exists a vertex ordering \( l \) of \( G \) such that \( C_{X_i}(G, l) = (\lambda, A) \).

By the algorithm Join-Node we can assume that there exist two pairs \((\lambda, A_h), h = 1, 2\), where

\[ (\lambda, A_h) \in FS(j_h), \quad h = 1, 2, \]  

(22)

\[ A \in A_1 \otimes A_2. \]  

(23)

As \( FS(j_h), h = 1, 2 \), are both sets of characteristics (22) implies that there exist two orderings \( l_1, l_2 \) of \( G_{X_1} \) and \( G_{X_2} \) respectively such that

\[ \lambda = l_1[X_{j_1}] = l_2[X_{j_2}], \]  

(24)

\[ (\lambda, A_h) = C_{X_h}(G_{j_h}, l_h), \quad i = 1, 2. \]  

(25)

Using now (23)–(25), we can apply Lemma 14 and conclude that there exists a vertex ordering \( l \) of \( G_i \) such that \( C_{X_i}(G, l) = (\lambda, A) \). Therefore, \( FS(i) \) is a set of characteristics.

It remains now to prove that \( FS(i) \) is a full set of characteristics. To prove this we have to show that, for any vertex ordering \( l \) of \( G_i \) there exists a vertex ordering \( l^* \) of \( G_i \) such that \( C_{X_i}(G, l) \prec C_{X_i}(G, l^*) \).

Let \( l_h = l[V(G_{j_h})], h = 1, 2 \), and set \((\lambda, A_h) = C_{X_h}(G_{j_h}, l_h)\), \( h = 1, 2 \), and \((\lambda, \overline{A}) = C_{X_i}(G, l)\). From Lemma 15, there exist a typical sequence \( A \) such that

\[ A \in A_1 \otimes A_2. \]  

(26)

\[ (\lambda, A) \prec (\lambda, \overline{A}). \]  

(27)
Algorithm Check-Cutwidth(G, X, k).

Input: A graph G, a tree decomposition X of G with width w, and an integer k.

Output: Whether cutwidth(G) ≤ k.

Assume that the nodes on X are topologically sorted, and that X = {X_1, ..., X_r}.

1: For any i, 1 ≤ i ≤ r, compute a full set of X_i-characteristics F_i for G_i setting F_i = { [x], [0][0] } when X_i is a start node and X_i = { x };
   using F_j when X_i is an introduce or a forget node, relatively to some X_j, j < i;
   using F_{j1} and F_{j2} if X_i is the join of X_{j1} and X_{j2}.

2: Output F_r ≠ ∅.

3: End.

Fig. 7. Algorithm Check-Cutwidth.

Recall now that, for h = 1, 2, that FS(j_h) is a full set of characteristics for j_h and therefore, for h = 1, 2, there exists a vertex ordering l_h^* of G_{j_h} where

C_{X_{j_h}}(G_{j_h}, l_h^*) ∈ FS(j_h).

(28)

C_{X_{j_h}}(G_{j_h}, l_h^*) ≺ C_{X_{j_h}}(G_{j_h}, l_h).

(29)

Let (λ, A_h^*) = C_{X_{j_h}}(G_{j_h}, l_h^*), h = 1, 2, and (28) and (29) can be rewritten as follows.

(λ, A_h^*) ∈ FS(j_h), h = 1, 2.

(30)

(λ, A_h^*) ≺ (λ, A_h), h = 1, 2.

(31)

From (26), (31), and applying Lemma 9, there exists a characteristic (λ, A^*) such that

A^* ∈ A_h^* ⊗ A_h^*.

(32)

(λ, A^*) ≺ (λ, A_h).

(33)

Notice now that, from (32), and Lemma 14, there exists a vertex ordering l^* of G such that

C_{X_i}(G_i, l^*) = (λ, A^*). The fact that C_{X_i}(G_i, l^*) ∈ FS(i) follows from (30), (32), and the algorithm Join-Node. Finally, (27), and (33) imply that C_{X_i}(G_i, l^*) = (λ, A^*) ≺ (λ, A) = C_{X_i}(G_i, l) and this completes the proof of the lemma.

We can now put together the results on this section and those of Section 3 of [46] to define the algorithm Cutwidth, as given in Fig. 7.

**Theorem 17.** The algorithm Check-Cutwidth, given a graph G with n vertices and a tree decomposition (X, U) of G of O(n) nodes and width at most w, checks whether there exists an vertex ordering of V(G) of cutwidth at most k in O(wk · (w + 1)!^2(3)^2w^2k^8(w+1)) steps.

**Proof.** From Lemma 1 there exists an algorithm that in O(n) steps transforms (X, U) to a nice tree decomposition (X, U, r). We have to determine the cost of computing FS(i) for all the nodes of U. Let i be such a node.

If i is a start node then the computation of FS(i) needs O(1) steps.
If $i$ is an introduce node then Lemma 12 bounds the number of repetitions of step 2 of the algorithm Introduce-Node by $(w + 1)! \left(\frac{8}{2^{2k}}\right)^{w+1}$. Moreover, step 3 involves at most $w$ repetitions and step 4 at most $2k - 1$ calls of the procedure Inns [46, Lemma 2.4]. The procedure Inns is dominated by its 2nd step which requires $O(w^2k)$ steps: $O(w)$ for each of the edges inserted, at most $w + 1$ for the sequences of $A'$ whose elements should be incremented, and at most $2k - 1$ for the elements of each one of these sequences [46, Lemma 2.4]. Similarly, calculating $\max(A')$ requires at most $(w + 1)(2k - 1) = O(wk)$ steps. Therefore, computing $FS(i)$ requires $O(w^3k^2 \cdot (w + 1)! \left(\frac{8}{2^{2k}}\right)^{w+1})$ steps.

If $i$ is a forget node then Lemma 12 bounds the number of repetitions of step 2 of the algorithm Forget-Node by $(w + 1)! \left(\frac{8}{2^{2k}}\right)^{w+1}$. As the procedure Del needs $O(wk)$ steps, computing $FS(i)$ requires $O(wk \cdot (w + 1)! \left(\frac{8}{2^{2k}}\right)^{w+1})$ steps.

If $i$ is a join node then Lemma 12 bounds the number of repetitions of step 2 of the algorithm Join-Node by $(w + 1)! \left(\frac{8}{2^{2k}}\right)^{w+1}$. From Lemma 6, the computation of $A_1 \otimes A_2$ costs $O(k \cdot 2^{3(k-1)(w+1)})$ steps and $\left|A_1 \otimes A_2\right| \leq 2^{4k(k-1)(w+1)} \leq 2^{4k(w+1)}$.

As step 4 costs $O(wk)$ steps, we conclude that computing $FS(i)$ requires

$$O\left(wk \cdot 2^{4k(w+1)} \cdot ((w + 1)!)^2 \left(\frac{8}{3}\right)^{2w+2}\right)$$

$$= O\left(wk \cdot ((w + 1)!)^2 \left(\frac{8}{3}\right)^{2w+2} 2^{k(8w+8)}\right)$$

steps.

Notice that according to the analysis above, the prevailing time is the one of the join nodes. As $U$ contains $O(n)$ nodes, the result follows. \qed

Let us refer as the Cutwidth algorithm to the algorithm that for any $k = 1, \ldots, \lfloor (w + 1)d \log n \rfloor$ checks whether cutwidth$(G) \leq k$ by calling the algorithm Check-Cutwidth as a subroutine. From Corollary 4 and Theorem 17, if we set $k = (w + 1)d \log n$, we have the following result.

Theorem 18. The algorithm Cutwidth, given a graph $G$ with $n$ vertices of degree no more than $d$ and a tree decomposition $(X, U)$ of $G$ of $O(n)$ nodes and width at most $w$, computes the cutwidth of $G$ in $k$ in $O(w^3d^2 \cdot \log^2 n \cdot ((w + 1)!)^2 \left(\frac{8}{3}\right)^{2w} n^{kd(w+1)^2})$ steps.

5. Computing a vertex ordering

In this section we show how the algorithms Check-Cutwidth given in Fig. 7 can be modified in a way that, in the case that the graph has cutwidth $k$, it also construct a vertex ordering with cutwidth $k$, we will refer to such modification as the algorithm Layout-Cutwidth.

Suppose now that, given a tree decomposition $(X, U) = (X_i \mid i \in V(U), U)$ of $G$ with width bounded by $w$, after running the algorithm described in the previous subsections we know that a graph $G$ has cutwidth at most $k$, i.e., the computed set $FS(r)$ is not empty. We
will now describe a method to construct a vertex ordering of $G$ with cutwidth at most $k$. By observing the flow of the algorithm, it follows that we can assign to each node $i$ of $(X, U)$, a characteristic $(\lambda_i, A_i)$ witness on node $i$, in a bottom–up fashion:

- If $i$ is a start node then $(\lambda_i, A_i) = ([x], [[0], [0]])$ is the unique characteristic of the vertex ordering consisting of the unique vertex $x$ in $X_i$.
- If $i$ is an introduce node then $(\lambda_i, A_i)$ is one of the characteristics constructed after the application of the algorithm Introduce-Node on characteristic $(\lambda_j, A_j)$ where $j$ is the unique child of $i$.
- If $i$ is a forget node then $(\lambda_i, A_i)$ is one of the characteristics constructed after the application of the algorithm Forget-Node on characteristic $(\lambda_j, A_j)$ where $j$ is the unique child of $i$.
- If $i$ is a join node then $(\lambda_i, A_i)$ is one of the characteristics constructed after the application of the algorithm Join-Node on characteristics $(\lambda_{j_1}, A_{j_1})$ and $(\lambda_{j_2}, A_{j_2})$ where $j_1$ and $j_2$ are the children of $i$.
- $(\lambda_r, A_r)$ is one of the characteristics in $FS(r)$.

We call the collection $\mathcal{W} = ((\lambda_i, A_i), i \in V(U))$, witness tree. Notice that if at each time a new characteristic is computed, we set up a witness structure for constructing also a witness tree in $O(|V(U)|)$ steps. Let us show now how to compute, using the information of $\mathcal{W}$, a vertex ordering of $V(G_r)$ with cutwidth $\leq k$. Towards this, we will compute, for each node $i \in V(U)$ a vertex ordering $l_i$ of $V(G_i)$ such that $CX_i(G_i, l_i) = (\lambda_i, A_i)$. The case where $i$ is a start node is obvious. The cases where $i$ is either an insert or a forget node are omitted as they are presented in detail in Section 4 of [46]. In each of these cases the new vertex ordering $l_i$ can be constructed in $O(wk)$ steps.

Assume now that $i$ is a join node with children $j_1$ and $j_2$. Let also $l_{jh}, h = 1, 2$, be two vertex orderings of $G_{jh}, h = 1, 2$, respectively, such that $CX_{jh}(G_{jh}, l_{jh}) = (\lambda_{jh}, A_{jh}), h = 1, 2$. We show how to construct a vertex ordering $l_i$ such that $CX_i(G_i, l_i) = (\lambda_i, A_i)$.

Notice that, from the algorithm Join-Node, $A_i$ is a member of $A_{j_1} \otimes A_{j_2}$. Recall now that, from Lemma 14, the procedure Construct-Join-Ordering($G_{j_1}, G_{j_2}, X_i, l_{j_1}, l_{j_2}, A$) is able to construct such a vertex ordering. Notice that if, for $h = 1, 2$, we maintain for each $v \in X_{jh}$ a pointer indicating the position of the same vertex in $l_{jh}$, the procedure Construct-Join-Ordering($G_{j_1}, G_{j_2}, X_i, l_{j_1}, l_{j_2}, A$) will call the procedure Join-Orderings[$X_i$] times. If now, for $h = 1, 2$, we additionally maintain a data structure associating each of the “gaps” of $\lambda_{jh}$ to the limits of its corresponding sequence of “gaps” in $l_{jh}$, we can implement step 3 of the procedure Join-Orderings in $O(k)$ steps. Resuming, we have that the construction of $l_i$ costs $O(kw)$ steps.

Therefore, the computation of a vertex ordering $l_r$ where $CX_r(G, l_r) = (\lambda_r, A_r)$, can be done in $O(nkw)$ steps. Therefore, we have the following analogue of Theorem 17.

**Theorem 19.** Given a graph $G$ with $n$ vertices and a tree decomposition $(X, U)$ of $G$ of $O(n)$ nodes and width at most $w$, the algorithm Layout-Cutwidth checks whether there exists a vertex ordering of $V(G)$ of cutwidth at most $k$ and, if this is the case, outputs a vertex ordering of $V(G)$ of cutwidth at most $k$ in $O(wk \cdot ((w + 1)^5 \cdot \frac{8}{3} \cdot 2^{kw} + k^8 (w + 1)^3})$ steps.
As \( k \leq (w + 1)d \log n \), we obtain that the algorithm \textsc{Cutwidth} can be modified to output an optimal vertex ordering with an additional call to \textsc{Layout-Cutwidth} once the cutwidth of \( G \) has been computed. We refer to this modification as the algorithm \textsc{Min-Layout-Cutwidth}. Theorem 18, can now be rewritten as follows.

**Theorem 20.** Given a graph \( G \) with \( n \) vertices of degree no more than \( d \) and a tree decomposition \((X,U)\) of \( G \) with \( O(n) \) nodes and width at most \( w \), the algorithm \textsc{Min-Layout-Cutwidth} outputs a vertex ordering of \( \mathcal{V}(G) \) of minimum cutwidth in \( O(w^3d^2 \cdot \log^2 n \cdot ((w + 1)!)^2 (\frac{8}{3})^{2w} n^{8d(w+1)^2}) \) steps.

According to the main result in [5], a minimum width tree decomposition of any partial \( w \)-tree can be constructed in \( O(w^{O(w)} 2^{O(w)} n) \) steps (see also [31,34,38]). This algorithm can serve as a preprocessing step to the algorithm \textsc{Layout-Cutwidth} of Theorem 20 that with input a partial \( w \)-tree \( G \) with vertices of degree at most \( d \), outputs a vertex ordering of \( G \) of minimum cutwidth.

6. Computing the pathwidth of bounded degree partial \( w \)-trees

We will now show how to use the algorithms of the previous sections in order to compute the pathwidth of a partial \( w \)-tree with bounded maximum degree.

The definition of treewidth is extended to hypergraphs by replacing edges with hyperedges. We define cutwidth for hypergraphs by extending the definition of \( E(S) \) for \( S \subseteq \mathcal{V}(G) \) such that \( E(S) \) contains all the hyperedges with at least one endpoint in \( S \). We can prove the following extension of 19.

**Theorem 21.** Given a hypergraph \( G \) with \( n \) vertices and a tree decomposition \((X,U)\) of \( G \) of \( O(n) \) nodes and width at most \( w \), the algorithm \textsc{Layout-Cutwidth} checks whether there exists a vertex ordering of \( \mathcal{V}(G) \) of cutwidth at most \( k \) and, if this is the case, outputs a vertex ordering of \( \mathcal{V}(G) \) of cutwidth at most \( k \) in \( O(wk \cdot ((w + 1))^{2(\frac{8}{3})^{2w} 2^{2k} n^{8d(w+1)})} \) steps.

**Proof.** By extending Lemma 1 for hypergraphs we assume that \((X,U,r)\) is a nice tree-decomposition of \( G \). To prove the theorem, it is sufficient to observe that all the algorithms of the previous sections and [46] can be straightforwardly generalized to hypergraphs with the same time costs. In particular, the algorithms \textsc{Forget-Node} and \textsc{Join-Node} are exactly the same as they involve only operations on sequences of integers. The only changes required, concern the procedure \textsc{Ins}, described in [46], and are the following two:

1. The set \( N \) should now represent the set \( \{U_1, \ldots, U_\sigma\} \) where \( \{U_i \cup \{u\} \mid 1 \leq t \leq \sigma\} \) are the hyperedges of \( G_i \) that contain \( n \) as endpoint. For any \( U_i \), \( 1 \leq t \leq \sigma \), we set up \( j^t_i \) (\( j^t_i \)) as the smallest (biggest) of the indices corresponding to the vertices of \( U_i \) in \( \lambda \) (notice that in the case where \( G \) is a graph \( j^t_i = j^t_i \)).

Notice that none of the hyperedges of \( G \) can have size bigger than \( w + 1 \), as they have all to fit in some node of the tree decomposition. Therefore \( |U_i| \leq w + 1 \), \( 1 \leq t \leq \sigma \). Moreover, we can assume that no vertex is an endpoint of more than \( 2k \) hyperedges as in
such a case the cutwidth of $G$ should be greater than $k$. Therefore, $\sigma \leq 2k$. These two facts imply that computing $j_h^1$ and $j_h^2$ for $1 \leq t \leq \sigma$ can be done in $O(kw^2)$ steps.

2. In step 2 of Inrs, cases (i) and (ii) should now be:

(i) If $j_h^0 \leq j$ then set $A' \leftarrow A'[0, j_h^0-1] \cdot (A'[j_h^0, j] + 1) \cdot A'[j+1, \rho + 1]$.
(ii) If $j_h^0 \geq j + 1$ then set $A' \leftarrow A'[0, j] \cdot (A'[j+1, j_h^0] + 1) \cdot A'[j_h^0+1, \rho + 1]$.
(iii) If $j_h^0 \leq j < j_h^0$ then set $A' \leftarrow A'[0, j_h^0-1] \cdot (A'[j_h^0+1, j_h^0] + 1) \cdot A'[j_h^0+1, \rho + 1]$.

The third case above examines the case where the added hyperedge contains vertices residing in both sides of the insertion point. Notice that the time cost of the modified step 2 is the same as the time cost of the old one. Finally, the complexity of Inrs does not change with this small modification as the time required to compute the pairs $j_h^0, j_h^0$ for each of the inserted hyperedges does not prevail the time cost of the second step. □

We call a graph trunked if it does not contain vertices of degree 1. Given a trunked graph $G$, we define its dual hypergraph as $G^D = (E(G), \{E_G(v) \mid v \in V(G)\})$. In what follows, we will denote as $\Delta(G)$ the maximum degree of the vertices of a graph $G$. The following lemma shows how to transform a tree decomposition of $G$ to one of $G^D$.

**Lemma 22.** For any trunked graph $G$, treewidth($G^D$) $\leq$ treewidth($G$) $\cdot \Delta(G)$.

**Proof.** Let $(X, U)$ be a tree decomposition of $G$ with width $\leq k$. Notice that $\Delta(G)$ is equal to the maximum size of a hyperedge in $G^D$. We construct a tree decomposition $(Y, U)$ of $G^D$ using the same tree $U$ and setting $Y_i = \{e \in E(G) \mid e \cap X_i \neq \emptyset\}$. Notice that, for any $i \in V(U)$, $|Y_i| \leq \Delta(G) \cdot |X_i|$. It remains to prove that $(Y, U)$ is a tree decomposition. Condition (1) is obvious. For condition (2), suppose that $e^* = \{e_1, \ldots, e_r\}$ is a hyperedge of $G^D$. By the construction of $e^*$, all of its endpoints share a common vertex $v$ of $G$. Let $X_j$ be some set in $X$ containing $v$. From the definition of $Y_i$, all the edges in $e^*$ will be members of $Y_i$ and condition (2) holds. For any two vertices $i, j$ of $U$, we denote as $P(i, j)$ the vertices of the path connecting them in $U$. For condition (3), let $e$ be a vertex of $G^D$ such that $e \in Y_i$ and $e \in Y_j$ for two different vertices $i, j$ of $U$. It is sufficient to prove that for any vertex $h \in P(i, j)$, $e \in Y_h$. From the definition of $Y_i$, $e$ has an endpoint $v_e \in V(G)$ that belongs to $X_j$. Similarly, $e$ has an endpoint $u_e \in V(G)$ that belongs to $X_j$. We consider two cases. If $v_e = u_e$, then from condition (3) for $(X, Y)$, we get that $v$ belongs to any $X_h$ where $h \in P(i, j)$. From the definition of $Y$, we have that, since $v_e = u_e$ is an endpoint of $e$, $e$ belongs also to any $X_h$ for any vertex $h \in P(i, j)$. From condition (2) for $(X, U)$, we have that there exists a vertex $k$ of $U$ where $v_e, u_e \in X_k$. Clearly, $k$ should be a vertex in $P(i, j)$ in $U$ as, otherwise, either $v_e \in X_j$ or $u_e \in X_i$, a contradiction. Let $h$ be any vertex in $P(i, k)$. As $v_e$ belongs both to $X_i$ and to $X_k$, condition (2) for $(X, U)$ implies that $v_e \in X_k$ and from the definition of $Y_h$ we have that $e \in Y_h$. Finally, if $h \in P(k, j)$, then applying the same argument for this path we can conclude that $e \in Y_h$ and condition (3) holds for $(Y, U)$. □

Notice that the proof of the above lemma gives a method to compute $(Y, U)$ from $(X, U)$ in $O(kn\Delta(G))$ steps.
The notion of linear-width for graphs was introduced by Thomas [47].

The linear-width of a graph $G$ with $n$ vertices is defined as follows. Let $l = [e_1, \ldots, e_r]$ be a linear ordering of $E(G)$. For $i = 1, \ldots, r - 1$, we define $\zeta_{l,G}(i) = V_G(l[1,i]) \cap V_G(l[i + 1,n])$ (i.e., $\zeta_{l,G}(i)$ is the set of vertices of $G$ that are endpoints of edges in both $l[1,i]$ and $l[i + 1,n]$). The linear-width of an ordering $l$ of $E(G)$ is $\max_{1 \leq i \leq n - 1} |\zeta_{l,G}(i)|$. The linear-width of a graph is the minimum linear-width over all the orderings of $E(G)$.

From the definitions of dual hypergraph and linear-width, we have the following.

**Lemma 23.** If $G$ is a trunked graph then $\text{linear-width}(G) = \text{cutwidth}(G^D)$.

As a consequence of Theorems 21, Lemma 22, and Lemma 23, we have an algorithm for the linear-width of trunked graphs.

**Lemma 24.** Given a trunked graph $G$ with $n$ vertices of degree no more than $d$ and a tree decomposition $(X,U)$ of $G$ with $O(n)$ nodes and width at most $w$, an ordering of $E(G)$ of minimum linear-width can be computed in $O(dw^3 \log^2 n \cdot (dw + 1)!^2 2^{12dw} n^{(8w + 1)(dw + 1)})$ steps.

**Proof.** Let $G$ be an $n$-vertex graph of treewidth $w$ and $\Delta(G) \leq d$. Let also $(U,X)$ be a tree decomposition of $G$. From Lemma 2, we know that the pathwidth of $G$ is at most $(w + 1) \log n + 1$ and, as linear-width($G$) $\leq$ pathwidth($G$) + 1 (see, e.g., [44] or [45]), we get that linear-width($G$) $\leq (w + 1) \log n + 1$. From Lemma 23 we have that cutwidth($G^D$) = linear-width($G$) $\leq (w + 1) \log n + 1$. Notice that a vertex ordering of $G^D$ with minimum cutwidth corresponds to an edge ordering of $G$ of minimum-linear width. Therefore, it is sufficient to check whether cutwidth($G^D$) $\leq k$ for $k = 1, \ldots, \lfloor (w + 1) \log n + 1 \rfloor$ and output the vertex ordering corresponding to the minimum $k$ for which the result of this check is positive. To do this, we use the construction of Lemma 22, and get a tree decomposition $(Y,U)$ of $G^D$ with treewidth $\leq dw$. From Theorem 21, this check requires

$$O\left(dw^3 \log^2 n \cdot (dw + 1)!^2 \left(\frac{8}{3}\right)^{2dw} \cdot 2^{((w + 1) \log n + 1)(8dw + 8)} n^{(8w + 1)(8dw + 8)} 2^{3dw}\right)$$

steps, and the claimed result follows. $\square$

For a proof of the following, see [4].

**Lemma 25.** If $G^n$ is the graph obtained from $G$ by replacing every edge in $G$ with two edges in parallel, then pathwidth($G$) = linear-width($G^n$).

It is easy to derive a procedure that given an edge ordering of a graph $G$ with linear-width at most $k$, transforms it to a path decomposition of width at most $k$ in $O(kn)$ steps (e.g., see [4,12]). Also observe that $G^n$ is a trunked graph. These facts along with Lemmata 24 and 25 yield the following result.
Theorem 26. Given a graph $G$ with $n$ vertices of degree no more than $d$ and a tree decomposition $(X, U)$ of $G$ of $O(n)$ nodes and width at most $w$, a path decomposition of $G$ with minimum width can be constructed in $O(dw^3 \log^2 n \cdot (d(w + 1))^{2^{12d+1} n^{8(w+1)(dw+1)})}$ steps.

We mention that, in general, the problem of computing the pathwidth of partial $w$-trees can be solved in polynomial time. The algorithm for the general case was proposed by Bodlaender and Kloks in [11]. However, the exponent in the complexity of this algorithm is quite large for any practical purpose. The algorithm proposed in Theorem 26 is faster and can serve as a more realistic approach for partial $w$-trees with bounded degree.

7. Open problems

We have shown that the cutwidth of graphs with bounded treewidth and maximum degree can be computed in polynomial time. The problem that remains is to prove the same when the “bounded maximum degree” requirement is removed. Even if this is the case for pathwidth [11], it seems that our technique cannot be easily modified to solve the general problem because it is strongly depending on Lemma 3. However, even in the case of computing the pathwidth of partial $w$-trees, it is interesting to find realistic polynomial algorithms. Another line of research is to try to solve the problem for specific (typically small) values of the treewidth $w$. No algorithm of this type exists for cutwidth when $w > 1$, while, for pathwidth, the best known results are approximation algorithms for outerplanar graphs [9,27] and Halin graphs [24] (see also [43]).
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