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ABSTRACT

Transient development of perturbations in inviscid stratified shear flow is investigated. Use is made of closed form analytic solutions that allow concise identification of optimally growing plane-wave solutions for the case of an unbounded flow with constant shear and stratification. For the case of channel flow, variational techniques are employed to determine the optimally growing disturbances. The maximum energy growth attained over a specific time interval decreases continuously with increasing stratification, and no special significance attaches to $\text{Ri} = 0.25$. Indeed, transient growth can be substantial even for $\text{Ri} = O(1)$. A general lower bound on the energy growth attained by an optimal perturbation in a stratified flow over a given time interval is the square root of the growth attained by the corresponding perturbation in unstratified flow. Enhanced perturbation persistence is found for mean-flow stratification lying in the range $0.1 < \text{Ri} < 0.3$. Small but finite perturbations in mean flow with $\text{Ri} < 0.4$ produce regions with locally negative total density gradient, which are expected to overturn. Although the perturbations are of wave form, buoyancy fluxes mediate transfer between perturbation kinetic and potential energy during transient development, thus implying that buoyancy flux is not a determinative diagnostic for distinguishing between waves and turbulence in stratified flows.

1. Introduction

One of the most striking features of atmospheric and oceanic flows is that they are commonly and characteristically stably stratified. The stratosphere, the mid-troposphere, and often the planetary boundary layer are stably stratified. Similarly in the ocean, only episodically does the upper oceanic layer develop unstable stratification. This nearly ubiquitous stable stratification of geophysical flows distinguishes these flows from their laboratory counterparts from which buoyancy effects are usually absent.

Stratification supports internal gravity oscillations that pervade the atmosphere and the ocean, and much theoretical and observational work has been devoted to understanding the origin and effect of these waves. Regarding their origin, topographic forcing received early attention (Queney 1948; Scorer 1949, 1955; Long 1953; Nastrom and Fritts 1992), while observations and theory of gravity-wave excitation in shear zones, fronts, and convective elements have been the subject of recent study (Stull 1976; Fritts 1982; Fritts and Nastrom 1992). In the ocean, wave–wave interactions are thought to scatter internal gravity waves to produce the background internal-wave spectrum identified by Garrett and Munk (1979).

The effect on mean flows of momentum transported by gravity waves was an early theoretical prototype for wave–mean flow interaction. Theoretical work by Eliassen and Palm (1961) and Bretherton (1969) set the stage for subsequent extensions. The significance of topographic wave drag and associated momentum deposition high in the atmosphere was recognized by Sawyer (1959) and Lilly (1972). The importance of gravity waves for the general circulation of the stratosphere and mesosphere is well established. Breaking of gravity waves in the upper atmosphere, where wave amplitude increase with height as $[\rho_0(z)]^{-1/2}$, $\rho_0$ being the mean density, is a source of turbulence in the mesosphere that has been related to the observed reversal of pole to pole temperature gradient at the mesopause (Lindzen 1990). Wave–mean flow interaction theory was significantly advanced by the work of Booker and Bretherton (1967), who investigated the effect of critical layers on the propagation of gravity waves. They showed that a critical layer located in a stratified shear flow with local Richardson number (the ratio of local Brunt–Väisälä frequency to square shear) greater than one-quarter absorbed wave energy and that the critical layer is the location of wave-momentum exchange with the mean flow.
The importance of the Richardson number for the maintenance of turbulence was recognized by Richardson (1920) and Taylor (1931a). By demanding that during turbulent exchange the work done against the gravitational field does not exceed the kinetic energy available in the sheared flow, they obtained $Ri < 1$ as a necessary condition for the maintenance of turbulence. Prandtl (1942), independently, reached the same conclusions using mixing-length theory. More recently, Chandrasekhar (1961) presented a budget argument that seemed to tighten the bound for the existence of turbulence to $Ri = 0.25$, apparently in compelling agreement with the results of linearized stability analysis, but Miles (1986) reconsidered Chandrasekhar's calculation and confirmed the previous results of Richardson (1920), Taylor (1931a), and Prandtl (1942). The stability problem of inviscid stratified flows was formulated by Taylor (1931b) and Goldstein (1931), who also investigated the significance of the Richardson number for the existence of exponentially growing solutions, but it was not until the work of Miles (1961) and Howard (1961) that the importance of the Richardson number for the existence of modal instabilities was established. They found that a necessary condition for the presence of exponentially growing modes in inviscid stratified flows is that $Ri < 0.25$ somewhere in the flow. While the theorem of Miles and Howard provides a necessary condition for inviscid modal instability, it was realized by Taylor (1931b) and Goldstein (1931) that stratified Couette flow is a counterexample to the sufficiency of the theorem for instability. The preeminence of modal-instability thinking led investigators to identify $Ri = 0.25$ as the boundary between turbulent and laminar flow, despite the caution of Taylor (1931a):

"... though all infinitely small motions in a fluid seem to be stable when $Ri > 0.25$, this does not mean that all cases of flow for which $Ri > 0.25$ are non-turbulent. The steady flow of a viscous fluid through a pipe is apparently absolutely stable for infinitely small disturbances at all speeds, but it is well known that if the speeds exceed a certain limit the motion becomes turbulent."

While observations of turbulence give some support to sufficiency in practice of the Miles and Howard theorem, with breakdown commonly occurring for $Ri \approx 0.25$, strict adherence to the $Ri = 0.25$ criterion is not observed and generally turbulence is present for $Ri < 1$ (Woods 1969). In this paper, optimal perturbations are obtained that demonstrate growth for all $Ri$.

Although much progress has been made toward understanding the excitation of gravity waves and the interaction between gravity waves and their background flow, many questions remain. Observations of turbulence in geophysical flows show that in the presence of stratification, turbulence is highly intermittent and organized in local regions of convective overturning frequently called "patches." Moreover turbulence in stratified flows does not seem to follow straightforward interpretation of the paradigm of Kolmogoroff for unstratified flows, according to which a fully developed statistical state produces an energy spectrum in agreement with similarity theory (Turner 1979). Microstructure in stratified flows seems rather to result from early decay of transitional structures that collapse convectively before maturing into turbulence (Thorpe 1987). Identification of processes that lead to local convective overturning in stratified flow assumes special importance in light of these observations. While most of the processes already cited, including wave-wave interaction, critical layer absorption, and exponentially growing instability, can lead under favorable circumstances to convective overturning, in this study we will investigate the transient development of perturbations in stratified flow and show that initial perturbation energy exceeding approximately 1% of the background energy density, regions of local overturning arise rapidly for $Ri < 0.4$. This process takes place in Boussinesq flows that do not exhibit wave-amplitude increase due to variation in background density and have no exponential growing modes.

Recent theoretical work on the initial development of perturbations in shear flows (Farrell 1984, 1988a,b) has demonstrated that the nonorthogonality of the modal spectrum can account for rapid energy amplification of properly configured disturbances even for flows that do not support exponential modal instabilities. Emphasis on early development of forced disturbances arises naturally from this initial value approach, and a powerful variational method for determining the optimally growing initial conditions has been advanced that can lead to a full characterization of the stability properties of a shear flow (Farrell 1988a,b). In this study, we concentrate on transient development and on finding optimal disturbances in inviscid stratified flow, first making use of closed form solutions valid for unbounded constant shear and then applying matrix variational methods to study stratified channel flow.

2. Formulation

Consider a Boussinesq fluid with density:

$$\rho(x, z, t) = \rho_m + \rho_0(z) + \rho'(x, z, t), \quad (2.1)$$

where $\rho_m$ is the mean, $\rho_0(z)$ is the space variation of the background density that is confined to vary only in the vertical coordinate $z$, and $\rho'$ is the density fluctuation. The pressure $p$ is similarly decomposed. Consider evolution of disturbances superposed on a flow with velocity in the x direction, $U(z)$, and steady-state pressure and density related by

$$\frac{d\rho_0}{dz} = -g(\rho_m + \rho_0). \quad (2.2)$$
The linearized equations governing the inviscid evolution of disturbances on this background state satisfy the following equations:

\[
(\partial_t + U \partial_z)u + \frac{dU}{dz} w = -\frac{1}{\rho_m} \partial_z p', \tag{2.3}
\]

\[
(\partial_t + U \partial_z)w = -\frac{1}{\rho_m} \partial_z p' - g \frac{\rho'}{\rho_m}, \tag{2.4}
\]

\[
(\partial_t + U \partial_z)\rho' + w \frac{dp_0}{dz} = 0, \tag{2.5}
\]

\[
\partial_z u + \partial_z w = 0, \tag{2.6}
\]

where \( u \) is the perturbation \( x \) velocity, \( w \) is the perturbation \( z \) velocity, and \( g \) is the gravitational acceleration. The divergenceless perturbation velocity field can be expressed in terms of a streamfunction as \((u, w) = (-\psi_z, \psi_x)\).

We will consider a constant shear velocity profile \( U = \alpha z \), with \( \alpha > 0 \) for definiteness, and nondimensionalize time by the shear, \( t = t/\alpha \), and the horizontal and vertical scales by \( L = U_0/\alpha \), where \( U_0 \) may be chosen, for example, to be a typical background velocity in the atmospheric boundary layer. Pressure and density are nondimensionalized by \( p' = \rho_m U_0^2 \frac{\partial \tilde{\rho}}{\partial \tilde{p}} \) and \( \rho' = \rho_m (U_0 N_0^2 / \alpha g) \frac{\partial \tilde{p}}{\partial \tilde{p}} \), respectively, where \( N^2 = -(g/\rho_m) (dp_0/dz) \) is the Brunt–Väisälä frequency and \( N_0 \) is a typical value of this frequency in the domain of the flow. Only cases of stable mean stratification for which \( N^2 > 0 \) will be considered. After dropping tildes, the nondimensional equations take the form:

\[
(\partial_t + z \partial_z)u + w = -\partial_z \rho, \tag{2.7}
\]

\[
(\partial_t + z \partial_z)w = -\partial_z p - Ri \rho, \tag{2.8}
\]

\[
(\partial_t + z \partial_z)\rho - \frac{N^2}{N_0^2} w = 0, \tag{2.9}
\]

\[
\partial_z u + \partial_z w = 0, \tag{2.10}
\]

where the Richardson number \( Ri = N_0^2 / \alpha^2 \) is a measure of the relative strength of the stratification and shear of the background flow. In terms of the streamfunction \( \psi \) (2.7)-(2.10) can be written equivalently as

\[
(\partial_t + z \partial_z) \nabla^2 \psi = -Ri \partial_z \rho, \tag{2.11}
\]

\[
(\partial_t + z \partial_z) \rho = \frac{N^2}{N_0^2} \partial_z \psi. \tag{2.12}
\]

The boundary condition requires zero vertical velocity at horizontal boundaries, which implies vanishing of the perturbation density at these boundaries.

It should be noted that in the derivation of (2.11) and (2.12), the effects of dissipation and diffusion are neglected and only two-dimensional disturbances are considered. Our concern lies with initial development of these disturbances and not with their large-time asymptotic behavior. Comparison of the inviscid dynamics to the dynamics with diffusion (Criminale and Cordova 1986) shows that for the first stages of development the diffusive effects can be neglected, but that at later times diffusive effects must be taken into account.

In order to determine a disturbance, the distribution of both the streamfunction \( \psi \) and buoyancy \( \rho \) needs to be specified. If the initial perturbation buoyancy is zero, one can say that the disturbance in the stratified flow is velocity forced, while if the initial velocity is zero, one can say that the flow is buoyancy forced. Unlike unstratified flows, stratified flows have two degrees of freedom in the choice of initial conditions, reflecting the two forms of energy in stratified flows: potential and kinetic. It should also be noted that during transient development eddy potential energy and eddy kinetic energy are not necessarily equipartitioned.

The perturbation kinetic energy \( T(t) \) is obtained by multiplying (2.4) by \( u \) and (2.5) by \( w \), adding the resulting equations, and integrating over space to obtain

\[
\frac{dT}{dt} = -\langle uw \rangle - Ri \langle \tilde{\rho} w \rangle, \tag{2.13}
\]

where the overbar signifies an \( x \) average, brackets signify a \( z \) average, and

\[
T = \left( \frac{u^2 + w^2}{2} \right). \tag{2.14}
\]

The perturbation potential energy \( V(t) \) is obtained by multiplying (2.6) by \( Ri(N_0^2/N^2) \rho \):

\[
\frac{dV}{dt} = Ri \langle \tilde{\rho} w \rangle, \tag{2.15}
\]

where

\[
V = \left( Ri \frac{N_0^2}{N^2} \frac{\rho^2}{2} \right). \tag{2.16}
\]

Variation of the total perturbation energy density per unit mass \( E(t) \) is obtained by adding (2.13) and (2.15):

\[
\frac{dE}{dt} = -\langle \tilde{uw} \rangle. \tag{2.17}
\]

Changes in perturbation energy are related solely to the downgradient Reynolds stress \( \tilde{uw} \), exactly as in an unstratified flow. This shows that the only source of energy for the perturbations is the mean shear. Normal-mode solutions of (2.11) and (2.12) have density and vertical velocity in quadrature leading to zero buoyancy flux \( \tilde{\rho} \tilde{w} \) and equipartition of energy between kinetic and potential forms. During transient development, the buoyancy flux is nonzero, leading to transformations between the two forms of energy. From (2.13) and (2.15) we note that the buoyancy flux \( \tilde{\rho} \tilde{w} \) does not contribute to the total energy but rather participates in redistribution of energy between its kinetic and potential forms.
3. Development of disturbances in an unbounded flow with constant shear

Remarkably, in the case of an unbounded flow with constant shear and constant $N^2$, $(2.11)$ and $(2.12)$ admit closed-form solutions (Phillips 1966; Hartman 1975), which can be obtained by transforming to convected coordinates,

$$\xi = x - zt, \quad \eta = z, \quad \tau = t,$$

so that $(2.11)$ and $(2.12)$ become

$$\partial_t [\partial_t^2 + (\partial_x - \tau \partial_x)^2] \psi = -\mathrm{Ri} \partial_x \rho,$$
$$\partial_x \rho = \partial_t \psi,$$  

(3.3)

In these convected coordinates, $(3.2)$ and $(3.3)$ are separable in $\xi$ and $\eta$, and it is sufficient to determine the evolution of a single Fourier component that can be written alternatively in the convected and laboratory frame:

$$\psi = \tilde{\psi}(\tau) e^{i(k\xi + l \eta)} = \check{\psi}(\tau) e^{i(k\xi + l \eta)z},$$
$$\rho = \tilde{\rho}(\tau) e^{i(k\xi + l \eta)} = \check{\rho}(\tau) e^{i(k\xi + l \eta)z},$$

(3.4a)

in which the real parts are interpreted as the physical solution. Note that in the laboratory frame $(x, z)$, the plane-wave solutions of $(3.2)$ and $(3.3)$ have time-varying vertical wavenumber. In the sequel, when the plane wave is referred to with wavenumber $(k, l)$, what is meant is the plane wave that in the laboratory frame has this wavenumber at $t = 0$, with the understanding that at a later time the vertical wavenumber is $l - kt$. Note that each Fourier component $(k, l)$ is also a nonlinear solution in isolation but not in superposition.

To determine the evolution of the complex amplitudes $\tilde{\psi}$ and $\tilde{\rho}$ for a plane wave with wavenumber $(k, l)$, we introduce (3.4) into (3.2) and (3.3) to obtain

$$\frac{d}{d\tau} [k^2 + (l - kt)^2] \tilde{\psi} = ik \mathrm{Ri} \tilde{\rho},$$
$$\frac{d\check{\rho}}{d\tau} = ik \check{\psi}. $$

(3.5)

Equations (3.5) and (3.6) can be combined to get

$$\frac{d^2 \check{\xi}}{d\tau^2} + \frac{\mathrm{Ri}}{1 + (\sigma - \tau)^2} \check{\xi} = 0,$$

(3.7)

where

$$\check{\xi} = [1 + (\sigma - \tau)^2] \check{\psi}$$

(3.8)

is proportional to the vorticity, and $\sigma = l/k$ is a measure of the initial tilt of the wave. The solution of this equation can be formally expressed using hypergeometric functions (Hartman 1975), and it can be accurately determined by numerical integration. Specification of the initial values of buoyancy and streamfunction for each Fourier component determines the evolution of an arbitrary composite physical disturbance.

The energy density equation $(2.17)$ can be written as

$$\frac{dE}{d\tau} = \frac{k^2}{2} (\sigma - \tau) |\check{\psi}|^2.$$

(3.9)

For $\sigma > 0$, the wave is configured to produce Reynolds stress down the mean momentum gradient of the background flow and the energy grows until $\tau = \sigma$, at which time the wave has zero vertical wavenumber in the laboratory frame and the energy density assumes its maximum value. At later times, the energy decays. To determine the rate of decay according to inviscid dynamics, note that for large times the differential equation $(3.7)$ can be approximated by

$$\frac{d^2 \check{\xi}}{d\tau^2} + \frac{\mathrm{Ri}}{\tau} \check{\xi} = 0.$$

(3.10)

This can be readily solved to give, consistent with Brown and Stewartson (1980), the asymptotic dependence

$$\check{\psi} \approx \tau^{-3/2} e^{i\tau},$$
$$\check{\rho} \approx \tau^{-1/2} e^{i\tau},$$

(3.11a)

(3.11b)

leading to an energy decay,

$$E \approx \tau^{-1} e^{i\tau},$$

(3.11c)

where $\nu = (0.25 - \mathrm{Ri})^{1/2}$. It is worth noting that the energy decays as $E \approx \tau^{-2\mathrm{Ri}}$ for small $\mathrm{Ri}$. Note also that although for $\mathrm{Ri} > 0.25$ the solutions are asymptotically oscillatory, the rapid energy decay allows only $O(\nu)$ complete cycles to occur. Consequently, the asymptotic oscillatory behavior is not evident unless $\mathrm{Ri} \gg 1$ (Hartman 1975). In an unstratified flow, the energy decays as $E \approx \tau^{-2}$, revealing that the $\mathrm{Ri} \to 0$ limit is nonuniform for inviscid dynamics.

It is instructive to consider separately the limits of small and large $\mathrm{Ri}$. The small $\mathrm{Ri}$ expansion of the hypergeometric solutions of $(3.7)$ give, for a plane wave with $\sigma = l/k$ at $t = 0$ and for times of $O(\mathrm{Ri}^{-1})$,

$$\check{\xi} = \check{\xi}_0,$$
$$\check{\rho} = k \check{\xi}_0 [\tan^{-1}(t - \sigma) + \tan^{-1}\sigma] + \check{\rho}_0,$$

(3.12a)

(3.12b)

where $k \check{\xi}_0$ and $\check{\rho}_0$ are the initial real value of vorticity and imaginary value of buoyancy, respectively. For small $\mathrm{Ri}$ and small times, the vorticity is conserved and the density is advected as if it were a passive tracer. Kinetic energy is transferred into potential energy on the advective time scale subsequent to which there is decay of the total energy on a time scale $O(\mathrm{Ri}^{-1})$. For small $\mathrm{Ri}$, the buoyancy fluctuations are expected to become large and, consistent with $(3.11c)$, long lived. This conversion of kinetic energy to potential energy at the early stages of the development may give rise, even for small initial perturbations, to regions with perturbation density gradient larger than the ambient.
density gradient. In these regions, the total density gradient becomes locally negative and secondary instabilities of the Rayleigh–Taylor type can plausibly be expected to occur, producing rapid overturning and the formation of local regions of turbulence. A typical evolution of perturbation density gradient is shown as a function of time for various \( \text{Ri} \) in Fig. 1. The initial perturbation has the form of a plane wave with \( k = 1 \) and \( \ell = 6 \), with no initial buoyancy perturbation, and the initial energy is 1% of the background energy density. When \( n^2 / N_0^2 > 1 \), the disturbance is expected to develop secondary instabilities of the Rayleigh–Taylor type and to overturn creating regions of local turbulence.

Applying WKB analysis in (3.7), the solution to \( \mathcal{O}(1 / \text{Ri}^{1/2}) \) is obtained for a plane wave with initial complex amplitudes \( \tilde{\xi}_0, \tilde{\rho}_0 \):

\[
\tilde{\xi} = \frac{f^{1/4}}{f_{1/4} (\text{Ri}^{1/2})} \left( \tilde{\xi}_0 \cos \phi + \frac{i \text{Ri}^{1/2}}{k f_{1/4}} \tilde{\rho}_0 \sin \phi \right),
\]

\[
\tilde{\rho} = \frac{ik f^{1/4}}{\text{Ri}^{1/2}} \left( \tilde{\xi}_0 f_{1/4} \sin \phi - \frac{i \text{Ri}^{1/2}}{k f_{1/4}} \tilde{\rho}_0 \cos \phi \right),
\]

where \( f = f(t) = [1 + (t - \tau)^2]^{-1}, f_0 = f(0), \) and \( \phi = \text{Ri}^{1/2} \int_0^t f^{1/2} \). The energy density \( E(t) \) is given by

\[
E(t) = \frac{f^{1/2}}{2} \left( k^2 f_{1/2} |\tilde{\xi}_0|^2 + \text{Ri} |\tilde{\rho}_0|^2 \right),
\]

leading to an energy amplification

\[
\frac{E(t)}{E(0)} = \left[ \frac{E_0(t)}{E_0(0)} \right]^{1/2},
\]

where

\[
\frac{E_0(t)}{E_0(0)} = \frac{1 + \sigma^2}{1 + (\sigma - t)^2}
\]

is the amplification for \( \text{Ri} = 0 \). According to this order of WKB theory, the energy amplification for large \( \text{Ri} \) is independent of the Richardson number and equal to the square root of the energy amplification for unstratified flow. Although WKB theory to \( \mathcal{O}(1 / \text{Ri}^{1/2}) \) predicts monotonic decay of energy density for all times \( t > \sigma \), the actual solution, even for high \( \text{Ri} \), leads to oscillations of the energy decay about the WKB energy decay curve (cf., the Appendix).

4. Optimal excitation of unbounded stratified constant shear flow

The evolution of a plane-wave perturbation in an infinite stratified constant shear flow has been described. These perturbations require for their specification both an initial velocity and initial buoyancy. In a stochastically forced flow, it is likely that all initial conditions are excited, and consequently it is of interest to determine which of these initial conditions yield greatest energy growth in a specified time. The initial perturbation that maximizes energy growth over a specified interval of time \( T_{\text{opt}} \) will be called the optimal perturbation.

The plane-wave solutions developed in section 3 comprise an orthonormal basis in the inner product associated with either the \( L_2 \) or energy norm. A general initial perturbation can be considered as a Fourier superposition of plane waves, and, because of the orthogonality property, determination of the optimal...
perturbation reduces to determination of the optimal perturbation from the class of single plane waves. Having chosen the optimizing time $T_{\text{opt}}$ and the Richardson number $R_i$, determination of the optimal perturbation reduces to a search for $(\sigma = l/k, \psi_0, \rho_0)$, which specify the initial perturbation that maximizes the energy density growth:

$$G(T_{\text{opt}}, R_i) = \frac{E(\sigma, \psi_0, \rho_0; T_{\text{opt}}, R_i)}{E(\sigma, \psi_0, \rho_0; 0, R_i)}, \quad (4.1)$$

with the energy density $E$ determined from (3.9). The optimal plane-wave perturbation is found by means of a conjugate gradient optimization algorithm. The dependence of the maximum energy growth $G$ on the optimizing time $T_{\text{opt}}$ and $R_i$ is shown in Fig. 2. For small $T_{\text{opt}}$, the maximum energy density growth obtained is independent of $R_i$. The energy tendency (2.17) depends only on the perturbation velocity correlation, implying that for small enough times, all perturbations with the same velocity structure will produce the same growth independent of $R_i$. This consideration further implies that the maximum growth rate $d[\ln(G)]/dt \rightarrow 1$ for $T_{\text{opt}} \rightarrow 0$, with time nondimensionalized by the shear, again independent of $R_i$. This maximum growth rate is the same as the energy growth rate for an unstratified flow found using energy methods (Joseph 1976). Note in Fig. 2 the gradual decrease of the maximum energy growth $G(T_{\text{opt}}, R_i)$ with increasing $R_i$. For large $T_{\text{opt}}$ and large $R_i$, the decrease of the maximum energy growth $G$ is not monotonic with increasing $R_i$. These oscillations imposed on the energy decay are seen in the full solutions, but they are not captured in the WKB approximations (cf., the Appendix).

While $T_{\text{opt}}$ is arbitrary in this model problem, in practice ambient turbulent fluctuations impose a time scale over which the growth of perturbations is limited due to disruption of their coherent motion. This time scale is often taken to be the eddy turnover time. A representative value $T_{\text{opt}} = 6$ has been selected for study. This value, although conservative, demonstrates the potential of transient growth in stratified shear flows. Different choices for $T_{\text{opt}}$ do not change the qualitative results obtained. The development of the total energy density, kinetic energy density, and potential energy density as a function of time is shown for $T_{\text{opt}} = 6$ in Fig. 3, Fig. 4, and Fig. 5, respectively. The optimal disturbance involves some buoyancy forcing with such a phase relative to that of the velocity perturbation that during the first stages of the development the buoyancy flux is negative and tends to reinforce the kinetic energy of the disturbance. The ratio of initial potential energy to total energy is tabulated in Table 1. The buoyancy flux as a function of time for various $R_i$ is shown in Fig. 6. During the period of maximum energy amplification, the buoyancy flux
is positive for every Ri, which reduces the growth of kinetic energy. As a result, the optimals in a stratified flow have smaller maximum growth than their counterparts in unstratified flows.

It can be seen from Fig. 3 that there is enhanced persistence of total energy for values of Ri approximately in the range $0.1 < Ri < 0.3$. Such enhanced persistence has important implications for maintenance of variance in stochastically forced flows (Farrell and Ioannou 1993) with enhanced perturbation variance expected for $0.1 < Ri < 0.3$. However, the increased susceptibility of flows in this Ri regime to convective overturning, as remarked earlier, can be expected to considerably complicate interpretation of observations in this physically interesting region of parameter space.

5. Optimal excitation of bounded stratified constant shear flow

Consider a constant shear flow with fixed $N^2$ in a channel $|z| \leq 0.5$. Perturbations evolve according to (2.11) and (2.12), and the initial conditions that will attain the greatest energy amplification at a specified later time $T_{\text{opt}}$ can be determined using a variational method (Farrell 1988a,b). Consider solutions of (2.11) and (2.12) of the form

$$\psi = \hat{\psi}(z) e^{ik(x-ct)},$$

$$\rho = \hat{\rho}(z) e^{ik(x-ct)},$$

in which only the real parts are interpreted as the physical solution. Substitution in (2.11) and (2.12) gives

$$z\Delta \hat{\psi} + Ri\hat{\rho} = c\Delta \hat{\psi},$$

$$z\hat{\rho} - \hat{\psi} = c\hat{\rho},$$

where $\Delta = (d^2/dz^2) - k^2$. At the boundaries, $z = \pm 0.5$, $\hat{\psi} = 0$ is required. To determine the solutions, we solve the generalized eigenproblem, defined by (5.2) and (5.3) together with the boundary conditions, for the spectrum $c$ and its associated eigenfunctions ($\psi$, $\rho$). The eigenfunctions form a complete set in terms of which any initial disturbance can be expressed. The constant shear flow does not support exponentially growing solutions of the form (5.1) for any $Ri \geq 0$, that is, in (5.2) and (5.3) we have $\text{Im}(c) = 0$ (Eliassen et al. 1953). The spectrum consists of a continuum with $-0.5 < c < 0.5$.

From now on, the second-order finite-difference form of the differential operators appearing in (5.2) and (5.3) on a sufficiently high number $N$ of mesh points will be considered, where any disturbance of interest can be adequately represented as

$$\hat{\psi}_s = \sum_{i=1}^{2N} \alpha_i \hat{\psi}_{i,s} e^{ik(x-ct)};$$

$$\hat{\rho}_s = \sum_{i=1}^{2N} \alpha_i \hat{\rho}_{i,s} e^{ik(x-ct)}.$$
Here the subscript \( s \) denotes the value at the \( s \)th mesh point \( (1 \leq s \leq N) \), \( c_i (1 \leq i \leq 2N) \) is the \( i \)th eigenvalue of the discretized version of the eigenvalue problem (5.2) and (5.3), \((\psi_{i,s}, \hat{\rho}_{i,s})\) is the corresponding eigenfunction at the \( s \)th mesh point, and \( \alpha_i \) are coefficients determined by the initial conditions. The accuracy of our numerical solutions was verified by doubling the resolution and obtaining negligible differences in the solutions over the time intervals studied.

The expression for the eddy energy at time \( t \) takes the discretized form

\[
E^t = \frac{\delta}{4} \sum_{s=1}^{N} \left( \frac{d\psi_{s}^*}{dz} \frac{d\psi_{s}}{dz} + k^2 \psi_{s}^* \psi_{s} + R_i \hat{\rho}_{s}^* \hat{\rho}_{s} \right)
= \sum_{i=1}^{2N} \sum_{j=1}^{2N} Y'_{ij} a_i^* a_j,
\]

(5.6)

where \( \delta \) is the 

\[
Y'_{ij} = \frac{\delta}{4} \sum_{s=1}^{N} \left( \frac{d\psi_{s}^*}{dz} \frac{d\psi_{j,s}}{dz} + k^2 \psi_{s}^* \psi_{j,s} + R_i \hat{\rho}_{s}^* \hat{\rho}_{j,s} \right) e^{ik(c_i-c_j)t}.
\]

(5.7)

The matrix \( Y'_{ij} \) calculated at time \( t \) is denoted by \( Y' \), and the \( 2N \)-tuple \((\alpha_1, \ldots, \alpha_{2N})\) is denoted by \( \alpha \). Then the energy at time \( t \) takes the form

\[
E^t = \alpha^* Y' \alpha,
\]

(5.8)

in which the matrix \( Y' \) is Hermitian and positive definite.

To determine the spectral projection \( \alpha \) of the initial perturbation that maximizes \( E^t \) at the optimization time \( T_{\text{opt}} \) among all disturbances with unit initial energy \( E^0 \), the functional

\[
F = E^{T_{\text{opt}}} + \lambda (E^0 - 1)
\]

(5.9)

is rendered stationary with respect to \( \alpha \), with \( \lambda \) a Lagrange multiplier. The initial condition \( \alpha \) that renders this functional stationary satisfies the generalized eigenvalue problem

\[
Y^{T_{\text{opt}}} \alpha = \lambda Y^0 \alpha = 0.
\]

(5.10)

The \( 2N \) eigenvalues \( \lambda_n \) determine the factor by which the energy at time \( t \) exceeds the initial energy when the initial disturbance is the corresponding eigenfunction \( \alpha_n \). Note that because \( Y^{T_{\text{opt}}} \) is Hermitian and positive definite, the eigenvalues of (5.10), \( \lambda_n \), are real and positive, and the corresponding orthonormal eigenfunctions \( \alpha_n \) give the \( 2N \) directions of semimajor axes, each of length \( \lambda_n^{1/2} \), of the eddy-energy-amplification ellipsoid (Farrell 1990). The volume of this ellipsoid in the absence of dissipation and diffusion is constant over time and proportional to \( \prod_{n=1}^{2N} \lambda_n^{1/2} \). The \( \alpha_n \) that corresponds to the maximum eigenvalue determines the optimum initial disturbance that gives the maximum energy amplification at time \( T_{\text{opt}} \).

The eigenvalues \( \lambda_n \) for \( Ri = 0.1, 0.25, \) and 4 with \( k = 1 \) are shown in Fig. 7 for an optimizing time of six nondimensional time units. The modes that result in appreciable energy amplification are few; in this example, only three modes give amplification within 30% of the optimum, and this result is independent of discretization. One significant physical implication is that out of the continuum of initial conditions, a small number of disturbances are responsible for most of the growth, and therefore the effective dimensionality of the dynamics is in this sense much smaller than the numbers of degrees of freedom.

FIG. 7. Energy growth eigenvalues \( \lambda_n \) for various \( Ri \) for optimization time \( T_{\text{opt}} = 6 \) and \( k = 1 \) in a channel. Note that only the highest and lowest of the eigenvalues are affected by the variation of the Ri. The symmetry in this logarithmic plot reveals the invariance of the product of the eigenvalues, a consequence of the absence of dissipation and diffusion.
FIG. 9. Development of the optimal perturbation for $\text{Ri} = 0.2$ and $T_{opt} = 6$, $k = 1$ with initial energy, $E = 1$: (a) $t = 0$, the buoyancy perturbation (initial potential energy $V$ comprises 6.9% of total energy); (b) $t = 0$, the streamfunction; (c) $t = 6$, the buoyancy perturbation ($E = 10.84$ and $V = 22.2\%$); (d) $t = 6$, the streamfunction perturbation; (e) $t = 15$, the buoyancy perturbation ($E = 12.91$, $V = 98.3\%$); (f) $t = 15$, the streamfunction perturbation.
FIG. 10. Development of the optimal perturbation for $\text{Ri} = 0.75$ and $T_{\text{opt}} = 6, k = 1$ with initial energy, $E = 1$: (a) $t = 0$, the buoyancy perturbation (initial potential energy $V$ comprises 25.3% of total energy); (b) $t = 0$, the streamfunction; (c) $t = 6$, the buoyancy perturbation ($E = 8.9$ and $V = 57.5$%); (d) $t = 6$, the streamfunction perturbation; (e) $t = 15$, the buoyancy perturbation ($E = 6.5$, $V = 34.4$%); (f) $t = 15$, the streamfunction perturbation.
TABLE 2. Ratio of initial potential energy to total energy for the optimal perturbation in a channel for $T_{opt} = 6$ for various $R_i$.

<table>
<thead>
<tr>
<th>$R_i$</th>
<th>$V(0)/E(0)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.10</td>
<td>0.03</td>
</tr>
<tr>
<td>0.20</td>
<td>0.07</td>
</tr>
<tr>
<td>0.25</td>
<td>0.09</td>
</tr>
<tr>
<td>0.30</td>
<td>0.10</td>
</tr>
<tr>
<td>0.50</td>
<td>0.17</td>
</tr>
<tr>
<td>0.75</td>
<td>0.25</td>
</tr>
<tr>
<td>1.00</td>
<td>0.33</td>
</tr>
<tr>
<td>1.50</td>
<td>0.54</td>
</tr>
<tr>
<td>4.00</td>
<td>0.71</td>
</tr>
</tbody>
</table>

The maximum energy attained by the optimal perturbations as a function of $R_i$ is shown in Fig. 8 for $k = 1, 4$, and optimizing time $T_{opt} = 6$. For reference, the result for the unbounded flow is also shown. The boundaries reduce the growth of the optimal perturbation in comparison with results for an unbounded flow. The optimal disturbances in the unbounded flow have an initial tilt such that $\sigma_{opt} = l/k \approx T_{opt}$. In bounded flow, large streamwise wavenumbers $k$ associated with large vertical wavenumbers $l$ are less influenced by the boundaries, and for these short wavelengths, the solutions in the bounded domain approach the solutions in the unbounded flow. This can be seen in Fig. 8 where the $k = 4$ growth is closer than the $k = 1$ growth to that of an unbounded flow. Further, note the smooth dependence of the maximal energy on $R_i$.

The structures of the optimal perturbations for $k = 1, T_{opt} = 6$, and $R_i = 0.2, 0.75$ are shown in Figs. 9 and 10. Initially, the growing perturbation streamfunction has the familiar tilt against the shear indicative of a downgradient Reynolds stress. The initial buoyancy perturbation is of the appropriate phase so that on average dense fluid descends while lighter fluid ascends, leading to kinetic energy increase. The optimal ratio of initial potential energy to total energy is tabulated in Table 2 for some representative choices of $R_i$.

The energy amplification of the optimally growing disturbance has been shown to only gradually decrease as the $R_i$ increases. The development of total energy density, kinetic energy density, and potential energy density as a function of time are shown in Figs. 11–13, respectively, for $T_{opt} = 6, k = 1$, and various $R_i$. Note that there is enhanced persistence of the energy for $0.2 < R_i < 0.4$ because perturbations to flows in
Discussion

Shear flow can arise, as in an unstratified flow, from speeds of the exchange of kinetic energy with the mean flow. A discretization can be made by assuming that the phase gradient Reynolds stress required for perturbation interval of validity of the solution for an M-level discretization is valid. The downwind phase speed difference is in nondimensional units 1/\(M\). The associated frequency spread will be \(k/M\), where \(k\) is the horizontal wavenumber. The maximum beat period of this finite set of waves \(T = 2\pi M/k\) provides an approximate bound for the time interval over which the numerical solution with an \(M\)-level discretization is valid. Similar arguments have been advanced to obtain limits on the time interval of validity of models at synoptic scale (Farrell 1989). Other calculations presented in this section were performed with \(M = 70\) and for \(k = 1\), so that the estimated time interval of validity of the solutions extends to about 200 advective time units.

6. Discussion and conclusions

Growth and decay of perturbations in a stratified shear flow can arise, as in an unstratified flow, from exchange of kinetic energy with the mean flow mediated by the perturbation Reynolds stress. The down-gradient Reynolds stress required for perturbation growth can arise either in association with exponentially growing eigenfunctions if such exist or with appropriately configured perturbations that are not in modal form. Transient energy growth from such non-modal perturbations is expressed, in a modal expansion, through the nonorthogonality of the individual modes making up the perturbation. It has been shown in different circumstances (Farrell 1988a) that even when exponential instabilities are present, the initial growth of perturbations in a shear flow is dominated by the energetic interaction of the nonorthogonal modes. It follows that the study of shear-flow instability requires investigation of initial conditions capable of rapid transient energy growth. These optimally growing disturbances can be identified using a variational method that systematically reveals, from the multitude of possibilities, the most disruptive initial conditions that primarily determine the stability properties of the flow. In this work, we have limited our study to the simplest example of a stably stratified constant shear flow with constant Brunt-Vaisala frequency \(N^2\), which is known to support no exponentially growing modes for any value of the Richardson number \(R_i\) (Goldstein 1931; Taylor 1931b). Unlike studies such as those of Eliassen et al. (1953), Case (1960), and Brown and Stewartson (1980) in which the initial value problem was used to investigate asymptotic stability of stratified shear flows in the \(t \to \infty\) limit, this work focused on the potential for growth at finite times in unbounded and in bounded constant shear stratified flows.

The variational problem for determination of optimal perturbations in stratified shear flow was formulated and the role of the \(R_i\) in the development of these optimal disturbances investigated. The unbounded stratified shear flow that admits closed form solutions was studied first, and it was found that most of the salient characteristics of development are captured by this flow. It was determined that the optimally growing disturbances involve buoyancy forcing of such a phase as to initially transfer potential energy to kinetic energy in addition to the expected velocity forcing.

A basic characteristic of transient development in stratified shear flow is that the two available forms of energy, kinetic and potential, are not equipartitioned. At the early phases of development and for small \(R_i\), kinetic energy is transferred into potential form where it decays slowly. For higher \(R_i\), the exchange between the two forms of energy becomes more rapid, leading to reduced maximum energy amplification and more rapid decay. Causally related to this exchange between the two forms of energy is the presence of substantial buoyancy fluxes \(\rho w\), which peak near the energy maximum. This situation should be contrasted to the behavior of internal modal gravity waves in a shear flow for which energy is equipartitioned and density and vertical velocity are in quadrature leading to vanishing buoyancy flux. This modal wave behavior has encouraged adoption of a diagnostic distinction between coherent wave motions and turbulence according to whether the buoyancy flux is zero or nonzero (Itsweire et al. 1986). It is clear that care should be exercised in applying this diagnostic criterion, lest transient wave

---

Fig. 14. Evolution of the total energy (curves 1) and kinetic energy (curves 2) for the optimal disturbance in a channel with \(T_{opt} = 1, k = 1\) for \(R_i = 0.25\). The various curves correspond to a different number of levels of discretization.
Turbulence in the free atmosphere is usually observed when \( \text{Ri} < 1 \), with increasing frequency of occurrence for smaller \( \text{Ri} \) (Woods 1969). The presence of exponentially growing modal disturbances, however, necessarily requires the presence of regions in the flow with \( \text{Ri} < 0.25 \) (Miles 1961; Howard 1961). The assumption that a necessary precursor to turbulence is the presence of an exponentially unstable mode, together with heuristic arguments such as that of Chandrasekhar (1961) that turbulence in a stratified flow is necessarily requires the presence of regions in the flow where \( \text{Ri} \) lies approximately in the range \( 0.1 < \text{Ri} < 0.3 \). The transfer of perturbation kinetic energy into potential energy during the early phases of the development along with the reduced decay of transient energy for small \( \text{Ri} \) leads to enhanced persistence of perturbation potential energy when \( \text{Ri} \) lies approximately in the domain \( 0.1 < \text{Ri} < 0.3 \). This may have implications for maintenance of the perturbation variance in a stochastically driven stratified flow, suggesting enhanced variance when \( \text{Ri} \) lies in this domain.

Another remarkable feature of the development of disturbances in stratified shear flow is found when the Richardson number is less than approximately 0.4. For such \( \text{Ri} \), even quite small initial perturbations rapidly develop locally negative stratification, implying convective instability. This suggests that transient development in shear flow at low \( \text{Ri} \) will rapidly lead to local regions of convectively generated turbulence.
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APPENDIX

Comparison between \( E(t) \) Found Using the WKB and Exact Solutions

Consider a harmonic oscillator with variable frequency \( \omega^2(t) \), where \( \omega \) is a large parameter. The displacement from some equilibrium position \( x(t) \) satisfies

\[
\frac{d^2x}{dt^2} + \text{Ri} \omega^2 x = 0. \tag{A.1}
\]

When \( \omega^2(t) = (1 + t^2)^{-1} \), the motion of this oscillator corresponds to transient development of plane-wave perturbations in stratified constant shear flows with \( \text{Ri} \) identified as the Richardson number and \( \sigma = 0 \). For \( \text{Ri} \gg 1 \), the WKB asymptotic approximation of (A.1) is obtained, which is valid to \( O(1/\text{Ri}^{1/2}) \):

\[
x(t) = x_0 \left( \frac{\omega_0}{\omega} \right)^{1/2} \cos \phi + \frac{v_0}{(\text{Ri} \omega_0 \omega)^{1/2}} \sin \phi, \tag{A.2a}
\]

\[
v(t) = v_0 \left( \frac{\omega_0}{\omega} \right)^{1/2} \cos \phi - x_0 (\text{Ri} \omega_0)^{1/2} \sin \phi, \tag{A.2b}
\]

where \( x_0 \) is the initial displacement, \( v(t) \) is the velocity, \( v_0 \) is the initial velocity, \( \omega_0 = \omega(0) \), and \( \phi = \text{Ri}^{1/2} \int_0^t \omega(\tau) d\tau \). The total energy \( E \) to this level of accuracy is given by

\[
E(t) = \frac{\omega(t)}{2} \left( \text{Ri} \omega_0 x_0^2 + \frac{v_0^2}{\omega_0} \right). \tag{A.3}
\]

From (A.3), the well-known result of the adiabatic invariance of \( E(t)/\omega(t) \) can immediately be seen, which implies that as \( \omega \) monotonically decreases, the energy also monotonically decreases. To test the validity of the WKB approximation, (A.1) is numerically integrated with the time-dependent frequency \( \omega^2(t) = (1 + t^2)^{-1} \) and the evolution of the energy amplification for \( \text{Ri} = 1 \) and \( \text{Ri} = 25 \) compared with the result from WKB analysis in Fig. A1. In Fig. A2, the corresponding
shows small oscillations in the energy decay even for large Ri. This difference can be attributed to the in­
these energy oscillations.

employed WKB analysis and obtained eventual mono­
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Phillips (1966) considered the evolution of kinetic energy in a stratified flow with constant shear. He em­ployed WKB analysis and obtained eventual mono­tonic decay of energy. Careful inspection of Figs. 3–5 shows small oscillations in the energy decay even for large Ri. This difference can be attributed to the inherent failure of second-order WKB analysis to capture these energy oscillations.
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