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Introduction

Conformal symmetry is a potent tool in the construction of two-dimensional conformal quan-
tum field theories which are very special in the following sense. The symmetry group of
transformations which leaves angles invariant in Minkowski space is the conformal group.
While in d dimensions the conformal group is isomorphic to the Poincaré group in d + 2
dimensions and thus it is finite dimensional, in two dimensions there is an infinite variety of
conformal transformations and thus the symmetry algebra corresponding to these conformal
transformations is infinite dimensional. This is a very powerful tool since this high degree of
symmetry imposes many natural constraints so that any QFT in two dimensions with con-
formal symmetry has a structure that makes it clearly arranged. There are many examples of
such theories which are completely solvable in the sense that one can compute accurately in
principle all the correlation functions, from which observable quantities are obtained in field
theories. Making some times such exact statements in nontrivial situation without relying
on the mysteries of perturbation theory is at least a very satisfying and interesting result.

However, one might say that although all this is true, two dimensions are not quite
enough to describe what seems to be the real world in four space-time dimensions and this
is a fair argument. This raises the question whether or not two-dimensional conformal field
theories are significant, if not at all important, as a language in physics and if their structure
can capture, describe and substantiate measurable processes. The answer to this question is
threefold, at least to our knowledge.

Firstly, in statistical and condensed matter physics there are many models and theories
which take place in two dimensions and thus two-dimensional conformal field theories play
and essential role. For example, one might be interesting in phenomena which are confined
on the two-dimensional boundary of a three-dimensional object, or a system with one spatial
dimension which evolves in time whose history is thus a two-dimensional surface. If these
situations are accompanied by ceratin symmetries, the most important of which is scale
invariance, then two-dimensional conformal field theory can be utilized. The critical Ising
model whose continuum limit is described by a two-dimensional conformal field theory of
central charge ¢ = 1/2, is probably a famous example of such a situation.

Furthermore, two-dimensional conformal field theory is intimately connected, in a sense
even identical with perturbative string theory. String theory is the most famous candidate
for a grand unified theory that describes all known physical interactions. That is, electro-
magnetism, gravity as well as the weak and strong interactions, all in a unified manner. The
underlying formulation of string theory is described by an action principle, where the action
is an integral over the two-dimensional surface swept out by the superstring as it propagates
in space and time. This action is invariant under conformal transformations of the world-
sheet coordinates and Weyl transformations of the worldsheet metric, which implements the
conformal symmetry.

Last but not least, two-dimensional conformal field theory serves as an interface between
physics and mathematics. This might seem tautological in the sense that most of physics is
formulated in some kind of mathematical language, but the above statement is meant in the
stronger sense that both mathematicians and physicists pursue common research with open
mind for the views and ideas of the other side. While in most other QFTs the mathematicians

D. MANOLOPOULOS 3 K. SFETSOS
NCSR ” DEMOKRITOS” UNIVERSITY OF ATHENS



INRODUCTION

some times cannot make sense of the concepts employed by physicists, in a two-dimensional
conformal field theory this goal is much closer to be achieved. For example, in d-dimensional
QFTs one usually assumes a path integral description of the theory, however the path integral
is not a well defined mathematical object. In other words, the path integral approach has
the disadvantage of not being defined rigorously, because it is unclear what measure one
may put on the infinite dimensional space the path integral is over. In a two-dimensional
conformal field theory, a path integral description is not explicitly needed, although one can
always implicitly assume one. String theory was also the motivation for Segal to give his
abstract definition of conformal field theory. His work has been highly influential for many
mathematicians working on conformal field theory but we will not go any further into this
matter. The point here is that mathematicians on one hand can be inspired by the intuition
and insight of physicists and use this as a motivation in order to develop new structures or
gain better understanding of known ones. Physicists on the other hand can appreciate and
use these deeper mathematical structures in order to uncover the fundamental structure of
a physical system, otherwise it should not be spoken of true understanding.

In these lecture notes a short introduction to Conformal Field Theory (CFT) is presented.
It should be noted however, that it is beyond the scope of these notes to present a full sum-
mary of CFT. Conformal field theory is a highly developed subject with many connections
to different areas of physics and mathematics as well as with many excellent reviews and
textbooks available. A selection recommended by the authors, in alphabetical order is

s ~

1] Recommended literature on 2-dimensional CFT

[ASG89] An introduction by Alvarez-Gaume, Sierra and Gomez, written with an emphasis
on the connection to knots and quantum groups.

[BPZ] The original paper by Belavin, Polyakov and Zamolodchikov.

[BYB] The book by Di Francesco, Mathieu and Sénéchal, which develops CFT from first
principles. The treatment is self-contained, pedagogical, exhaustive and includes
background material on QFT, statistical mechanics, Lie and affine Lie algebras,
WZW models, the coset construction e.t.c.

[Ca08] Lectures given at Les Houches (2008) by John Cardy with emphasis to statistical
mechanics.

[Gab99]  An overview of CFT centered on the role of the symmetry generating chiral algebra
by Matthias Gaberdiel.

[Gin] Lectures given at Les Houches (1988) by Paul Ginsparg.

[Se02] The axiomatic formulation of CFT by Segal in the language of category theory
and modular functors.

In the following, an introduction is given to those areas of CFT that are most relevant
for those interested to take a fist course in the subject with a direction for string theory
applications. In a few cases the results might just be stated since they are considered as
standard in the literature and the readers may refer themselves to the recommendations
mentioned above or to citations within the main text, for further details.
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Z Exercise 0.1. We certainly did not manage to remove all the errors from these notes.
The first exercise is to find all the errors and send them to us.
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1 CONFORMAL INVARIANCE

1 Conformal Invariance

1.1 Symmetry in Physics

This subsection is somewhat of general interest since we will explain in some detail what does
one mean by a symmetry in physics. The ideas developed here will be used later on when
we will discuss the consequence of an infinitesimal continuous symmetry transformation on
the correlation functions of the theory and the Ward identities.

Symmetries are an important concept in physics. Recent theories are almost entirely
constructed from symmetry considerations alone. Some notable examples are gauge theories,
supergravity theories and two-dimensional conformal field theories. In this approach one
demands the existence of a certain symmetry and wonders what theories with this property
one can construct.

Recall for example, in quantum mechanics the states of a quantum system are elements
of the Hilbert space H. Given a state 1(0) € H at time zero, its time evolution is described
by a self-adjoint operator H, the Hamiltonian on H. Thus, at time ¢ the system will be in
the state

Y(t) = en(0). (1.1)
In general, given a self adjoint operator A € H, such that [A, H] = 0, one can consider a one

parameter family of operators Uy(s) = €4, for s € R. The operators Uy(s) are unitary so
they preserve probabilities and commute with time-evolution:

@Z) evolve e%Hw
ws)l O lws) (1.2)
Ua(s) oins Ua(s)einy = emnl Uy (s)h

In a QFT on the other hand, the symmetries will act on the fields of the theory. These
fields are scalar fields, vector fields and spinor fields. In these notes we will mostly be
concerned with scalar fields ¢. A local field ¢(x) = ¢(x,t) arises from giving the time-zero
field ¢(Z), time dependence generated by a local Hamiltonian H,

¢(z) = Ul (t)o(2)Un(t), (1.3)

where Ug(t) = e ™ (in units where A = 1) is the time evolution operator. Then, a
symmetry is an invertible map f on the space of fields (or space of states) which commutes
with the time evolution map p, where p is known as a projective representation and it acts
on the time-zero fields as in (1.3) i.e. ¢ — UToU:

¢ ——"—— ¢(z)

fl O lf (1.4)

¢ ———— ¢ (2)

In words, what the above commutative diagram says is the following. If one started from ¢
and evolved in time with p to arrive to ¢(x) and then performed a symmetry transformation
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1.1 Symmetry in Physics 1 CONFORMAL INVARIANCE

f, to finally arrive to ¢'(z) = f(¢(x)), it would have been the same as if one started from ¢
and first performed the symmetry transformation f, followed by p. That is fop=po f.

Example 1.1. Lets take f to be the map Up(q): 6 ~— €% € U(1) for ¢ € R. Then (1.4) simply
says that

Us(a) (Un()'6(@)Un (1)) = ¢/ (z) = Un ()" (Us(0)$(Z)) U (¢)- (1.5)

This equality holds because § and H commute. This example is a U(1) symmetry, one can gauge

= such a symmetry if one supposes that the parameter 6 is allowed to be a function of space-time:
0(x). We see that the map Upy(q) provides a representation of U(1). One can now try to generalize
this by replacing U(1) by any Lie group G and taking the fields to take values in a space that carries
a representation R(g) of G, for some group element g € G. The group G is usually called the gauge
group and this generalization is known as a Yang-Mills theory.

Consider now the family of operators Ur(e) = €. From the commutative diagram
(1.4) we see that in order for this to be a symmetry, (i.e. so that one must be able to write
an equality of the form (1.5)) the operators T have to commute with H. If the parameters

€, are very small then we take the infinitesimal symmetry transformation
Ur(e) = 1 +ie,T" + O (€°) . (1.6)

The operators T are elements of the Lie algebra g of G and they can be thought of as
the generators of the infinitesimal symmetry transformation (1.6) since they generate g. We
recall that a Lie algebra can be thought of as the tangent space at the identity of a continuous
group G, see figure 1 for example. Then {T* |a =1...dimg} form a basis, note however,
that if g is infinite-dimensional, we cannot be sure to find a basis.

Figure 1: S3 as a Lie group is isomorphic to the group SU(2) whose Lie algebra is su(2).

The infinitesimal symmetry transformations are easier to deal with than the whole family.
Therefore, one usually describes continuous symmetries in terms of their generators. The
relation between a continuous family of symmetries and their generators, is in essence the
relation between Lie groups and Lie algebras, the latter being an infinitesimal version of the
former. It turns out that Lie algebras are much easier to work with and still capture most
of the structure.
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1.2 The Conformal Group in d Dimensions 1 CONFORMAL INVARIANCE

1.2 The Conformal Group in d Dimensions

In this and the following subsection we will talk about some aspects of CF'T in d dimensions.
The rest of the notes will concentrate in two dimensional CFT which we will develop in
more detail. Consider a flat metric g,, on a space-time manifold .#Z. We say that the
transformation z* — z'* is a conformal transformation of the coordinates if it leaves the
metric tensor invariant

G () = g, (2) = (1) g (), (1.7)
up to a scale factor Q%(z), called the conformal factor. This means that the physics of the

theory under consideration looks the same at all length scales. In other words, conformal
field theories preserve angles but not necessarily lengths.

Example 1.2. Consider the Minkowski metric in two dimensions in light cone coordinates o+ = z=+t
ds* = dodo_.
€25 Using the conformal transformation oy = tano’,, with o, € (—7/2,7/2) one obtains

2

ds"? = cos® o4 cos® o_ds* = do’ do”_,

from which we immediately see that Q2 = cos? o, cos?o_.

Exercise 1.3. Start with the flat space metric in R»¥~! in polar coordinates
dsil,d_l = _dt2 + d"'Q + 1“2d5'§_2,

where ng_Q is the metric on S%2. Consider now the coordinate transformation

b r= b
cosh u + cosh (%) cosh u + cosh (%)

_ sinh (%) R sinh u
where R is the constant radius of S%~2. Find the conformally transformed metric and show that
the conformal factor is given by

o 1

(coshu + cosh (%))2 .

Identify the topology of the conformally transformed metric. What does R now represents in this
new metric?

The set of all conformal transformations in d dimensions forms a group, the conformal
group, which is isomorphic to the group of Poincaré transformations SO(d + 1,1) in d + 2
dimensions (we will see this isomorphism in a moment), with 1 (d+ 1)(d+ 2) parameters and
thus it is finite dimensional. For an infinitesimal transformation z# — x* = x# 4+ €*(x) to
be conformal the metric tensor, at first order in € changes as follows

§Gu = (O — 1) g = 20,60 (1.8)

Exercise 1.4. Convince yourself that under the infinitesimal transformation the metric tensor
/@] indeed changes as stated in (1.8). Hint: use the transformation rule for the metric up to first order
in e.
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1.2 The Conformal Group in d Dimensions 1 CONFORMAL INVARIANCE

The conformal factor is determined by taking traces

=1+ %8#6“. (1.9)
Combining equations (1.8) and (1.9) we get
€y = Cll@pepgwj. (1.10)
The last equation implies that
(9,w0” + (d —2)8,0,) O =0, (1.11)
which after contracting with g"” reduces to
(d—1)0*Q* = 0. (1.12)

Exercise 1.5. Derive equation (1.11) from (1.10). Hint: Apply an extra derivative 9, on (1.10) and
permute indices. Then take a linear combination to arrive at 20,0,€, = (91,04 + 9upOy — 9 0,) Q2.
Finally, contract with g"¥ and apply 9, to arrive to (1.11).

Clearly, the case d = 1 is trivial and it simply means that everything is conformal in one
dimension since there are no angles. The case d = 2 will be treated in more detail later on.
Now, for d > 2 we see that € is at most quadratic in x, so we have the following possibilities:

e For € zeroth order in x: translations e* = at.
e For ¢ linear in x we have two possibilities:

1. scale transformations et = \x*

2. rotations e = w',x¥, (W) = 0)
e For € quadratic in x: special conformal transformations or briefly SCTs
e = bla? — 22Mb - x.
Manifestly, the SCTs are nothing but an inversion plus a translation, % = L 4 bM

More abstractly, with think of the infinitesimal transformations as being generated by
the linear operators

P, = —i0,
Mp,y = 2i$[uay]
1.13
D = —iz"d, ( )

K, = —i(2x,2"0, — 1%0,)

The factors of i are chosen to ensure that the generators are Hermitian. These generators
can then also be though of as applying on different objects, e.g. space-time fields rather
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1.2 The Conformal Group in d Dimensions 1 CONFORMAL INVARIANCE

than space-time points. In other words we have an abstract algebra and its action on x* is
merely one representation.

These linear operators generate the conformal algebra, which is locally isomorphic to
SO(p+1,q+ 1). To see this a little counting will help. If we set p + ¢ = d then we see
that there are p + ¢ generators for P, (translations), 1(p+¢)(p+ ¢ — 1) for M,, (rotations),
1 for D (dilations) and finally p + ¢ for K, (SCTs). In total, the conformal algebra has
%(p + g+ 1)(p+ g+ 2) generators. The conformal algebra is defined by the commutators

D,

Pl
D Ku] =
[Kw P= (nsz - M/w) (1.14)
[KmMW] = ( nva )
[vaMuV] = ( 77pvP>
(M Mpo| = i(0pMpuo + Mo Mup — 1My — Mo Myp)

Exercise 1.6. Show this using (1.13). %

Redefining now

Juu = M;w
1
Jfl,# = §(Pu - Ku)
, (1.15)
Jfl,O - D
1
JO# = §(Pu + Ku)

with Jy = —Jpe, and a,b € {—1,0,1,...,d}, we see that the new generators satisfy the
SO(d + 1,1) commutation relations

[Jaba ch] - 'L.(nadt]bc + nchad - T]achd - ndeac)a (116)

which shows the isomorphism between the conformal group in d dimensions and SO(d+1, 1)
in d + 2 dimensions as mentioned above.

One can integrate to finite conformal transformations. Translations and rotations form
the Poincaré group

ot =t + a®

2 _

= A, (A, € SO(p,q)) (=1 (L17)

Next for the dilations we have
o't = \at, (Q* =272, (1.18)

while for the SCT’s
bx? + x
= 0% = (V%22 + 2bx + 1)?). 1.1

b2x2 + 2bx + 17 ( (02" + 2br + 1)7) (1.19)
D. MANOLOPOULOS 10 K. SFETSOS
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1.2 The Conformal Group in d Dimensions 1 CONFORMAL INVARIANCE

1.2.1 Representations of the Conformal Group

The linear operators in (1.13) are not the full generators of the conformal symmetry since
by the discussion in subsection 1.1 they must include the continuous symmetry generators
T®, which form a representation of the conformal group. Under an infinitesimal symmetry
transformation the fields transform as

¢(x) = ¢'(2) = ¢(x) + ded(x) = (1 — ie T")p(x). (1.20)

where §, = %, expresses the variation of the field with respect to the infinitesimal parameter
€a- Therefore, one must add T to the space-time part of (1.13) in order to obtain the full
symmetry. To proceed, it is customary to rewrite (1.20) as

0ep(x) = ¢'(2) — p(x) = —ie, T P(x), (1.21)
Furthermore, the coordinates under a general infinitesimal transformation change as
= 't =t + € (x)dat. (1.22)
Under this change of coordinates the various fields change also as
Pa(T) = @, (2) = Xa[o(2)]. (1.23)

This means that, the field considered as a mapping ¢: R? — M, from space-time to some
target space M is affected in two ways, first by the functional change ¢’ = X[¢] and second
by the change of argument x — 2. Expanding to first order in €* we have

—~
~

¢ (') 2 $x) + e (2) Xa[o ()
Do — ) + e Xalo@)] (124)
D g(a) — 5.2 (') + € X, [b(2)]

w

where in step (1) we wrote (1.23) in infinitesimal form, in step (2) we did an inverse trans-
formation of the coordinates © = 2’ — €%(x)d.2"™ and finally in step (3) we did an expansion
to first order in €*. From (1.24) it can also be seen that

¢ Xa[o(z)] = ¢'(2) — o(). (1.25)
We can treat 2’ as a dummy variable in (1.24) to finally take
dep(x) = —€*0.2"0,0(x) + € X,y[p(x)] = —ie T, (). (1.26)

Therefore, the explicit expression for the generator is
Too(x) =i (Xu[o(x)] — a0, () . (1.27)

For an infinitesimal translation generated by e* = a* we see that 2'* = z* + a* and
therefore, ¢'(z') = ¢'(z + a) = ¢(z), thus X,[¢] = 0. So we conclude that

P, = —id,. (1.28)

D. MANOLOPOULOS 11 K. SFETSOS
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1.2 The Conformal Group in d Dimensions 1 CONFORMAL INVARIANCE

For an infinitesimal Lorentz transformation e = w* x”
= At AP =0+ Wt (W, < 1). (1.29)
Plugging this into the condition

" =AN AN 7 = wuw) =0. (1.30)

Exercise 1.7. Show this by keeping w to first order. %

One can use this to write (1.29) as

" = 2+ w2, (1.31)

which implies
St =l 29, (1.32)

Under the infinitesimal Lorentz transformations (1.29) the field ¢(z) will transform as

¢'() = ¢(A,2") = U(A)g(x), (1.33)

where U(A), is a matrix representation of the Lorentz group depending on A and to first
order in w, is given by .

UA) =1— %WWSW, (1.34)
where the factor of 1/2 compensates for the double counting of transformation parameters
caused by the full contraction of indices and S* is some Hermitian matrix obeying the
Lorentz algebra. Thus, we see that X®[¢] = —55"¢(r). Finally, using (1.27) the full
generator M* of infinitesimal Lorentz transformations can be written as

%M’“’(b(:ﬁ) _ (x[uéxv} _ %SMV> o(z), (1.35)

from which we immediately see that

ij = 2Z'LU[M 81,] + SMV' (1.36)

Exercise 1.8. Show that for an infinitesimal dilation ' = (1 + X)z*, for which

#@) = (1-M)d(x), (<1), (1.37)

fia)

with A the generator of dilations, the corresponding symmetry generator is given by

|D=—i(z"9,+4).| (1.38)

We will use these later on to derive the Ward identities that correspond to each one of
these generators.
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1.3 Conformal Invariance in 2 Dimensions 1 CONFORMAL INVARIANCE

1.3 Conformal Invariance in 2 Dimensions

In two dimensions there exists an infinite variety of coordinate transformations that, although
not everywhere well defined, are locally conformal and they are holomorphic mappings from
the complex plane to itself. The local conformal symmetry is of special importance in
two dimensions since the corresponding symmetry algebra is infinite-dimensional. These
statements will become more clear in a moment.
Note that for d = 2 and g,, = 6,,, equations (1.10) are just the Cauchy-Riemann
equations
01€; = Os¢s and 0Oje9 = —Os€y. (1.39)

These equations are the conditions for a function to be conformal. If we identify the two
dimensional Euclidean space with the complex plane we may write

€(z) = €1 +iey, €(2) =€ + 6, (1.40)

in the complex coordinates z = x + iy and z = x — iy. If we denote the metric tensor in
complex coordinates as g3, where the indices «, 8 take the values z and z in that order and
we set

0=0, and 0= 0s, (1.41)

then the following table summarizes the relation between some quantities in Cartesian and
complex coordinates.

’ Quantity \ Cartesian coordinates (x,y) \ Complex coordinates (z, 2) ‘

ot r=1(z+2),y=—%(z—2) z=x+iy, Z=1—1y

O 9y =0+0,0,=1i(0—0) 0 = 1(0, —i0,), 0 = 1(0, +1i9,)

10 (I 0 2
guu Guv g (O 1) Gap (% 0)79 (2 0)

Table 1: Relation between some quantities in Cartesian and complex coordinates

Exercise 1.9. Show the relations in table 1. %

In this language, the holomorphic Cauchy-Riemann equations become

ow(z,z) =0, (1.42)

whose solution is any holomorphic mapping z — w(z) = z + €(z). Analytic functions
automatically preserve angles and we see that there are infinitely many independent such
transformations.

EZ Exercise 1.10. Show the holomorphic Cauchy-Riemann equations (1.42) from (1.39) using table
1.

Everything we have said up to now is purely local, we have not yet imposed any conditions
for the conformal transformations to be everywhere well defined and invertible. Strictly

D. MANOLOPOULOS 13 K. SFETSOS
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1.3 Conformal Invariance in 2 Dimensions 1 CONFORMAL INVARIANCE

speaking, in order to form a group, the mappings must be invertible and must map the
whole plane to itself (more precisely the Riemann sphere C U 0o). One, therefore, must
distinguish global conformal transformations, which satisfy these requirements, from the
local ones, which are not everywhere well defined. In order to proceed and find these global
conformal transformations we need to find first the commutator relations for the infinite
dimensional local conformal algebra and then mod out the non invertible transformations.
We start by taking the basis

2 w(z) =z+6,(2), Z—w(Z)=2Z+¢€(2), n € Z, (1.43)
where, €,(2) is a polynomial in z of degree n + 1
en(2) = —2"H €, (2) = -2 (1.44)

The corresponding infinitesimal generators are

b, = —2"19, 1, =-z""0. (1.45)

These satisfy the algebra
[l bn] = (M — 1) lnins [l On) = (M — ) lpiny [l £n] = 0. (1.46)
Exercise 1.11. Show that the £’s satisfy the above algebra. %

The holomorphic and antiholomorphic infinitesimal generators, generate the two isomor-
phic subalgebras W and W respectively, called the Witt algebra. The last relation in (1.46)
means that these two subalgebras decouple from each other and thus, in order to take the
overall local conformal algebra we must form the direct sum W @ W. This in turn means
that if we extend the Cartesian coordinates (z,y) € R? to the complex plane, i.e. (z,y) € C,
then the variables z and z are independent and z is not the complex conjugate of z, but
rather a complex coordinate. However, it should be kept in mind that the physical space is
the two-dimensional submanifold defined by 2* = z on which we recover (z,y) € R?. In the
quantum case, the Witt algebra (1.46) will be replaced by the Virasoro algebra which has
an additional term proportional to a central charge.

As mentioned above, in order to take the global conformal algebra, for which the global
conformal transformation are invertible and everywhere well defined (i.e. they have no
singularities) we need to mode out the subset of these local conformal transformations which
do not have this property. First we note that holomorphic conformal transformations are
generated by the vector fields

v(z) = — Z anly = Z a2 tto. (1.47)

neZ ne’l

It is easy to see that in order for v(z) to be well defined as z — 0 and a,, # 0, we must take

n > —1. To see what happens to v(z) as z — oo we make the transformation z = —1/w.
1 n+1 dz -1 1 n—1
w=Ye() (@) %=Ze () 1
nez neZ
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2 CORRELATION FUNCTIONS

Similarly, non-singularity as w — 0 means that n < 1. Therefore, the infinitesimal transfor-
mations that are globally well defined are {¢_1, ¢y, €1} U {l_1, lo, (1}

Exercise 1.12. Using (1.45) and table 1 show that ¢_; and /_; are the generators of translations,
ﬁ] Lo+ £y are the generators of dilation, i(¢y — {y) are the generators of rotations and ¢; and ¢; are the
generators of SCT’s.

The group of global conformal transformations on the Riemann sphere is finite dimen-
sional and consists only of Mobius transformations

az+b
= )
cz+d

ad — be =1, (1.49)
where a, b, ¢, d € C, analogously for Z. To each of these mappings we can associate the matrix

A= ( ‘é 2 > € SL(2,C). (1.50)

We easily see that the composition of two maps corresponds to matrix multiplication and the
condition ad —bc = 1 to det A = 1. Therefore, the global conformal group in two dimensions
is isomorphic to the Lie group PSL(2,C) = SL(2,C)/Zy and it is finite dimensional. The
reason one quotients by Z, is that A and —A define the same transformation.

2 Correlation Functions

You have possibly seen the term “correlation function” many times and wonder what it
really means. On the other hand, you are familiar with the uncertainty principle since your
school years and from your quantum mechanics courses. A correlation function is the QFT
analog of that principle. It is typical for correlation functions to diverge when the positions
of two or more fields coincide. Quantum fields ¢(z) are operator valued distributions rather
than mere functions. This means that although they have a well defined vacuum expectation
value (statistical average, or mean value), say within a given volume V'

0@} = 57 [ & o(o)

the fluctuations of the operator at a fixed point (i.e. its variance) (0|¢(x)p(x)|0) diverges
as V' — 0. This reflects the infinite fluctuations of a quantum field measured at a precise
position.

To the fields ¢(z, Z) in the theory we can associate a scaling dimension A and a spin s.
Given such a field, we define the holomorphic conformal dimension h and its antiholomorphic
counterpart h as

h:%(Aan), ﬁ:%(A—s). (2.1)

Every conformal transformation z — w(z) looks locally like a combined rescaling and
rotation. The CFT will contain some fields, called primary fields which can only see this

D. MANOLOPOULOS 15 K. SFETSOS
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2 CORRELATION FUNCTIONS

local behaviour, i.e. whose transformation properties depend only on the first derivative of
w. To see this consider for example the metric

ds® = dzdz,
which under z — w(z) and z — w(z) transforms as
ds* — Qwowds®.
This is similar in form to the tensor transformation property. We would like to generalise

this to include the conformal dimension of the fields.
A field ¢(z, z) that under any local conformal transformations z — w(z), Z — w(Z),

transforms as B
oo (dw\ " (do\T" -
s = () (%) oo 22)

it is called a primary field of conformal weight (h,h). If ¢(z,2), under global conformal
transformations, transforms as in (2.2), then it is called a quasi-primary field. The fields
that do not have this property are known as secondary fields.

The infinitesimal version of (2.2), under the conformal mapping z — z + €(2) and z
zZ+€(2), is

becp(2,2) = (hOe + €0 + hOe + €0) ¢(z, 2). (2.3)

We say the theory is covariant under the transformation (2.2) if the n-th correlation

functions satisfy

G (wy, ;) = (¢ (w, @1) . .. @), (wn, Wy))

ST (22) " e o)
P de de 1\#1,#1) - - - Pnl<n, <n (24)
o fdw T dw\
— i L G (5. 7).
g (dzj) (d%‘) (5%)
Example 2.1. If we act on the 2-point function G (z;, z;) with & ¢ from (2.3) we get
0GP (2, %) = (0 etr (21, 21) b2 (22, Z2)) + (¢1(21, 21)0c epa(2a, 22)) = 0, (2.5)

which gives the differential equation

[(R101€(21) + €(21)01 + h202€(22) + €(22)02)
+ (h101€(21) + €(21)01 + h2028(22) + €(22)02) ] G?(z,z)=0. (2.6)
Setting €(z) = 1 = &%), one can show that G(®(z;, %), depends only on the distance
By = B = By By = By = Be (2.7)
Setting €(z) = z and &Z) = Z, one can require that G (z;,z;) = 012/2?21+h22§21+ﬁ2, for some

constant Cyo. Finally, for €(z) = 2% and €(2) = 22, one requires that hy = hy = h and hy = ho = h
to arrive to the result,

Ci2

2h 52h °
212 %12

G(2) (ZZ‘,ZZ‘) = (28)
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2.1 The Energy-Momentum Tensor 2 CORRELATION FUNCTIONS

In two dimensional CFTs, we can always take a basis of quasi-primary ¢; with fixed
conformal weight and one can normalize their 2-point functions as
_ _ 0ij
(0i(2, 2) ¢ (w, w)) = —5i (2.9)

(z —w)?hi(z — w)2h

2.1 The Energy-Momentum Tensor

We would now like to explore the consequences of conformal invariance for correlation func-
tions in a fixed domain (usually the entire complex plane). It is necessary to consider
transformations which are not conformal everywhere, i.e. local conformal transformations.
This brings in the energy-momentum tensor (or stress-energy tensor). The name energy-
momentum tensor refers to Minkowski space-time while the name stress-energy tensor refers
to the elastic properties of materials. In a slight abuse of notation we will use both names. In
a classical field theory it is defined as the Noether current which is conserved and symmetric,
in response of the action S to a general infinitesimal transformation e#(x),

68 = — / d’z T 0,6, = — / d*z T" O, (2.10)

This is valid even if the equations of motion are not satisfied. Then equations (1.8) and
(1.9) imply that the corresponding variation of the action under an infinitesimal conformal
transformation is

§S = /d% T (2% —1) =0, (2.11)

where 0% =1 — 0,¢” is not an arbitrary function. The tracelessness of 7" then implies the
invariance of the action under conformal transformations. Altogether, respectively in that
order, the properties of the stress tensor which originate from invariance under, rotations,
rescaling and its conservation law and when its position does not coincide with that of other
fields, are

Ty =0, T, =0, 9,T" =0 (2.12)

i.e. symmetric, traceless and conserved. There is a quantum version of the above relations
demonstrated by the so-called Ward identities that we will see in the next subsection. The
relations between its components T, in complex (z, Z) and 7}, in Cartesian (z, y) coordinates
are

T.. =1 (T — 20Ty —Thy) Tsz =5 (T11 + 2iTo — Tho) T;z =1z =0 (2.13)
Tow=1T,. + 1% Tyy = —Tiy Ty =i(To, — Tss) = Ty
Exercise 2.2. Show this using the transformation property of T,,,, as well as table 1. %

The conservation law ¢*70,T,3 = 0, implies that
oT =0T = 0. (2.14)
D. MANOLOPOULOS 17 K. SFETSOs
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2.2 Ward Identities 2 CORRELATION FUNCTIONS

Therefore, the energy-momentum tensor splits into a holomorphic and an antiholomorphic
part and it is customary to write these parts as T = T(z) = T,, and T = T(2) = T3,
respectively. It will also be useful to define a renormalized version thereof by

T(z) = —2rT,., T(z)=—-27Ts. (2.15)

2.2 Ward Identities

In this subsection we consider the consequences of a continuous symmetry transformation,
explained in subsection 1.1, on the correlation functions

((x1)... d(zn)) = % / [Dé] é(z1) .. plwn)e 5, (2.16)

where Z is the vacuum functional. Under a continuous symmetry transformation of the
action and the integration measure the correlation functions of the theory are constrained
via the so-called Ward identities. Since correlation functions are the main object of study
in a quantum theory, one may say, that the Ward identities are the quantum analog of
Noether’s theorem.

The variation of the action under a symmetry transformation d¢(z) = ¢'(z) — ¢(z) is
given by!

58 = / A2z 6L(¢,0,0)

= [ {g—ga¢ ¥ %ww} (2.17)

=[5 - 2ama) (oae) )

When the equations of motion are satisfied the term in the square brackets vanishes, so we

are left with or
L=0, ——— | . 2.18
(5@) (238)

However, for the transformation d¢ to be a symmetry, the Lagrangian must change by a
total derivative 0L = 0, F*. Equating this with (2.18) we get the conserved current

ouj" =0, (2.19)
with o7
= 2§ — F 2.20
90,9 220
In particular, one may show that under (1.22) and (1.23) the action transforms as
68 = — /d% ("), Oueal(). (2.21)

!The arguments presented here apply also in d dimensions and not just two that we will keep using just
for the sake of argument.
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2.2 Ward Identities 2 CORRELATION FUNCTIONS

Then the conservation law (2.19) simply follows from Noether’s theorem, i.e. if the field
configuration obeys the classical equations of motion, the action is invariant under any
variation of the fields for any position dependent parameters €,(x).

We consider now the infinitesimal symmetry transformation

0p(x) = ¢'(x) — d(z) = —ie(2)T"d(x), (€a(z) < 1), (2.22)

acting on the correlation functions (2.16). Note that the positions are the same on both sides
and that the parameters ¢,(x) depend now on the position. Under such a local transformation
the action is not invariant and its variation 6S = S" — S, is given by (2.21). Thus, one may
write

(6(x1) ... o(zn)) & —/[D<;§’] & (1) ... ¢ (w,)e 5]

2 % [D&] {d(@1) ... $n) + 6((1) ... $(ary)) ye~ G5
& % (DY) {d(@1) ... d(x) + 6(d(@1) . .. () pe (SH T 0ul)aca(@)

D) )~ [ @ 0000 blmn))en(a)
(2.23)

In step (1) we did not perform a real change of integration variables, we just renamed
the dummy integration variable ¢ — ¢'. In step (2) we performed a change of functional
integration variables and we assumed that the functional integration measure is invariant
under the local transformation (2.22), i.e. [D¢/| = [D¢|. In step (3) we integrated by parts
(2.21) and substituted the result for 0S. Finally, in step (4) we expanded to first order in €
and used d¢(x) = ¢'(z) — ¢(x) where necessary. In conclusion the above yields

6p(x1) ... d(xn)) = / A2z 0,((5"), d(@1) - . . dan))ea(). (2.24)

On the other hand one may write the variation explicitly as

n

(39(a1) - $(wa)) = =i Y (o) - Ta(ay) ... dlan)ealy)

(2.25)

n

_ / 30 — 5)(6(@) . Tud(ay) - $(wn))eals)

J=1

Finally, since (2.24) holds for an arbitrary infinitesimal function €,(x), one arrives at the
Ward identity for the current (j*),

n

0u{(7")q @)9(a1) . D)) = =i Y 8(z — 2;)(d(x) ... Tad(a) - .. d(wn)) (2.26)

J=1
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2.2  Ward Identities 2 CORRELATION FUNCTIONS

This identity says that the current (j#), is a conserved quantity, except when its position
coincides with that of the other fields.
One can show a similar identity for the variation of the action with respect to the fields.

0¢()

<ﬁ (z1) .. .¢($n)> = — Z(s(gy —z){(x1) ... plx,)) (2.27)

This is known as the Schwinger-Dyson equation which says that the classical equation of
motion is satisfied by a quantum field inside a correlation function, as far as its space-time
argument differs from those of all other fields. We will use this later on to derive the equation
of motion for the propagator of the free boson and the free fermion.

Example 2.3. Consider the infinitesimal translation z#* — z* — a*, then the field and the La-
grangian will change respectively as

0¢p = a"0,9, 0L = a"0,L.
We thus get two conserved currents (j*),, one for each of the translations a”

. _oc .
(]M)y = W@,,qﬁ — (SMV,C =: TNV.

Finally, the generator of translations is given in (1.28), substituting into the Ward identity (2.26)
the Ward identity associated with translations becomes

n

Ou(TH,(x)p(x1) ... d(T0)) = — Zé(x — xj)ai<¢(m1) (). (2.28)

Jj=1

£y Example 2.4. Consider the Lorentz transformation (1.29) under which the fields transforms as in
(1.33)

¢'(x) = ¢ (A'2) = ¢ (2" —w,2")) = p(z) — W', 2" 0, (2).

Therefore, d¢(x) = —w',x¥0,¢(x). Similarly, one may show that the Lagrangian changes by a total
derivative

6L = —w" 2”0, L = =0, (w',z"L) .
From this we take that F'* = —w# 2L, to find that the conserved current is
()P = oHlp v

The generator of the Lorentz transformation is given by (1.36), therefore, after using (2.28) the
Ward identity associated with Lorentz transformations is

(T @)p(n) .. olan)) = PILCEENEACERIEICAN (2.29)
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2.2 Ward Identities 2 CORRELATION FUNCTIONS

Exercise 2.5. Assuming that the dilation conserved current is
(jN)D =T",z",

and knowing that the generator of dilations is as given by (1.38), find an expression for the associated
ﬁl Ward identity and by invoking (2.28) show that Ward identity for dilations can take the form

n

(TH(@)d(@1) .. $(xn)) = = Y 8(z — 25)A;($(x1) - . $ln)). (2.30)

Jj=1

Equations (2.28), (2.29) and (2.30) are the Ward identities associated with conformal
invariance.

2.2.1 Holomorphic form of the Ward Identities

We now use radial quantization® on the complex plane, in order to derive Ward’s identities in
complex form. Consider an infinite cylinder of circumference L, with the time ¢ € R, running
along the “flat” direction of the cylinder and space being compactified with a coordinate
x € [0, L], the points (0,¢) and (L, t) being identified. If we continue to Euclidean space, the
cylinder is described by a single coordinate w = x + it (or w = x — it). We then “explode”
the cylinder onto the complex plane (or rather, the Riemann sphere) via the mapping

] e2miw/L " ’ \ \
- I
‘ e - ; e | =y (2.31)
e - \ 3 ! 1
!
\ \ / [
t1 ___—” \ N Lt 4
_____ Q ~L- ’
\ ’
7’
\\\ o7 t2
\_/ Soa oo

The remote past (t — —oo) is situated at the origin z = 0, whereas the remote future
(t — +00) lies on the point at infinity on the Riemann sphere.

With the decomposition (2.14) of the energy-momentum tensor into holomorphic and
antiholomorphic parts at hand, we can now define in radial quantization the conserved charge

1 _
Q= 5 9§ (dz T'(2)e(z) + dz T(2)e(2)) (2.32)
m
from the conserved current J(z,%) = T(2)e(z) + T(2)é(2). The line integral is performed

over some circle of fixed radius and our sign conventions are such that both the dz and the
dz integrations are taken in the counter-clockwise sense (hence the symbol ¢). Note that

’In the operator formalism of CFT one distinguishes a time direction from a space direction. This
is natural in Minkowski space-time, but somewhat arbitrary in Euclidian space-time. This allows one to
choose the space direction in more exotic ways, for instance along concentric circles centered at the origin.
This choice of space and time leads to the so-called radial quantization of 2d-CFTs.
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2.2 Ward Identities 2 CORRELATION FUNCTIONS

(2.32) is a formal expression that cannot be evaluated until we specify what other fields lie
inside the contour.

Within radial quantization time ordering inside the definition of correlation functions
becomes radial ordering. Products of two operators O;(z)Oy(w), in Euclidean space quan-
tization are only defined for |z| > |w|. Thus, we define the radial-order operator?

L

Consider now two holomorphic fields ¢(z) and ¢(z) and then take the integral

I= e R(6(2)u(w)). (2.34)

with the integration contour encircling counterclockwise the point w. We now split the
integration contour into two fixed time circles:

g z "
) l .

| )
° {— ° “ = o , (2.35)

whose difference combines into a single integration about a contour drawn tightly around
the point w, which is our initial contour. Therefore, (2.34) becomes

f 4z R (600 (y|§|>|w| 9|§z<|w|> B R (@(:)(w) = |z o) vw) . 230

Note that whenever we write a contour integral without specifying the contour of integration
it is understood that we integrate at a fixed time, i.e. along a circle centered at the origin.
Integrating (2.36) over w we take

Ptz o), paw viw)| = paw fax R @00, (237)

The point for doing all this is that one can show (see exercise 2.6) that the variation of
a primary field ¢(w,w), is given by the equal time commutator of the field with the charge
Q from (2.32)

5€7€¢(w7w) [Q ¢
dz R dz R w,w)) €(z
- y|§ ;ﬁ') (T(2)b(w, @) (=) + d= R (T(2)(w, @) (2))

= 2—m§£ {dz R(T(2)p(w,w)) €(z) + dz R (T (2)p(w, w)) €(2) }

= (hde + €0 + hde + €d) p(w, w),
(2.38)

3The same definition holds but with a minus sign for fermionic operators.
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where in the last line we have substituted the desired result, equation (2.3). This is the
so-called conformal Ward identity. To summarize:

Seep(w, W) = [Q, p(w, w)] = (hde + € + hde + €)) ¢(w, w). (2.39)

Inserting the holomorphic and antiholomorphic parts of (2.38), separately in a correlator
and using Cauchy’s formula one can deduce

B _ i hz 81
(T'(2)p1 (w1, W1)...0n(wWy, Wy,)) = Z ((z —w;)? + P wi> , (2.40)

=1

{P1 (w1, W1 ). (Wi, Wy )) + Teg(2)

where reg(2) is a regular function on the complex plane. A similar relation holds for T(z).

Exercise 2.6. Given the conformal Ward identity

1 _
Oc.ep(w, W) = — = dz R(T(2)p(w,w)) e(z) +dz R (T (2)p(w,w)) €Z) ,
O, ) = (ylﬁzblwl y|§zl<wl>{ (T(2)0(w,0)) () + 42 R (T(2)6(w, ®)) e(2)}

with the help of equations (2.36) and (2.37), convince yourself that it can be written as

55,E¢(w7 ’LTJ) = [Qv (b(w? QI))]

There is an easier way to derive the Ward identities (2.40) directly from equations (2.28),
(2.29) and (2.30). This is the subject of the following exercise.

Exercise 2.7. Using the identity
1:1 1.1
0(z) = —0- = —0-,
Tz T Z
find explicit expressions for the Ward identities (2.28), (2.29) and (2.30) in complex form, with
the n points z; described now by the 2n complex coordinates (w;, ;). Also for (2.29) it is more
convenient to multiply it by €, (with e, = (701 %) totaly antisymmetric) and define s; = €, S/,
2
i.e. the spin of the field ¢;. Then by adding and subtracting the expressions you found for (2.29)
1@' and (2.30) and using (2.1) you must get

n_ h;
27T<TZZ¢(U)1’ 1E1) 0uo ¢)(wn7 wn)) - ]z:; az —w;
21 (Toz (w1, @1) - - - (W, W) = — ; o —rs

Inserting these relations to the complex expressions that you found for (2.28) deduce (2.40).

2.3 Operator Product Expansion

In section 2 we introduced correlation functions which reflect the infinite fluctuations of
a quantum field measured at a precise position. The operator product expansion (OPE)
represents the product of two operators at different positions z and w respectively, by a sum
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2.3 Operator Product Expansion 2 CORRELATION FUNCTIONS

of terms, each being a single operator, well defined as z — w, multiplied by a (k-valued,
with k = R or C) function of z — w, possibly diverging as z — w. This divergence embodies
the infinite fluctuations as the two positions tent to each other. For example, consider the
correlation function (2.9), then the OPE of two such fields will be of the form

0i(2, 2) o, (w, @) ~ }:c h=hi=hs (z — @)—hi=hi g, (@), (2.41)

here Om , are the operator product coefficients and are symmetric in ¢, 7, k. In particular,
using the conformal Ward identity (2.40) we see that the OPE of the stress tensor with a

primary bulk field is*

h 0
5 T
Z—w

T(2)p(w,w) = < ) o(w,w) + reg(z — w), (2.42)

(z —w)

with a similar expression for T'(z). The most general OPE for T (similarly for T'), consistent
with associativity is

T(2)T(w) = /2 + 2 T(w) +

(z—w)*  (z—w)? z—w

T(w) + reg(z — w). (2.43)

The constant ¢ is called the central charge and fixes the properties of the CFT. We also
see that the conformal dimension of T is h = 2. The OPE of T with 7" has no poles.
A consequence of (2.43) is the transformation behaviour of 7'(z) under a conformal map
z = w(z)

T(z) = (é—lj) T(w) + % {w; z}, (2.44)

where

/// wll z 2
{w; 2} = 2 (uﬂég) , (2.45)
is the Schwarzian derivative. Thus, we see that the energy momentum tensor is not a primary

field. However, the Schwarzian derivative of (1.49) vanishes. This needs to be so, since T'(z)
is a quasi-primary field.

2.3.1 The Free Boson

The simplest example of a CFT is that of the real free massless scalar field ¢(z,t), usually
called the free boson. In two dimensions its dynamics (in the massless case) are described
by the action

ﬂ@:gffx@w%, geR. (2.46)

4Note that whenever we write OPEs it is understood that they make sense only inside a correlator, we
thus drop (—).
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We are interested in calculating the two point function (or propagator) G (z,y) =
(p(x)p(y)). From the Schwinger-Dyson equations (2.27) the propagator satisfies the differ-
ential equation

— 902G (z,y) = 5(x — y). (2.47)

é Exercise 2.8. Show this by integrating by parts (2.46), then find %(Sx) and use the Schwinger-Dyson
equations (2.27) to arrive to (2.47).

Because of rotational and translational invariance, the propagator will be a function of
the distance r = |x — y|. Integrating within a disc of radius r centered around y we get the
differential equation

1 =2mg /Ordp p {—%8,) (pG'(2)(p))} = —21grG" ¥ (r), (2.48)
whose solution is 1
(@) =7 In*(z —y), (2.49)
or in complex coordinates
(6(2)6(w)) = 1 Inz ) (2.50)

Note that the field ¢(z) is not itself a primary field because of the logarithm in (2.50), but
its derivative has an OPE

1 1

(0¢(2)00(w)) = Tirg (= w) (2.51)

The associated energy momentum tensor is given by
1
T/u/ =g <8u¢au¢ - énuuap¢ap¢> ) (2'52)

which, after using (2.15) and Table 1, it can be written in its quantum version as

T(w) = —27g :06(w)dp(w):
D _ong lim (96(2)0¢(w) — (0¢(2)0(w))) (2.53)
@ _9rg lim z w o
= 92 gzl_w (8¢< )0d(w) + dng (2 —w)Z) :

In step (1) we used point splitting and Wick’s theorem (see Appendix A.1) to rewrite :x: =
R(*) — (x), while in step (2) we used equation (2.51). It is also understood that whenever
we write the product A(z)B(w), of two operators, we mean the radially ordered product
R(A(z)B(w)). As expected, the normal ordering :*: appears to ensure the vanishing of its
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vacuum expectation value. The OPE of T'(z) with itself can be calculated as follows
T(2)T(w) = (279)* :00(2)0¢(2): :06(w)0(w):

2 (2m9)? (2(06(2)06(w))? + 4(06(2)0(w)) :06 ()0 (w):)

@ 12 dmg s )

- (Z . w)4 (Z . w>2 'a¢( )8¢( )'

© E 1_/1)4 E 4_7Ti>2 ((00(w) + (z — w)P*P(w) + O ((z — w)?)) dp(w):

@ 1/2 N 2T (w) +0T(w)

(z—w)t (z—w)? z—-w

—~

(2.54)

In step (1) we used Wick’s theorem, while the factors of 2 and 4 arise as a result of counting
all possible combinations of terms. In step (2) we used (2.51), in step (3) we Taylor expanded
the z-dependent term in :0¢(z)0¢(w): around the point w, and finally, in step (4) we used
(2.51) to observe that 0T (w) = :0%¢(w)dd(w): and ignored the O ((z —w)?) terms since
they are non singular. Comparing the result with (2.43) we observe that the central charge
for the free boson is ¢ = 1.

Another variation of the above is to consider a free boson with OPE

€

o(2)p(w) = —% In(z — w), (2.55)

with energy momentum tensor and central charge given by
T(z) = —2mge :00(2)0p(2): + QI*¢(2), c =1+ 487geQ®. (2.56)

The extra term proportional to @ € R in T'(z) above is a total derivative not affecting the
energy momentum tensor being a conformal generator. The value of € indicates whether the
boson is spacelike (¢ = 1) or timelike (¢ = —1). The effect of the extra term in (2.56) is to
shift ¢ > 1 for e = 1 or ¢ < 1 for ¢ = —1. This is an important point because the value
of the central charge indicates the unitarity of the theory, this will be briefly explained in
subsection 3.2. We thus see that spacelike bosons always produce unitary representations.
As for ) we will interpret it as a background charge at infinity later on when we will talk
about vertex operators. It is for specific values of () at ¢ < 1 that fit in the Kac table that
the theory is unitary.

Z Exercise 2.9. Show that for T(z) as given in (2.56) and using the OPE (2.55) that the central
charge is indeed as given in (2.56). What can you say about unitarity if Q — iQ?

2.3.2 The Free Fermion

The action for a free massless Majorana fermion in two Euclidean dimensions (7, = 0,,) is
given by

S[¥] = g / A2z TPU, (2.57)
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2.3 Operator Product Expansion 2 CORRELATION FUNCTIONS

where we have used Dirac’s slash notation with @ = 49, and have defined the Dirac adjoint
U = WUy We recall that a Majorana spinor is a real spinor ¥ = ¥*, The gamma matrices
satisfy the Clifford algebra relation

{7 =2 (2.58)

In two Euclidean dimensions a representation of the gamma matrices is given by

70—((1)(1)), 71—(?_()i>. (2.59)

Therefore, one can calculate
0 0, — 10 0 0
voﬁzvo(voawvlal):(aﬂa 0 y>:2<a o)' (2.60)
x ]

Thus, if we write ¥ = (¢, &)T, the action (2.57) can be written in complex form as

S, %] = g / P (§07 + vav), (2.61)

whose equations of motion read 9y = 0 = 9¢ (i.e. the Cauchy-Riemann equations (1.42)).
Once more, we are interested in finding the propagator GZ(?) = (¢i(z, 2)¢;(w, w)), where here
i,7 = 1,2. From the Schwinger-Dyson equations (2.27) one can show that the propagator
satisfies the equation of motion

go(x —y) ('yofy“)ik 8HG,(€2]~)(JU, y) = 0;;0(z —y), (2.62)

9 (2) (2) 5_1
29(3 g) (G%b o1 ) :l(azo‘“’ 801
Gy G, T T
where the factor of 1/7 comes from the identity §(z) = L01 = 191, From the equations of
motion (2.63) one can read off the solution

or in complex form

) , (2.63)

1 1

T 2mgz—w

(W) (@) =0 = (Y(2)P(w)).
(2.64)
Comparing this to (2.9) we see that the conformal dimension of the fermions is indeed hy, = 3.

(W(2)y(w))

Exercise 2.10. Consider now two real fermions ;, ¢ = 1,2 from which we form the complex

combinations )
by = P1 £ i
e \/5 .
) Show that the OPE of the complex fermion with itself is
1 1
Y4 (2)Y-(w) = Cr—
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3 THE OPERATOR FORMALISM

To calculate the energy momentum tensor we use the Lagrangian from (2.61) and employ
the canonical form or

af _ B _ 0B

T = FIGRES Obs — g™ L, (2.65)
where a, 3,7,6 = z,Z and 15 are the components of ¥ = (@D, 1/_1) The above expression for
T8 for fermions can simplify even further if we impose the equations of motion which are
first order, a trick which we cannot use in the case of a scalar field whose equations of motion
are second order in derivatives. This means that we can set £ = 0 in 7%, we are thus left
with

oL

af _ B
T FIGRDS O0ys. (2.66)

Then one may show (see exercise 2.11) that the holomorphic part (similarly the antiholo-
morphic part) of the energy momentum tensor is given by

T(z) = —mg:p(2)0Y(2):. (2.67)

.é Exercise 2.11. Using equation (2.66) and the Lagrangian from the action (2.61) calculate the

components T%#, T?? T??  Then from (2.15) show equation (2.67).

As in the case of the free boson one can perform a similar calculation for the free fermion
for the OPE of T'(z) with itself (see expertise 2.12) to find

1/4 N 2T (w) +8T(w)

T(2)T(w) = EEr A e R—— (2.68)
which satisfies (2.43) for ¢ = 1/2.
Exercise 2.12. Show equation (2.68) using
1 1 1 1 1 1
(OY(2)p(w)) = " 2rg (e —w)? (h(2) 0 (w)) = g (s —w)2’ (O(2)Op(w)) = TG w)

z Exercise 2.13. Show that for the complex free fermion considered in exercise 2.10 the energy
momentum tensor is given by

T(z) = —WQZ Wi(2)00i(2): = —mg(:91(2)09-(2): + 9 (2)0¢91(2):)

and has central charge ¢ = 1.

3 The Operator Formalism

In the operator formalism, in a nutshell, a 2d CFT is determined by the following data:

& A space of states® H, a C-vector space, as well as, a space of fields .#, an S-graded
vector space .F = @Ppr.gF (A) with S, the spectrum, a discrete subset of R and
0 < dim.F®) < .

5May or may not be a Hilbert space. There are examples where the space of states is not a Hilbert space,
as the inner product is not positive-definite.
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3.1 The Virasoro Algebra 3 THE OPERATOR FORMALISM

&  Its correlation functions, which are defined for collections of vectors in .%, together
with an isomorphism ¢: % — H, the state-field correspondence, in the sense that a
field inserted at a point can be thought of as a state and vice versa.

As we have seen, two-dimensional CF'Ts contain an infinite variety of coordinate transfor-
mations that although not everywhere well defined, are locally conformal and they are holo-
morphic mappings from the complex plane to itself. The corresponding infinite-dimensional
symmetry algebra of the CFT is related to a preferred subspace %, of %, that is charac-
terised by the property that it only allows holomorphic dependance of the coordinates for
the correlation functions.

The OPE is associative and if we consider the case of two holomorphic fields ¢, ¢9 € F,
then the associativity of the OPE implies that the states in .%, form a representation of the
so-called vertex operator algebra V' (to be defined later on). The same also holds for the
vertex operator algebra associated to the anti-holomorphic fields and one can decompose the
whole space .# (or H) as

H =D (Ric R)™™ (3.1)
i,jeT
where Z denotes the set indexing the irreducible representations of V, {R; | i € Z} the
corresponding representations and M;; € N denotes the multiplicity with which the tensor
product R; ®¢ R]— occurs in H. These statements will make more sense later on.

We must also assume the existence of a vacuum state |0) € H upon which the space
of states is constructed. In free field theories, the vacuum may be defined as the state
annihilated by the positive frequency part of the field [BYB, Sect. 2.1 & 6.1.1].

(&) The sl(2)-invariant vacuum

To be precise we should call |0) the sl(2)-invariant vacuum, since e.g. for a non-
unitary theory on a cylinder, it is not the state of lowest energy and thus not the
real vacuum. It will always be clear from the context whether “vacuum” refers to
the state of lowest energy or the s[(2)-invariant state |0). Moreover, the expressions,
correlation function, n-point function, amplitude and vacuum-expectation value all
refer to the (radially ordered) vacuum-expectation value (0] ...|0) with respect to the
s[(2)-invariant vacuum.

3.1 The Virasoro Algebra

We can now define the action of the stress tensor 7' and its antiholomorphic counterpart T
on the space of states H, via their mode expansion. In general, a holomorphic (similarly an
antiholomorphic) field ¢(z) of conformal dimension (h,0) can be mode expanded as follows

o(z) = Z G, by = L dz 2" e (2). (3.2)

271
nez
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3.1 The Virasoro Algebra 3 THE OPERATOR FORMALISM

From (2.43) we know that the stress tensor has conformal dimension h = 2, we thus take
the mode expansion

T(z)=)» 2" "L, T(2)=)» z "Ly (3.3)
neZ neZ
We see that under the scale change z — 2/, for which T'(2) — X*T(z/)), we have L_,, —
A"L_,. The operators L_,, L_,, thus have scaling dimension n. Equation (3.3) is formally
inverted by the relations

_ 1 _
dz 2" (2), L,=-— ¢pdz 2" T(3), n € Z. (3.4)

L, = -
271

T 2m

From (2.43) one can deduce that the modes fulfil the Virasoro algebra

[Ln7 Lm] = (TL - m)Ln-l—m + % (7’L3 - TL) 5n+m,0
(Lo L] =0 . (3.5)

[Lna Lm} = (n - m)-zn+m + 1_62 (713 - TL) 5n+m,0

Note that the Virasoro algebra decomposes into holomorphic and antiholomorphic parts.
These are denoted by Vir and Vir, which are generated by the holomorphic and antiholo-
morphic modes respectively®.

In these notes we will assume ¢ = ¢. In the case where ¢ = 0 we retrieve the Witt
algebra (1.46). One can identify L_; + L_yandi (L,l - fj,l) as generators of translations,
Lo+ Ly and i (LO — EO) as generators of dilations and rotations respectively, while L; + L,
and ¢ (L1 — El) are generators of special conformal transformations.

The Virasoro algebra is infinite dimensional and it was originally discovered in the context
of string theory. To see how one can obtain equations (3.5), one needs to employ the
procedure for making contact between OPEs and commutators of operator modes discussed
in subsection 2.2. The commutator of two contour integrations [¢dz, §dw] is evaluated
by first fixing w and deforming the difference between the two z integrations into a single
z contour drawn tightly around the point w, as in (2.35) and (2.37). In evaluating the z
contour integration, we may perform operator product expansions to identify the leading
behavior as z approaches w. The w integration is then performed without further subtlety.
For the modes of the stress-energy tensor, this procedure gives

(L, L) = ﬁ Blgdz ,ﬁlgdw} 2T (2)w" T (w)

- (2712')2 ?gﬁlgd”‘dw S ((z c—/i;yl i (3{(332

+ oT(w) + reg(z — w)) (3.6)
z—w
= % dw (L(n+ n(n — Dw"w™

+ 2(n+ Dw"w™ T (w) + 0" w™ 0T (w)) .

6Some times in the literature these are called chiral and antichiral or left and right moving parts.
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Integrating the last term by parts and combining with the second term gives (n—m)w™ 1T (w),
so performing the w integration, produces the required result.

Exercise 3.1. Do the missing steps described above to show the commutator of Vir. %

The vacuum state [0) € H must be invariant under global conformal transformations.
This means that it must be annihilated by L_1 9,1 and L_ ;1. This, however, can be recovered
by the condition that 7'(2)|0) and T'(Z)|0) are well defined as z,z — 0, which implies

L,0) =0, L,|0)=0, n>—1. (3.7)

Performing the corresponding contour integral with (2.42), we get the commutation relations

(L 6, 0)] = -+ 6w, @) + ™ 0p(, 0) ,
L, a0, )] = B+ )0, ) + 57 30(, ) o
Exercise 3.2. Show this using (2.36) and the OPE (2.42). %

From the state-field correspondence # we see that when primary fields act on the vacuum,
create asymptotic states

|¢m) = lim ¢(z, 2)0). (3.9)
2,2—0
After applying the relations (3.8) to the asymptotic state
|7, h) = $(0,0)]0), (3.10)

we take B B -

Thus, |h, k) is an eigenstate of the Hamiltonian”. Similarly,

Lyn|h,h) = Ly|h,h) =0, n > 0. (3.12)

. Exercise 3.3. Show equations (3.11) and (3.12) by direct application of (3.8) on the vacuum state
Va) 10)-

3.2 Highest Weight Representations

Highest weight representation are familiar to physicists through the theory of angular mo-
mentum. Just as the energy eigenstates of the Hamiltonian of a rotationally invariant system
fall into irreducible representations of su(2), in a conformaly invariant theory the energy
eigenstates of the Hamiltonian fall into representation of the Virasoro algebra (the local
conformal algebra). The way one may construct these representations is similar to the su(2)
case. The only difference here is that the Virasoro algebra is infinite dimensional and thus
we are dealing with infinite dimensional representations. However, one may overcome this by

7As will be seen later, the Hamiltonian is proportional to Lo 4+ Lo — 15
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passing to a finite dimensional subspace spanned by highest weight vectors, called a Verma
module. The name module is just another name for representation space. Then the associ-
ated representations (which can be seen as vectors in the Verma module) are called highest
weight representations.

From the Virasoro algebra (3.5) we see that no pair of generators commute, so one can
choose L( to be diagonal in the Verma module. From the defining relations of Vir it is easy
to see that

(Lo, Ltn] = FnLl,, n > 0. (3.13)

Thus, L, is a lowering operator and L_,, is a raising operator. For a state |h) to be a highest

weight state one has® o
Llhy = LB) =0, n>0, (3.14)

which is compatible with (3.12). This state is, of course, the asymptotic state (3.10) created
by applying a primary field ¢(0) of dimension h on the vacuum |0). One can construct more
states in the Verma module by applying the raising operators L_,, in all possible ways

n

[

i=1

By, 1<k <...<k. (3.15)
Recall that since Lg|h) = h|h), then the above state has an L eigenvalue

W=h+Y k=h+N, (3.16)

i=1

where N = >""  k; is called the level of the state. The states in (3.15) are called descendant
states of the asymptotic state |h) and (3.15) constitutes a basis for the Verma module at
level N. Table 2 shows the lowest states of a Verma module.

’ Level \ Dimension \ State ‘
0 h |h)
1 h+1 L_y|h)
2 h—+2 L,2|h>, L?,]h)
3 h+3 L_3|h), L 1L 2|h> L2,|h)
4 h+4 Loylh), Lo1L_glh), L2 L olh), L2,|h), LZ,[h)
N h+ N p(N) states

Table 2: Lowest states of the Verma module.

In the table p(N) denotes the partition of the integer N generated by the function

so(lq) T 1— ") ZP (¢=e"7), (3.17)

8This is rather a “lowest” weight state because it is annihilated by L,, rather than L_,, but it is customary
in many textbooks to be called as a “highest” weight state.
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where ©(q) is the Euler function and 7 € C.

Exercise 3.4. Show that the Ly eigenvalue of (3.15) is indeed as given by (3.16) by acting with Lg
ﬁ' and using (3.13) to commute it past the L_y,’s.

The inner product of two highest weight states |i) and |j), simply is

(il7) = di;. (3.18)
If we Hermitian conjugate 7" and T and restricting to the real surface z = z*, we get
Ll=L_,, Li=1L_,. (3.19)

This relation together with the Virasoro algebra (3.5) and highest weight condition (3.14)
can be used to write the inner product of an arbitrary pair of fields in terms of the inner
product of primary fields.

Exercise 3.5. Show (3.19) by first Hermitian conjugating (3.3) on the real surface Z = z* and then
é using the fact that

One can define an inner product on the Verma module using the Hermitian conjugate
(3.19). If we consider the states

HL—ki|h>7 HL—li|h>7 (320)
=1 i=1

then their inner product simply is

(h| H Ly, H L_y;|h). (3.21)

A similar analysis can be done for the Verma modules associated with the antiholomorphic
generator L, of Vir. Thus, we have seen that the set of modes of the holomorphic part of
the stress tensor {L,, | n € Z} generate the holomorphic representations {R; | ¢ € Z}, while
the set of modes of the antiholomorphic part of the stress tensor {L, | n € Z} generate the
antiholomorphic representations {R; | 7 € Z}. However, since the two parts decouple, in
order to take the physical space of states one needs to take tensor products of the above
representations. Thus the space of states decomposes into highest weight representations of
Vir @ Vir of the form (3.1).

We saw that each module is spanned by a highest weight state |h, h) and an infinite set
of descendent states of the form L, ... Ly, ...|h, h), with all m,n < 0. Once we know the
central charge ¢, of the theory and the conformal weights (h, 71), of all primary fields, we can
construct the space of states. However, some care has to be taken in the construction of a
basis, since not all products of L’s and L’s are linearly independent.

Furthermore, there will be states |y) in the Verma module which are of the form (3.15)
and which are also annihilated by L,, for all n > 0

L,|x) =0, (n>0). (3.22)
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A state other than the highest weight state that is annihilated by L,, for all n > 0 is called
a null state. Null states are orthogonal to all the other states in the Verma module and thus
they form a submodule. In particular for a null state we have (x|x) = 0. A Verma module
which contains one or more null states is reducible. One can construct an irreducible Verma
module by quotienting out this null submodule.

Example 3.6. There are many such states, to construct an example just consider the following

state at level 2
3 _ 2h(5 — 8h)

=(Lo— ——1I2 ith = —"
Ix) ( 2~ 50K 1 1) _1>|h), with ¢ S

and |h) a highest weight state, then for n > 0 we have

= Lalx) = ([Ln,L—z] - m

_ ([Ln, L] — % (L_1[Ln, L_1] + [Ln, L_l]L_l)) |h)

(L, 22,

This can only be non-zero for n = 0. Thus we find that Lg|x) = 2|x). Next we see that (x|h) =
T
(bl (L2 = s E21) [n)=0.

From the above example we see that if we calculate some amplitude between two physical
states (h'|h) we can shift |h) — |h) + |x). The new state is still physical but the amplitude
will remain the same - for any other choice of physical state |h’). In string theory, this is
a stringy gauge symmetry whereby two physical states are equivalent if their difference is a
null state. This turns out to be the origin of Yang-Mills and other gauge symmetries within
string theory.

Exercise 3.7. Consider the following state at level 2

£ IX) = (L_a +nL%)) |h).

Tune 7 and h so that |x) is a null state. Hint: The conditions L1|x) = La|x) = 0 are sufficient for
this, since it then follows from the Virasoro algebra that L, |x) = 0, for n > 2.

Finally, to conclude this subsection, a representation of Vir (similarly of Vir) is said to
be wunitary if it contains no negative norm states (known as ghosts in string theory). For
instance, one can find a simple bound on the values of the central charge ¢ and on the highest
weight A in order for the representations to be unitary by considering the norm

(B\Ln L) = (th + 1—62n(n2 - 1)) (h|h). (3.23)

We see that if ¢ < 0 this becomes negative for n sufficiently large. Therefore, all represen-
tations with negative central charge are nonunitary. Furthermore, if n = 1 we see that all
representations with h < 0 are also nonunitary.

Exercise 3.8. Show equation (3.23). %

There is a general formula for one to decide whether or not a representation is unitary
due to Kac, known as the Kac determinant, however, it is beyond the scope of these notes to
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go into more details so we will not reproduce it here. We will simply mention that whenever
this determinant is negative then the representation is nonunitary. The big success of CFT
in the study of two dimensional systems is due in great part to the knowledge of the Kac
determinant. This formula is of central importance in the theory of minimal models but
lets not go further into these matters. What is important for our purposes is that one can
show that all representations with ¢ > 1 and A > 0 are unitary. One can also find unitary
representations in the regions where ¢ € (0,1) and A > 0, but this is not always the case.
There is a formula for ¢, h for one to decide which representation are unitary known as Kac
table but we will not need it here. For those interested see [BYB, Sec. 7.2].

3.3 The Free Boson

In this subsection we will use string theory notation for the coordinates, i.e. (0%, 0!) =
(1,0). Consider now a free boson on a cylinder of circumference L, i.e. we demand that
¢(r,0+ L) = ¢(1,0). The field can be Fourier expanded as

oro) = @ o(r),  ou(r) =7 [do e (ne) (329

ne”L

After varying the action (2.46) and integrating by parts we get
0S8 = %/dQJ 8¢0*¢ + boundary terms. (3.25)

Thus we have to simply solve the wave equation whose general solution, after using conformal
coordinates z = €27 +i0")/L 5o that time runs radially, is

&(2,2) = o — % In(22) + \/R Z M+ a,z "), (3.26)

where ¢ is the zeroth mode of the Fourier coefficient ¢,, and 7, is the momentum conjugate
to ¢,. Also the a,’s satisfy

[@n, Gm] = N0ptmy  [Ans Q) =0, [Gn, Gm] = NOpgm. (3.27)

This mode expansion can be split into two independent sets of left and right moving oscil-
lators®

¢(z) = %ﬁbo + \/? (-ao In 2+ Z nzn)

$(2) = %ﬁbo + \/? (-ao Inz+ Z n2n>

9Note however, that strictly speaking, we cannot write ¢(z,2) = ¢(z) + $(2) because the zero mode ¢
would be duplicated in the process. Thus we must keep in mind that ¢(z) is not purely holomorphic.

(3.28)

Q
<)
I
l
=)
Il
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The operators a,, are creation or annihilation operators associated with the right movers and
a, with the left movers respectively. This is a good point to pause for a while and make
a remark. If instead of the scalar field ¢(z,Zz) one had considered vector fields X*(z, z),
w=0,...,dwith L =27 and g = 1/2ma’ then the action (2.46) would become the action of
a string in conformal gauge and the associated mode expansion (3.26) would have described
a closed string. Then, in this set up, ¢ is a component of the center of mass of the string
and mg is the string’s total momentum.

Since my commutes with all the a, and a, the Fock space is built upon a one param-
eter family of vacua which we will denote by |«), with « the continuous eigenvalue of ag.
Furthermore, the a,, and a, are creation (n < 0) and annihilation (n > 0) operators, that is

anl) = nfa) =0 (n > 0). (3.29)

agla) = apla) = ala)

As we have seen in subsection 2.3.1 the field ¢ is not a primary field but its derivative is

1
i0p(z) = T > apz (3.30)
nel

Note, we have included the zeroth mode ag in the sum. Using the expression for the energy
momentum tensor (2.53) we see that

1
T(z) = 5 Z R N (3.31)

nmeZ

Therefore, we can construct the Virasoro generators (note we do not use normal ordering
just yet)

1 |
Ln= > nomm, Ly = 52 Anomlm (M #£0). (3.32)
MEZL meZ
Similarly,
1
Lo = §a3 +) a_nan. (3.33)
n>0

Following standard QFT practice of canonical quantization (see exercise 3.9) one can also
compute the Hamiltonian and it is seen to take the form

27 -
H(L) = 2 (Lo + Lo). (3.34)
Exercise 3.9. (a) By reexpressing the free field Lagrangian (2.46) in terms of the Fourier modes
(3.24) find an expression for the Hamiltonian using the momentum conjugate to ¢,,, defined as m,, =

% and [¢n, Tm] = i0pm. (b) Then by defining annihilation and creation operators respectively by
ap, = \/?Tg(%rgmﬁn +im_p), (n>0)
aT_n = \/iTg(—Qﬂ'gn(b_n + imy,), (n <0)

with similar expressions for @, and a!, write the Hamiltonian that you found in terms of these
operators. Show also that these operators satisfy the commutation relations (3.27). (c) Finally,

deduce equation (3.34).
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Of course, the :L,:’s satisfy the Virasoro algebra. One can perform a direct calculation
but it is notoriously complicated and messy. We will only sketch the proof of how one may
proceed in an alternative way. First one calculates the commutator [L,,, L,,| without worrying
about normal orderings to find that it obeys the Witt algebra (1.46). When considering
normal ordering we must generalize the commutator to

[:Ln:, iLy:] = (n—m):Lypm: + C(n)0ntmo- (3.35)

The easiest way to determine the C'(n) is to note the following. First one imposes the Jacobi
identity

[:Li:, [:Lpt, iDLyt )]+ [:Lmt, [:Lyt, tLgt )] + [:Lnt, [ 1Lyt :Lyt]] = 0. (3.36)

If we impose that k +m +n = 0 with k,m,n # 0 (so that no pair of them adds up to zero)
then this reduces to

(m —n)C(k) + (n—k)C(m) + (k —m)C(n) = 0.

Picking £ = 1 and m = —n — 1 and noting that by definition C'(n) is odd, we learn that
C'(0) =0 and

(n+2)C(n) = (2n+1)C(1)

n—1

Cln+1) = (3.37)

This is just a difference equation and given C(2) it will determine C(n) for n > 1 (note
that it can’t determine C'(2) given C'(1)). We can look for a solution to this by considering
polynomials. Since it must be odd in n the simplest guess is

C(n) = cn® + can, c1,02 € R (3.38)

Note that if we shift Lo by a constant [ then C'(n) is shifted by 2nl. This means that we can
change the value of ¢y. Therefore we will fix it to be ¢; = —c¢y. Finally we must calculate ¢;.
To do this we consider the ground state

(0] :La: :L_5:]0) = (0|[:Laz, :L_5:]]0)
= 4(0| :Lo: |0) 4 6¢,1(0]0)

= 601

Of course we know that had we used the Virasoro algebra (3.5) the last calculation would
have given (0[:Ly: :L_5:|0) = § and thus we conclude that ¢; = ¢/12.

3.4 Vertex Operators

The correlation functions of the theory determine the OPE of the conformal fields, as one
can see from (2.9) and (2.41) for example. In turn, the OPE of two conformal fields is given
in terms of a sum of single fields as in (2.41). Thus, we see that the OPE defines a certain
product on the fields via the operator product coefficients C, jk, which are the only non-trivial
input in the OPE. It is, therefore, the operator product coefficients that force the product to
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3.4 Vertex Operators 3 THE OPERATOR FORMALISM

involve the complex parameters z; in a non-trivial way and hence, the OPE does not directly
define an algebra (in the appropriate sense); the resulting structure is a vertex (operator)
algebra V.

We are not going to give a full mathematical definition of what a vertex operator algebra
(VOA) is, but instead a bit of a history will be sufficient for our purpose. Vertex operators
appeared in the early days of string theory as local operators describing propagation of string
states. In the mean time, Belavin, Polyakov and Zamolodchikov [BPZ] initiated the study
of 2d-CFT. Vertex algebras can be seen in retrospect as the mathematical equivalent of
the chiral symmetry algebras of CFT. Moreover, the key property of associativity of vertex
algebras is equivalent to the property of OPE in CFT, which goes back to the pioneering
works of Polyakov and Wilson. Thus, vertex algebras may be thought of as the mathematical
language of 2d-CFT.

In a nutshell, a vertex algebra is a vector space V equipped with a vector |0) and an
operation Y (e, z), assigning to each A € V a vertex operator (or formal power series or
formal distribution)

Y(Az)=> Az (3.39)
nez
where each A, is a linear operator on V, so that for any v € V we have A,v = 0 for large
enough n. These data are subject to a list of axioms which we are not going to discuss here
since it is not in our interest for these notes. For those interested see [FBZ| and [Fr] for
example. We are already familiar with such operators, recall for example (3.30).

We will be interested in an exponential version of the vertex operator of a field ¢(z, z),
which is easier to use for computations. If we consider the free boson (3.26) one can construct
a family of vertex operators

Vi(z,2) 1= 1eV20002); (3.40)

The normal ordering simply means that within the exponential the different operators com-
mute. The family of vertex operators (3.40) are primary fields with conformal dimension

Oé2

ho =ho = —. 41
« (e} 47Tg (3 )

The vertex operators can be decomposed into left and right chiral vertex operators as'®

Vi(2,2) = Vo (2) @ Vu(2), (3.42)

with |
Vi(z) = 1eV2000); (3.43)

and ¢(z) as given in (3.28) with a similar expression for the antiholomorphic part. To
calculate the OPE of two vertex operators one can use the following relation for a single

harmonic oscillator
10001 P92, = et tBez, paBldide) (3.44)

10The reason we write the tensor product of the two vertex operators is essentially explained in footnote
9 and thus we cannot have a product form V,,(z, Z) = V,,(2)Va(Z).

D. MANOLOPOULOS 38 K. SFETSOS
NCSR ” DEMOKRITOS” UNIVERSITY OF ATHENS
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where
¢ = pia + qia, (3.45)
is some linear combination of annihilation and creation operators. Using the above and
(2.50) the OPE of two vertex operators takes the form
2a3

Va()Va(w) = e =9y ) + . = |z — w|3 Vg (w) + . .. (3.46)

However, from (2.9) we see that under global conformal transformations the fields in the
two point function must have the same conformal dimension. Furthermore, the correlator
must not grow with distance which means that either aff < 0 or g < 0. We want this to be
independent of the choice of the coupling constant so the only possibility is o = — (3, i.e.

Va(2)Veg(w) = |z — w| 2o 4 (3.47)

In general one may argue that the n-point correlator of vertex operators is given by

<H Vai<zz‘>> - {Zln lzz-jf“’”j} = [T 1z, (3.48)
=1

1<j 1<j

which is nonzero provided the neutrality condition
D ;i =0, (3.49)

is satisfied. However, if we consider the modified energy momentum tensor (2.56) then the
extra term is interpreted as the presence of a background charge —2@) at infinity. This is
created by the vertex operator V_sgp. Thus in this case the only non-vanishing correlation
functions are those with ), a; = 2Q.

Example 3.10. We can use the vertex operators to bozonize the fermions from exercises 2.10 and
2.13. First we define the vertex operators to be

— _ . Eie(2),
¢i(z) 5 V:I:% HE H

where ¢(z) is a spacelike boson. It is not difficult to see that the conformal dimension (3.41) (we
choose g = 1/4m for convenience) in this case becomes h; = 1/2. Next we note that there is a U(1)
symmetry generated by the current J(z) = :t4(z)1_(2):. To see this we use point splitting and
Wick’s theorem

o 7(2) 2 lim, (w+(w>w<z> - = )
(2) ei(d(w)—=¢(2)), _ q
= lim ( )
w—rz w— 2z
(i)ilim M—i—@(ﬁ)
=1:0¢(2):

In step (1) we used the OPE (3.47), in step (2) we used equation (3.44) and in step (3) we expanded
the exponential to leading order. It is not difficult to see from the OPE (2.51) that J(z) is a primary
field of conformal dimension hy; = 1.
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Exercise 3.11. Show that the OPE of J with the vertex operators 1y is given by

J (e (w) = 722

zZ—w
Exercise 3.12. Show that . )
)

£ 10z = 5(06)° + 50%¢.

Then by using the expression for the energy momentum tensor from exercise 2.13 show that the
energy momentum tensor of the bosonized theory is

1
T=:J%
57

4 CFT on the Torus

The CFT on the full complex plane we formulated up to now, decouples into holomorphic
and antiholomorphic sectors. In fact, the two sectors may describe two distinct theories since
they do not interfere. However, this situation is very unphysical.

The decoupling exists only at the fixed point in parameter space (the conformally in-
variant point) and in the infinite plane geometry. One, therefore, can solve this problem by
coupling the holomorphic and antiholomorphic sectors of the theory, through the geometry
of space on which the theory is defined. In this way, one imposes physical constraints on
the holomorphic-antiholomorphic content of a CFT without leaving the fixed point. The
infinite plane is topologically equivalent to the Riemann sphere, i.e. the Riemann surface of
genus g = 0. One may study CFTs on Riemann surfaces of arbitrary genus g. The simplest
non-spherical case is that of genus g = 1, i.e. a torus, which is equivalent to a plane with
periodic boundary conditions, in two directions as in figure 2.

Figure 2: First we identify the edges indicated with the green arrows and then those with the red
to obtan the torus from the plane.

Recall the map (2.31), from the cylinder to the complex plane. We now want the inverse
procedure, i.e. to go back to the infinite cylinder from which we can construct a torus
of length R, by cutting a segment of the cylinder and by gluing the two boundaries of the
segment together. More precisely, we need to consider the map z — w(z) = % In z, from the
complex plane parameterized by z, to the infinite cylinder of circumference L, parameterized
by w (with w = w + L). On the cylinder, time translations are movements in the imaginary
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direction, generated by the Hamiltonian

H(L) = ;ﬁ/ T, dx_——y§ (dw T(w) + do T(a)). (4.1)

Using the transformation law (2.44) of the stress tensor and performing a change of integra-
tion variables, one can obtain the action of H(L) in the space of states of the complex plane
(see exercise 4.1)

H(L) = 2; (LO YLy 1—02) (4.2)
The constant term ensures the vanishing of the vacuum energy density in the limit L — oc.
As one can see, for the Hamiltonian (4.2) to be bounded below, the space of states must

consist of highest weight representations of Vir & Vir, i.e. to posses a decomposition of the
form (3.1).

Exercise 4.1. Show equation (4.2) following the steps described above by finding an expression for
T(w) and plugging it into (4.1). Hint: Use also (3.4) and the fact that ¢dz 1 = 2.

In a similar calculation, one can also show that the total momentum operator P(L),
which generates translations along the circumference of the cylinder is

21
L

The action of twisting the cylinder corresponds to a finite translation around its circum-
ference, while gluing the ends together corresponds to taking the trace. In terms of CFT
this means that one has to sum over intermediate states on a circle:

P(L) = ——(Lo — Lo). (4.3)

(4.4)

|9) (¢

The Hamiltonian and the momentum operators then propagate states along different direc-
tions of the torus and the spectrum of the theory is encoded in the partition function. If we
define the torus modular parameter T = % and combine the above ideas, the torus partition
function can be written as

Z(r,7) = Tr e~ (HE) m7=iP(L) Re)
@ Tr em‘((’r-‘r’?)(Lo-i-[_/o—ﬁ)—(T—fF)(Lo—Eo))
— Ty 2i(7(Fo—57)=7(Lo-57))
2Ty (o dighe i)

In step (1) we used Re7 = (7 + 7) and Im7 = (7 — 7), while in step (2) we have set

(4.5)

g= T G= e (4.6)
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Note that the partition function (4.5) depends on R, L only through their ratio 7. An
important feature of this parametrisation of the torus is that it is not unique and this is the
subject of the next subsection. Now, if we decompose the space of states into irreducible
representations of Vir @ Vir as in (3.1) the partition function can be rewritten as

Z(r,7) = Y Mipxi(T)x;(7), (4.7)

1,7€TL

where _
Xi(T) = Trg,q™ 21, x5(7) = Trg,q" =, (4.8)

are the characters of the irreducible representations R; and R; respectively and they are
the generating functions of the (irreducible if Z is of the form (4.7)) Verma module. The
Vir-character (4.8) of a generic Verma module can be written as

xi (1) = ¢/ Z dim(h; +n)q", (4.9)

n=0

where dim(h+n) is the number of linearly independent states at level n in the Verma module.
Since dim(h + n) < p(n), where p(n) we recall is the number of (possibly dependent) states
at level n, the above series uniformly converge if |g| < 1, (that is for 7 in the upper half
plane) since |¢| < 1 is the domain of convergence of the series (3.17). Thus the character of
a generic Verma module may take the form

hi—c/24

YR w4
Xi(1) = ¢" 7 “p(n)g" = (4.10)
n=0

©(q)

The Euler function is related to the Dedekind 7 function through a Ramanujan identity as

o(q) = ¢ 3in(r). (4.11)

We therefore arrive to the generic Vir-character

Xi(T) = , (4.12)

with a similar expression for y;(7). Then the partition function of an irreducible Verma
module simply reads
1 —C 7 —cC
277 = s D Mid" g (4.13)
(P 2
It is a known theorem of the representation theory of the Virasoro algebra that whenever

Z(7) is of the form (4.7) then the associated Verma module is irreducible and the characters
are given by (4.12).
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4.1 Modular Invariance

As mentioned in the previous section, the parametrization of the torus we used is not unique.
More generally, one characterises a torus by its two periods wi,ws € C. Then a torus is
defined by specifying two linearly independent lattice vectors on the plane and identifying
points that differ by an integer combination of these vectors. Thus, if w = (w;,ws) is one
vector and w’ = (w],w}) is another one, then expressing the last one as an integer combination
of the first we should have

W' = Aw, Ae SL(2,Z). (4.14)
One can show that the modular parameter 7 under the change of period (4.14) transforms
as
b
— il : ad — bc = 1. (4.15)
cT +d

Z Exercise 4.2. Defining the modular parameter as 7 = w;/we and letting (Z Z) € SL(2,Z) show
the transformation property (4.15) by direct application of (4.14).

It is easy to check that a simultaneous sign reversal in all parameters a, b, ¢, d leaves T
unaffected. This amounts to taking A to —A and thus the underlying symmetry group is
PSL(2,7Z) which is isomorphic to the modular group I'. The modular group is generated by

the two transformations |
T:r—=14+1 S:7———, (4.16)
T

which act on the upper half plane H = {7 € C | Im 7 > 0}. In particular 7 is an element of the
so-called fundamental domain Fy, see figure 3. A fundamental domain of I" is a domain of H
such that no pair of points within F{y can be reached by any modular transformation and any
point outside can be reached from a unique point inside, by some modular transformation.
The diagram in figure 3 shows part of the construction of Fj for the action of I' on H. We
see that 7 and S when acting on elements of F generate some other domains of H.

ImT
y

T 1Fy Fo TFy

SFy

T
Ret

Figure 3: The fundamental domain F{y of I". The other domains can be obtained from Fy by
applying 7 and S as shown in the figure.
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Note also that S? = (S7)? = —1. One way to see this is to represent 7, S by the matrices
Yy

T:(éi) S:((l)_ol). (4.17)

The above discussion concludes that had we taken an other parametrization of the torus
then we would have ended up with an equivalent torus to the one we considered in section
4. This in turn means that the physics is unchanged regardless of the parametrization and
thus the partition function of the equivalent tori must be the same. In other words, had
we started with the Hamiltonian H(R) = fORdx Ty and the map z — @(z) = £ Inz, this
would amount to a second representation of the same partition function with time running
perpendicular to our fist choice. This is best depicted in the following pictorial equation.

Z( ) (4.18)

This means that the torus partition function is modular invariant. This places severe con-
straints on the possible bulk field content of the theory. To see this a bit more work needs to
be done. First we note (without a proof) that the characters transform among themselves
under the modular transformations (4.16) as

Xi(T+1) = Tyx;(7), < > > Sixi(r) (4.19)

JET JEL

Finding explicit expressions for the matrices 7' and S (these are constant matrices, i.e.
independent of 7) for a particular model is not a trivial task at all (at least for .S it is not).
For the Virasoro characters (4.12) the T transformation is just a phase and one may show
that

ﬂj = 57;]‘627”.(}%72764). (420)
To see this we first note that the Dedekind 1 function is a modular (cusp) form of weight
1/2, this means that under 7 and S it transforms respectively as

n(r+1)= et n(t), n (—%) = V=it (7). (4.21)

Exercise 4.3. Show equation (4.20) for the Virasoro characters (4.12) using (4.21). %
Thus if the space of states decomposes as in (3.1) then (4.7) under 7 and S implies that'!
Z(r+1 Z T My T (1) X1 (7 Z Mxn(T)Xi(T) = Z(7)
i,k,7,1€T kleT
1 B (4.22)
Z <—;) = Z Sik MizS5ixr(T)Xi(T) Z Myixi(T)Xi(T) = Z(7)
ik, J1€T kleT

"1From now on we drop the 7 dependence of the partition function since 7 and 7 are not independent
variables but complex conjugates of each other.
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provided that
Z T Mg Ty = Z SikMizS = My, (4.23)
1,J€1 i,7€T
and T and S are the matrices defined as in (4.19) for the antiholomorphic representations.
This provides very powerful constraints for the multiplicities M;;. The case where M;; = d;;
is known as the Cardy case, for which (4.23) implies that S is unitary and the partition
function (4.7) takes the simple form

21 = Y )P, (4.24)

.z Exercise 4.4. Show that the partition function (4.13) is invariant under 7 — 7 + 1 provided that

4.2 The Free Boson on the Torus

From the discussion in subsection 2.3.1 we know that the free boson has central charge
¢ = 1, while from the discussion on vertex operators we know from equation (3.41) that its
conformal weight is h, = %. Plugging these into the character formula (4.12) we get the
character p
q?g
n(r)
First thing to note here is that o € R, so there are infinitely many characters. The diagonal
partition function (4.24) for the free boson on the torus is not a sum, but rather an integral

T R T NP
7r) = i | e @ = o [ a mop 429

The proper derivation requires of course a discussion of the measure and the normalization,
but the result is correct. This factor appears in the partition function of the bosonic string,
which is described by a tensor product of 26 free bosonic theories (plus ghosts).

Xa(T) (4.25)

[e.9]

Exercise 4.5. Verify that (4.26) is invariant under the (a) 7-transformation and (b) S-
transformation (i.e. n(—1/7) = v/—iTn(7)) by using Poisson’s resummation formula

> fr) = ;;Z (2. (427

where the Fourier transform f is defined as

foa)

fo) = [ avemonsa), (428)
and the sum form of the Dedekind n-function
a 3 1)2
n@) =/ [ - =Y (-1)gt(=8), (4.29)
n=1 neZ
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4.3 Compactified Boson and T-Duality

Consider the free boson CFT from section 3.3 but with ¢, now compactified on a circle of ra-
dius R. This means that the field is invariant under rotations z — 2™z, up to identifications
¢~ ¢+2nRn, forn € Z, ie.

d(e*™z,e7?™2) = ¢(2,2) + 21 Rn, (neZ). (4.30)

The mode expansion (3.26) now reads'?

&(z,2) =g —i(aglnz+aglnz) + 1 Z ! (anz™"+a,z7"), (4.31)

0
First thing to note is that now ay # ag. Using (4.30) and the mode expansion (4.31) gives
ap — ag = Rn. (4.32)
Therefore, equations (3.29) become
apla) = ala) agla) = (v — Rn)|a). (4.33)

Thus, the diagonal partition function reads

1 ; 1 L2 (0 Ry’
Zn(R) = ——=5 Y d"q" = ——=5 Y ¢ @ 4.34
) = P T T e &2, 3

Exercise 4.6. Show that under the modular T-transformation the argument of this sum picks up
an additional factor of exp [2m'n (aR = RTZ")] and then by demanding invariance under T get
m  Rn

amn(R) = 7 + B (m,n € Z). (4.35)

From the previous exercise we see that the action of ag, ag on a highest weight state |m,n)
(4.33) becomes

m  Rn m  Rn
) = (G + B e o) = (5= 5 ). (430

Thus, the bulk spectrum can be written as a direct sum

Hooo(R) = D Ra(r) @ Ray(r): (4.37)

m,neE”L

of highest weight representations of the u(1) current algebra. The integer n is the winding

number and m is related to the total momentum p via p = %(am,n + Qmp) = 5.
12Setting g = 1/4n for convenience.
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Exercise 4.7. Using Poisson’s resummation formula (4.27) show that

s e _ % ) T (4.38)

neZ meZ

and use this to deduce the invariance of the partition function under the modular S-transformation.

It is not difficult to see that the bulk spectrum (4.37) (or equivalently the associated
partition function) is invariant under the substitution R — 2/R, i.e.

Znos(2/ R) = Zuoe(R). (4.39)

This is the usual T-duality relation for the compactified free boson. In string theory, this
simply states that closed strings propagating around a circle cannot distinguish if the size
of the circle is R or 2/R. The self-dual radius R = V/2 is the minimal length scale that the
strings resolve.

4.4 Fusion Algebra and Verlinde’s Formula

The action of the Virasoro generators on the product of two primary fields, preserves the
Virasoro algebra and endows the tensor product of the representations with the structure
of a representation. This leads to a natural product on representations, called the fusion
product, which constrains the fields that appear in the OPE. The consistency of the OPE
(2.41) with the existence of null vectors leads to the fusion algebra of the CFT [Ca04][Ca89].

Ri®R;=> N,"Ry, (4.40)

kel

where ./\/;jk € Ny are the fusion numbers. This applies separately to the holomorphic and
antiholomorphic sectors and determines how many copies of Rj occur in the fusion of R;
with R;. The fusion algebra is commutative, associative and contains an identity given by
the vacuum representation Ry.

Consistency of the CFT on the torus implies that the fusion numbers are given in terms
of particular products of matrix elements of the modular matrix

5155
N =Y 2R, (4.41)

S
leT of

This is the so called Verlinde formula [Ver88|. In these notes, we will make the simplifying
assumption that Mjk € {0,1}. In full generality, the fusion numbers may be larger than
one, but it is not so for the Virasoro minimal models as well as the WZW models that we
will study later in these notes. This reflects the absence of multiplicity greater than one in
ordinary tensor products of representations of su(2).

D. MANOLOPOULOS 47 K. SFETSOS
NCSR ” DEMOKRITOS” UNIVERSITY OF ATHENS



4.5 Rational Conformal Field Theory 4 CFT ON THE TORUS

4.5 Rational Conformal Field Theory

In Section 4.4, we gave an explicit relation between the modular transformation & of the
characters and the fusion numbers N which proves to be a very general fact. This naturally
leads to the concept of rational conformal field theory (RCEFT).

s ~

i/ RCFT: a definition

Definition 4.8. A CFT is said to be rational if its Hilbert space contains only a finite
number of irreducible highest weight representations R; of the chiral algebra V.

RCFTs may contain an infinite number of Virasoro representations, however, these can
be reorganised into a finite set of irreducible representations by linearly transforming
one into another under the action of the modular group. Thus, the underlying chiral
algebra is extended due to the existence of additional symmetries.

The term “rational” is because if there are only a finite number of primary fields then
the conformal weights are all rational numbers [Va88, AMSS|.

The only theories that contain only a finite number of Virasoro irreducible representa-
tions, are the Virasoro minimal models, however, we will not discuss them in these notes,
for those interested, see [BYB] for a concise exposition. Another prime example of RCFTs
which are completely solvable, are the WZW models which will discuss in the next Chapter.
For a condensed panoramic view of the development of two-dimensional RCFT in the last
twenty-five years see [FRS10], or for a lightning review of RCFT see [GW03, Sect. 2].

Consider now a RCFT whose Hilbert space H decomposes into a finite number of irre-
ducible representations

H=EPRri®R)", (4.42)
ijeT
of a chiral algebra V), such that Vir C V. On the set Z, indexing the representations R;, we
assume there is the charge conjugation (z’v)v = 4, which preserves the conformal weights and
the fusion numbers

hi=hi, N =N " (4.43)

From this we define the charge conjugation matriz as

The charge conjugation matrix can be used to raise and lower indices (just like the metric
tensor). The modular matrix satisfies

52 = C, Sij\/ == Szg (445)
This requires that the characters, under modular transformations must transform as

xi(@) =Y Sx(@,  xi@ =D Syvxi(@) =D Sixi(a), (4.46)

JjET JjeT JjeT

D. MANOLOPOULOS 48 K. SFETSOS
NCSR ” DEMOKRITOS” UNIVERSITY OF ATHENS



4.5 Rational Conformal Field Theory 4 CFT ON THE TORUS

2T —2mi/T

where ¢ = e and § = e . The fusion numbers also satisfy the following identities

N /\/ﬂkv ZMjkal Z lka] ; Ozj = 0ij, 'A/ijo = dijv. (4.47)

ke kel

Note, that the commutativity and associativity of the fusion rules is reflected in the first and
second identities respectively.

The classification of all RCFTs is still an open problem and as mentioned in [BYB] it
will probably remain for a while. A possible way to achieve this would be to first classify
all possible fusion rules and use the information provided by Verlinde’s formula (4.41) to
extract information about the operator content of the theory.
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A Normal ordering

Given a set of field operators {¢1(z1),...,dn(2,)}, we have two types of special orderings,
namely, normal and radial (time) ordering. Normal ordering places all the annihilation
operators on the right and a fortiori all creation operators on the left.

n

:H oi(z): (A1)

=1

No specifications are required since all annihilation operators commute with one another as
do all the creation ones. If we take the vacuum expectation value (VEV) of the normal order
product it therefore vanishes by definition

< H di(2): > = 0. (A.2)

i/ What’s wrong?

Given the equation [a, a'] = 1, if we “normal order” both sides we get
fa,al]: =1 = :aal: — :dla: =1 = 0=1

Answer: We never “normal order” equations. Normal ordering is not a derived notion,
i.e. it is not derived from the ordinary product any more than the cross product is not
derived from the scalar product.

The other special ordering is the radial (time) ordering (2.33) which places the field
operators in radial (chronological) order, we reproduce it here for convenience

_ | 1(z1)g2(22), || > |z
Ron(epn(e) = { QL0 121 (A3)

A.1 Wick’s Theorem

Normal ordering ensures the vanishing of the vacuum expectation value on one hand and
on the other hand, the radial (time) ordering expresses correlation functions in terms of a
vacuum expectation value. Wick’s theorem relates these two orderings in the case of free
fields. Before we state the theorem, we define the contraction of two field operators ¢;(z;)
with ¢;(z;), within the normal ordered product (A.1) to simply be the omission of these two
operators from (A.1) and their replacement by the two-point function (¢;(2;)¢;(z;)). The
contraction is denoted by brackets and we write

n
1

191(21) - 05(25) - Brlzm) - bulza): = [ @iz (65(2))du(2r))- (A.4)
ik
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A.1 Wick’s Theorem A NORMAL ORDERING

Example A.1l. Consider the four fields {¢1, @2, @3, P4}, then a contraction of ¢; with ¢3, for
| &y example, simply is
1
1010203040 = 2042 (P103).

Exercise A.2. Calculate the contraction

1@] — 1

:h1 P2 0304" .

The normal ordered product differs from ¢;(21)p2(22) by the VEV] i.e.

P1(21)P2(22) = 1h1(21)P2(22): + (P1(21)Pa(22)) (A.5)

We now combine normal ordered products with radial (time) ordered ones. The radial
ordered product R (¢;(21)¢p2(22)) is given by

R (¢1(21)92(22)) 8 ¢1(21)P2(22)0(|21] — [22]) + P2(22)d1(21)0(| 22| — |21])
2 261 (21)da(z): (81| — [22]) + 6(]22] — [21]))
+ ((d1(21)da(22)8(|21] — |22]) + da(22) 0 (21)8(|22] — [])))  (A.6)
2 161(21)a(z): + (R (d1(21)2(22)))
2 161(21)da(22): + (dr(21)da(22)).

In step (1) we rewrote definition (A.3) using the Heaviside function, in step (2) we used (A.5)
and the important observation that :[¢1(z1), ¢2(22)]: = 0, which means (3) that the normal
ordered products are automatically radially ordered'?, while in step (4) we took the VEV in
order to find that (R (¢1(21)p2(22))) = (P1(21)P2(22)). Equation (A.6) is Wick’s theorem for
two fields and it can also be written as:

1

R (01(21)92(22)) = :01(21)¢2(22): + :¢1(21)¢2(22): (A7)
For the case of three fields, the above steps (1)-(4) as in (A.6) give

R (91(21)P2(22)93(23)) = :01(21)P2(22)@3(23): + :¢1(21): (Pa(22)P3(23))
+ tda(22): (D1(21)P3(23)) + :¢3(23): (P1(21)P2(22)). (A.8)

Exercise A.3. Do this. %

We can therefore see a pattern:

1] Wick’s Theorem

Theorem A.4. The radially (time) ordered product is equal to the normal ordered

13The converse is not true.

D. MANOLOPOULOS 51 K. SFETSOS
NCSR ” DEMOKRITOS” UNIVERSITY OF ATHENS



B GENERALIZED NORMAL ORDERING

product, plus all possible ways of contracting pairs of fields with in it, i.e.

R(P1(21) .- On(2zn)) = :p1(21) ... On(2n): + (R (61(21) - . dnl(20)))- (A.9)

The notation (R (¢1(21) ... ¢n(2n))) means we sum over all possible contractions.

Example A.5. Consider the four fields {¢1, ¢2, ¢3, @4}, then by direct application of Wick’s theorem

we get
—/ —t— [ —
R (P1020304) = 1010203041 + 1010203042 + 101 PoP3P4: + 101 PoP3st
+ :¢1¢2ﬁ¢3¢4= + =¢1W4= + 101020304 (A.10)
| Sy + 110903041 + :P109P304:

4 =¢1¢2¢;ﬁ4=

Taking the VEV of this expression and using (A.4) and (A.2) we see that only the fully contracted
terms in the first line survive, we thus get

R (p1020304) = 010203041 + (P102)(P3h4) + (P183)(P2da) + (P144) (P23)- (A-ll%

Exercise A.6. Use Wick’s theorem to calculate R (¢1d2 134 ). %

B Generalized normal ordering

The normal ordered products introduced previously are only useful when considering free
fields whose OPE with themselves contains only one singular term, see for example the OPEs
(2.51) and (2.64). One regularizes the product of two such fields by simply subtracting the
corresponding VEV by virtue of Wick’s theorem. However, this is no longer true for fields
which are not free in the above sense. What happens when we try to regularize T'(2)7T(w)
by subtracting the VEV (T'(2)T(w)) from the product as z — w? It will eliminate the
singular term proportional to the central charge with the remaining subleading singularities
remaining. In order to avoid this we need to generalise the procedure by subtracting all the
singular terms from the OPE. We generalize the normal ordered product of two operators

A(z)B(z) to

:A(2)B(2): — (AB)(2). (B.1)
In the following, the OPE of two operators A and B will be written as
A(=)Bw) =Y % => % + reg(A(2)B(w)), (B.2)

where N € Z,, and the composite fields { AB},(w), are non-singular at w = z. The regular
part of the expansion is the normal order product, that is

1 A(z)B(w)
(AB)w) = %y%dzﬁ ={AB}o(w) , (B.3)
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whereas the contraction of the two operators is the singular part of the OPE

A)Bw) = i 2 (5.4)
seetize Bull. Vel coretion (B.3) by subsiming (B.2) h Hhe Liagm, %
Hence we may now write
(ABYw) = lim (A(z)B(w) — A(=)B(w)), (B5)
while the OPE is expressed as
A(2)B(w) = A()B(w) + reg(A(z) B(w)). (B.6)

The regular terms are
0

reg(A(2)B(w)) = )

n=—oo

—{éB_ }:U(;Z ). (B.7)

We can rewrite this as a sum of normal ordered pairs if we Taylor expand A(z) around w

(z —w)"

n!

hE

reg(A(z)B(w)) = (A(")B)(w), (B.8)

I
o

n

we thus see that (A™B)(w) = {AB}_,(w).

B.1 Generalized Wick’s Theorem

Now that we have a generalized notion for normal ordering, which accommodates for in-
teractive fields, we wish to reformulate Wick’s theorem using the above results. We should
mention, however, that we are not interested in the most general form of Wick’s theorem as
in (A.9), this cannot be achieved for interacting fields. We proceed as in [BBSS8S].

We may prove the following properties:
e The contraction with the a normal ordered product

ARBOW) = 5 “FAA@B@CW) + B@AGCW)  (B9)

271 T —

1

The second term is simply (B(w)A(2z)C(w)). In the first term, if A(z)B(z) have a poles with
1/(z — x)" singularities we should use

() e 0

r=0
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and combine with poles 1/(x — w)™. We obtain

ABO), = B + 3 (7 ) (AB Oy 0. (B

For later use note the expressions of the lowest modes

(A(BC))2 = (B(AC)2) + ((AB)2C) + ((AB)10)1 (B.12)

For » = 0 there is an additional term as below.
e The generalized Wick contraction reads

(A(BC)) = (B(AC)) = ((AB)C) = ((BA)C) (B.13)

or

(A(BC)) = ((AB)C) + (B(AC)) — ((BA)C) . (B.14)

From the second expression above we see the usual contraction of free fields has the additional
last term. Note also that the normal ordering is not associative.
To compute the opposite

1

(BC)(2) A(w) = A(w)(BO)(=) | (B.15)

we use the above formula and we expand the result around z = w.
e The derivative of a normal ordered product

(AB) = (A'B) + (AB') . (B.16)

In the proof we use that (A'B) = (AB)_;.
e The normal order of the commutator

a8) =S TV gap B.17

(14, B) = 31— (A}, | (B.17)
>0

Note that setting B = A we obtain a consistency relation for the various terms of the OPE

of A with itself.

In general

(_1)7‘+n T
(BA), =>_ T O {AB} (B.18)
r=0
The normal order form of the commutator comes by setting n = 0 and separating the r =0
from the sum.

e Note that in general A(z)B(w) # B(w)A(z) but A(z)B(w) = B(w)A(z). An example is
T()T(w) = T()T(w) +[TT](w) + Oz ) .

. c/2 2T (w)  T'(w)

) (z—w)4+(z—w)2+z

(B.19)

J— w ’
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r——. 1

Clearly T'(2)T(w) = T'(w)T(z). However,

T(2)T(w) = T(=)T(w) + [TT)(w) + Oz — w)

=T(w)T(z) =T"[z] + [TT)(z) + O(w — z) # T(w)T(z) , (B.20)

which shows that there is the additional term —7"[z] in the finite part.
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