REPRESENTATIONS OF CYCLIC GROUPS IN POSITIVE CHARACTERISTIC AND WEIERSTRASS SEMIGROUPS

SOTIRIS KARANIKOLOPOULOS AND ARISTIDES KONTOGEORGIS

ABSTRACT. We study the $k[G]$-module structure of the space of holomorphic differentials of a curve defined over an algebraically closed field of positive characteristic, for a cyclic group $G$ of order $p^f n$. We also study the relation to the Weierstrass semigroup for the case of Galois Weierstrass points.

1. INTRODUCTION

Let $X$ be a projective nonsingular curve, defined over an algebraically closed field $K$ of positive characteristic $p$. The study of the curve $X$ is equivalent to the study of the corresponding function field $F$.

An open question in positive characteristic is the determination of the Galois module structure of the space of holomorphic differentials of $X$. This problem is still open and only some special cases are known [16], [17], [8], [12], [1] where restrictions are made either on the ramification type or on the group structure of $G$. R. Valentini and M. Madan in [19] computed the Galois module structure of the space of holomorphic differentials for the case of a cyclic group action $G$, where $G$ was a cyclic $p$-group of order either prime to $p$ or a power of $p$. One of the aims of this paper is to extend the result of Valentini Madan to the more general case of a cyclic group that has order $p^f n$, $(n, p) = 1$. We will characterize the indecomposable summands $V(\lambda, k)$ (see section 2 for a precise definition in terms of the Jordan indecomposable blocks of the generator) and we will decompose the space $V$ of holomorphic differentials as:

$$V := \bigoplus_{\lambda=0}^{n-1} \bigoplus_{k=0}^{p^f} V(\lambda, k)^{d(\lambda, k)}.$$  

The numbers $d(\lambda, k)$ will be described in terms of the ramification of the extension $F/F^G$ in theorem 7.

The $G$-module structure is expressed in terms of the Boseck invariants. These are invariants introduced by Boseck [2] coming from the construction of bases of holomorphic differentials. The Boseck invariants have rich connections with other subjects in the literature: computation of Weierstrass points, [2], [3], [4]; the computation of the rank of the Hasse–Witt matrix, [9]; the classification of curves with certain rank of the Hasse–Witt matrix [11]; the study of the Artin–Schreier (sub)extensions of rational functions fields, [18], etc. Here we choose to focus only on the $G$ module structure as well as on the structure of the Weierstrass semigroup that is attached to a ramified point.

The complicated notation needed in order to state the main results prevents us from presenting our main theorem here.

The paper is organized as follows: In section 2 we introduce a notation for the places that are ramified in extension $F/F^P$ and give a filtration of the module of holomorphic differentials used in the computations. Next section is devoted to dimension computations.
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with the aid of Riemann-Roch formula. In the final section we see the relation to the Weierstrass semigroup. We tried to relate our results to known results in the literature. This way we discovered an inaccuracy in the work of Boseke [2] in the case of a \( \mathbb{Z}/p\mathbb{Z} \)-extension of the rational function field ramified above one point. Finally we extend results from characteristic zero relating the Galois module structure of the space of holomorphic differentials and the Weierstrass semigroup attached to a ramified point.

2. Notation

Let \( G = \langle g \rangle \) be a cyclic subgroup of automorphisms acting on the space of holomorphic differentials \( V := H^0(X, \Omega_X) \). The group \( G \) can be written as a direct product of a group \( T = \langle g^n \rangle \) of order \( n \) and a cyclic \( p \)-group \( P = \langle g^p \rangle \). We consider the tower of function fields \( F/F^G \). Let \( n^p \ = \ |G|, \ (n, p) = 1 \) and consider a primitive \( \eta \)-th root of unity \( \zeta \in \mathbb{K} \). By Jordan decomposition theory we see that we can decompose \( V \) as a direct sum of \( K[G] \)-modules \( V(\lambda, k) \). The modules \( V(\lambda, k) \) are \( k \)-dimensional \( K \)-vector spaces with basis \( \{v_1, \ldots, v_k \} \) and action given by
\[
g v_i = \zeta_i^n v_i + v_{i+1} \quad \text{for all} \ 1 \leq i \leq k - 1
\]
and
\[
g v_k = \zeta_k^n v_k.
\]
The action of the generator \( g \) on \( V(\lambda, k) \) is given in terms of the matrix:
\[
A := \begin{pmatrix}
\zeta_1^n & 0 & \cdots & 0 \\
0 & \zeta_2^n & \cdots & \vdots \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & \zeta_k^n
\end{pmatrix}
\]
Observe that for a cyclic group \( G \) of order \( np \) generated by \( g \) the module \( K[G] \) can be decomposed as \( K[G] = \bigoplus_{k=0}^{p-1} V(\lambda, p^k) \). Indeed, the characteristic polynomial of \( g \) acting on \( K[G] \) is up to \( \pm 1 \) equal to \( x^{np} - 1 = (x^n - 1)p^k \), and every root of unity in \( K \) appears as a character in \( K[G] \).

Remark 1. The indecomposable \( K[P] \)-modules of a cyclic \( p \)-group of order \( p^k \) and with generator \( \sigma \) are given by the quotients \( K[P]/(\sigma - 1)^{k} \), where \( k = 1, \ldots, p^k \) \[19\]. In our notation these are the modules \( V(0, k) \) i.e. the indecomposable Jordan forms of dimension \( k \).

Proposition 2. The indecomposable \( K[G] \)-module \( V(\lambda, k) \) seen as a \( K[T] \)-module is a direct sum of \( k \) characters of the form \( \zeta \mapsto \zeta^{p^n} \). The module \( V(\lambda, k) \) seen as a \( K[P] \)-module is indecomposable and isomorphic to the module \( K[P]/(\sigma - 1)^k \).

Proof. We will use the following idea: The action of \( G \) on the indecomposable summand \( V(\lambda, k) \) is described by the action of the generator \( g \) of \( G \). We would like to view the module \( V(\lambda, k) \) as a \( P \) and \( T \) module respectively. A generator for the \( T \) group is given by \( g^n \). Write the matrix \( A \) as \( A = \text{diag}(\zeta^k) + N \) where \( N \) is a nilpotent \( k \times k \) matrix with \( k \leq p^k \). Therefore, the generator \( g^p \) of the \( T \) group is given by the matrix \( A^p = \text{diag}(\zeta^{p^k}) \). This means that \( V(\lambda, k) \) seen as a \( T \) module is decomposed as a direct sum of \( k \) characters of the form \( \zeta \mapsto \zeta^{p^k} \). Since \( (p^k, n) = 1 \) raising an \( n \)-th root of unity to the \( p^k \)-power is an automorphism of the group of \( n \)-th roots of one.

On the other hand the action of the generator \( g^n \) on the module \( V(\lambda, k) \) is given by the \( n \)-th power of \( A \). We observe first that that all eigenvalues of \( A^n \) are 1. We will prove that \( A^n \) is similar to the matrix \( I + N \), i.e. a Jordan indecomposable block. Since all eigenvalues of \( A^n \) are 1 the characteristic polynomial of \( A^n \) is \( (x - 1)^k \). The minimal
polynomial of $A^n$ is $(x - 1)^d$ for some integer $1 \leq d \leq k$. Since $A$ is an indecomposable
Jordan block the minimal polynomial of $A$ is $(x - \zeta^k)^k$. On the other hand, since $(A^n - 1)^d = 0$ we have that $(x - \zeta^k)^k$ divides $(x^n - 1)^d$ and this is possible only if $d = k$. This
implies that $A^n$ is similar to an indecomposable Jordan form of dimension $k$. □

2.1. Fields and ramification. We will introduce some notation on the ramification places
in the extensions $F/F^P$ and $F/F^G$. Let us denote by $\tilde{P}_1, \ldots, \tilde{P}_s$ the places of $F^P$ that are
ramified in $F/F^P$. The places of $F$ that are above $\tilde{P}_j$ will be denoted by $P_{j,\nu}$, $1 \leq \nu \leq p^j/e_j$, where $e_j = p^j$ is the common ramification index $e(P_{j,\nu}/\tilde{P}_j)$.

The different $Diff(F/F^P)$ is supported at the places $P_{j,\nu}$ while the discriminant $D(F/F^P)$
is supported at the places $\tilde{P}_1, \ldots, \tilde{P}_s$. Let us denote the different exponent at each ramified
place $P_j$ by $\delta_j$. The discriminant is then computed:

$$D(F/F^P) = \sum_{j=1}^s p^{\delta_j} \delta_j \tilde{P}_j,$$

while the different is given by

$$Diff(F/F^P) = \sum_{j=1}^s \delta_j \sum_{\nu} P_{j,\nu}.$$

The cyclic group extension $F^P/F^G$ is a Kummer extension with Galois group $T$ and it is
defined by an equation of the form:

$$(3) \quad F^P = F^G(y), \quad y^n = b, \quad b \in F^G.
$$

Let $Q_1, \ldots, Q_s$ be the places of $F^G$ that are ramified in extension $F^P/F^G$. We define
$Q_{i,\nu}, 1 \leq \nu \leq n/e'_i$ to be the places of $F^P$ which are above $\tilde{Q}_i$, where $e'_i$ denotes the
common ramification index, $e'_i = e(Q_{i,\nu}/\tilde{Q}_i)$.

Assume that the set of places $\{Q_1, \ldots, Q_{i_0}\}$ extend to places $Q_{i,\nu}$ of $F^P$ that do not
ramify on $F/F^P$ and that each place $Q_i$ of the places $\{Q_{i_0+1}, \ldots, Q_t\}$ extends to places
$Q_{i,\nu}$ that ramify in $F/F^P$. The total number of places of the form $Q_{i,\nu}$ $t_0 + 1 \leq i \leq t$ equals

$$s_0 := \sum_{i=i_0+1}^t \frac{n}{e'_i} = |\{Q_{i,\nu} : t_0 + 1 \leq i \leq t, 1 \leq \nu \leq n/e'_i\}|.$$

We enumerate the places $\tilde{P}_i$ such that $\{\tilde{P}_{s_0+1}, \ldots, \tilde{P}_s\}$ do not ramify in $F^P/F^G$ and
$\{P_1, \ldots, P_{i_0}\} = \{Q_{i,\nu} : t_0 + 1 \leq i \leq t, 1 \leq \nu \leq n/e'_i\}$.

$$
\begin{array}{c|c|c|c|c|c|c}
F & F^P & F^G \\
\hline
P & \cdots & P_{i+1} & \cdots & P_{s_0+1} & \cdots & P_s \\
\hline
P^P & Q_{1,\nu} & \cdots & Q_{t_0,\nu} & \cdots & Q_{t_0+1,\nu} & \cdots & Q_t \\
\hline
P^G & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\hline
T & e_j & \cdots & e_j & \cdots & e_j & \cdots & e_j \\
\hline
\end{array}
$$

We can select $b$ in eq. (3) such that [19 sec. 2]

$$\text{div}_{F^G}(b) = n A + \sum_{i=1}^t \phi_i \tilde{Q}_i,$$

in eq. (4).
where \(0 < \phi_i < n\). \(A\) is a divisor of \(F^G\). The ramification indices are given by \(e_i = n/(n, \phi_i)\), and the discriminant is given by
\[
(5) \quad D(F^P/F^G) = \sum_{i=1}^t \left(n - \frac{n}{e_i}ight) Q_i.
\]
We also define \(\Phi_i = \phi_i/(n, \phi_i)\).

2.2. Modules. Let us now focus on the cyclic \(p\)-group extension \(F/F^P\). The \(G\)-module structure on holomorphic differentials on a cyclic \(p\)-group is studied by R. Valentini and M. Madan in [19]. Let \(\sigma := g^n\) be a generator of the cyclic group \(P\). Recall that \(V\) denotes the set of holomorphic differentials. Following the article of Valentini Madan we consider the set of subspaces \(V^i \subseteq V\) defined by
\[
V^i := \{\omega \in V : (\sigma - 1)^i \omega = 0\} \text{ for } i = 0, \ldots, p^i.
\]
We compute that (the set \(\{v_1, \ldots, v_m\}\) is the basis of \(V(\mu, m)\) given in eq. (2)).
\[
V^{i+1} \cap V(\lambda, m) = \begin{cases} V(\lambda, m) & \text{if } m \leq i + 1 \\ \{v_{m-i}, \ldots, v_m\} & \text{if } m > i + 1 \end{cases}
\]
Since \(G\) is a commutative group there is a well defined action of \(T = \langle g^p \rangle\) on the quotient space \(V^{i+1}/V^i\) and the natural map
\[
V^{i+1} \rightarrow V^{i+1}/V^i,
\]
is \(T\)-equivariant. The images of the spaces \(V^{i+1} \cap V(\lambda, m)\) under this map are 0 for \(m \leq i\) and are one dimensional if \(m > i\).

The space \(V^{i+1}/V^i\) is decomposed into characters of the group \(T\). Let \(d(\lambda, k)\) be the number of \(V(\lambda, k)\) blocks in \(V\). Let \(c(\lambda, i), 0 \leq i \leq p^i - 1\) be the number of characters of the form \(g^i \omega = \zeta^\lambda \omega\) in \(V^{i+1}/V^i\).

We have that
\[
c(\lambda, i) = \sum_{k \geq i+1} d(\lambda, k).
\]
Therefore
\[
(6) \quad d(\lambda, p^i) = c(\lambda, p^i - 1) - c(\lambda, k).
\]

Lemma 3. There is a basis \(\{w_0, \ldots, w_{p^i-1}\}\) of \(\mathbb{F}\) over \(F^P\) such that:

1. For \(0 \leq k \leq p^i - 1\) with \(p\)-adic expansion \(k = a_k^1 + a_k^2 \cdot p + \cdots + a_k^{p^i-1}\), we have \((\sigma - 1)^k w_k = a_k^1 \cdot a_k^2 \cdot \cdots \cdot a_k^{p^i-1} w_k\).

2. Every \(\omega \in V\) can be written as
\[
\omega = \sum_{\nu=0}^{p^i-1} c_\nu w_\nu dx
\]
with \(x, c_\nu \in F^P\) and with the additional property that
\[
\omega \in V^i \Leftrightarrow c_i = c_{i+1} = \cdots = c_{p^i-1} = 0.
\]

3. There are numbers \(\Phi(\mu, j)\) prime to \(p\) such that
\[
u_{p^i}(w_k) = -\sum_{j=1}^t a_j^k \Phi(\mu, j) \cdot p^{e_j - 1}.
\]

Proof. The definition of the basis is given in [19] p.108 while the second assertion is proved in the same article in the proof of theorem 1. The existence of the numbers \(\Phi(\mu, j)\) follows by the construction of the extension \(F/F^P\) in terms of successive Artin-Schreier extensions (see [19], sec. 1).
Define the integers:
\begin{equation}
\nu_{\mu,k} := \left\{ \frac{\delta_{\mu} + v_{P_{\mu,\nu}}(w_k)}{e_{\mu}} \right\}.
\end{equation}

Notice that the valuation \(v_{P_{\mu,\nu}}(w_k)\) does not depend on the selection of the place \(P_{\mu,\nu}\) over \(\bar{P}_{\mu}\).

Let \(\tau = \sigma^i\) be a generator of the cyclic group \(\mathcal{T}\). Assume that \(\tau y = \zeta^n y\). For each \(\lambda = 0, \ldots, n-1\) we select \(0 \leq \alpha_{\lambda} \leq n - 1\) such that
\begin{equation}
r\alpha_{\lambda} \equiv \lambda \mod n.
\end{equation}

**Definition 4.** Define the Boseck invariants:
\begin{equation}
\Gamma_{k,\lambda} := \sum_{j=1}^{l} \left\{ -\frac{\alpha_{\lambda} \Phi_j}{e_j} \right\} + \sum_{j=t_{\lambda}+1}^{l} \left\{ \frac{\alpha_{\lambda} \Phi_j - 1}{e_j} \right\} + \frac{\nu_{j,k}}{n} - \frac{\nu_{j,k}}{n}
\end{equation}

**Remark 5.** If \(n = 1\), then
\begin{equation}
\Gamma_{k,\lambda} = \Gamma_k = \sum_{\mu=1}^{s} \nu_{\mu,k}.
\end{equation}

This is the Boseck invariant for the \(p\) cyclic case, see \([2]\) and \([6]\).

If \(p^f = 1\) then
\begin{equation}
\Gamma_{k,\lambda} = \Gamma_{\lambda} = \sum_{j=1}^{l} \left\{ -\frac{\alpha_{\lambda} \Phi_j}{e_j} \right\}.
\end{equation}

This is the Boseck invariant for the cyclic tame case. These invariants coincide with the ones introduced by \([3]\), and used by \([6]\), after letting \(r = 1\), to eq. \([5]\) (this can be done without loss of the generality).

In next section we will prove the following:

**Proposition 6.** Recall that \(e_i\) are integers such that \(p^{\ell_i} = e(P_{\nu,\ell}/\bar{P}_{\nu})\). Consider the integer \(r = \ell - \max e_i\). For \(0 \leq k < p^f - p^r\), we have
\begin{equation}
c(\lambda, k) = g_{F^a} - 1 + \Gamma_{k,\lambda} + \Lambda_{k,\lambda}.
\end{equation}

The integer \(\Lambda_{k,\lambda}\) is given by the following rule: If \(\Gamma_{k,\lambda} = 0\) then \(\Lambda_{k,\lambda} = 1\). In all other cases \(\Lambda_{k,\lambda} = 0\).

For \(p^f - p^r \leq k \leq p^f - 1\) we have
\begin{equation}
c(\lambda, k) = \begin{cases} 
\frac{1}{p^f} \left( g_{F^a} - 1 + \Gamma_{k,\lambda} \right) & \text{if } k \geq p^f - p^r + 1 \text{ or } \lambda \neq 0 \\
\frac{1}{p^f} \left( g_{F^a} - 1 + \Gamma_{k,\lambda} \right) & \text{if } k = p^f - p^r \text{ and } \lambda = 0.
\end{cases}
\end{equation}

This will allow us to see:

**Theorem 7.** If \(r = 0\) then
\begin{equation}
d(\lambda, p^f) = g_{F^a} - 1 + \Gamma_{p^f,\lambda} + \Lambda_{p^f,\lambda}.
\end{equation}

For all the values of \(r\) and for \(k < p^f - p^r\) we have:
\begin{equation}
d(\lambda, k) = \Gamma_{k-1,\lambda} + \Lambda_{k,\lambda}.
\end{equation}

where \(\{-1, 0, 1\} \ni M_{k,\lambda} := \Lambda_{k-1,\lambda} - \Lambda_{k,\lambda}.

If \(k = p^f - p^r\) then \(k - 1 = p^f - p^f - 1\) and
\begin{equation}
d(\lambda, p^f - p^r) = \begin{cases} 
g_{F^a} - 1 + \Gamma_{k-1,\lambda} + \Lambda_{k-1,\lambda} - c(\lambda, p^f - p^r) & \text{if } \lambda \neq 0 \\
\Gamma_{k-1,\lambda} + \Lambda_{k-1,0} & \text{if } \lambda = 0
\end{cases}
\end{equation}
For \( r \neq 0 \) and \( p^l - p^r \leq k \leq p^l - 1 \), we have:

\[
d(\lambda, k) = \begin{cases} 
\frac{1}{p} (g_{ET} - 1 + \Gamma_{k, \lambda}) & \text{if } k = p^l - p^r + 1, \lambda = 0 \\
0 & \text{otherwise}
\end{cases}
\]

(10)

Proof. The proof is a simple application of proposition 6. \( \square \)

2.3. Computation of \( c(\lambda, k) \). This section is devoted to the proof of proposition 6.

Lemma 8. Let \( G \) be a group of order \( p^l \) acting on the curve \( X \), with only tame ramification, i.e., every point that is ramified has decomposition group \( G(P) \subset \langle g^p \rangle \). Let \( T = \langle g^p \rangle \) be the tame cyclic part of the group \( G \). Consider the integers \( \phi_i, \Phi_i, \alpha_i, e_i \) describing the Kummer extension \( F'/F^T \) and let \( g_{F'T} \) denote the genus of \( F^T \). Then the decomposition of the space \( V \) of holomorphic differentials is given by

\[
V := \bigoplus_{k=1}^{n-1} \bigoplus_{\lambda=0}^{p^l - 1} V(\lambda, k)^d(\lambda, k),
\]

where \( d^*(0, 1) = 1 \),

\[
d^*(\lambda, p^l) = \frac{1}{p^l} \left( g_{F'T} - 1 + \sum_{i=1}^{l} \left\langle \frac{-\alpha_i \Phi_i}{e_i^l} \right\rangle \right)
\]

and \( d^*(\lambda, k) = 0 \) in all other cases.

Proof. Group actions on curves without branched points on spaces of holomorphic differentials were studied by T. Tamagawa [16]. Tamagawa proved that the space of holomorphic differentials is decomposed as

\[
V := K \oplus K[\langle g \rangle/n, \nu^{-1}],
\]

where \( g_{X/P} \) is the genus of the quotient curve \( X/P \).

Actions with tame ramification where studied by E. Kani [5]. Kani proved that:

\[
V := K \oplus K[\langle G \rangle/n, \nu^{-1}] \oplus \tilde{R}_{G}^*,
\]

where \( \tilde{R}_{G}^* \) is a \( k[G] \)-module such that \( n\tilde{R}_{G}^* = R_{G}^* \) and \( R_{G}^* \) is a the contragredient module of the tame ramification module (for precise definition see [5, sec. 1]).

The result of Tamagawa for the action of the \( p \)-group \( P = \langle g^p \rangle \) gives that

\[
V = K \oplus \bigoplus_{\lambda=0}^{n-1} V(\lambda, p^l)^d(\lambda, p^l).
\]

The integers \( d^*(\lambda, p^l) \) can be computed by a careful look at the definition of the tame ramification module. We will instead compute them using the results of Valenti-Madan for the extension \( F'/F^T, T = \langle g^p \rangle \).

The extension \( F'/F^T \) is a cyclic Kummer extension with Galois group generated by \( \sigma = g^p \) and it is characterized by the integers \( \phi_i, \Phi_i, \alpha_i, e_i \) introduced in section 2.1. For the module of holomorphic differentials the multiplicities \( m_{\lambda} \) of the character \( \lambda \) given by the action \( \sigma^i(v) = \chi^{\lambda \cdot v} \) are equal to

\[
m_{\lambda} = g_{F'T} - 1 + \sum_{i=1}^{l} \left\langle \frac{-\alpha_i \Phi_i}{e_i^l} \right\rangle, \text{ if } \lambda \neq 0
\]

and

\[
m_0 = g_{F'T} + \sum_{i=1}^{l} \left\langle \frac{-\alpha_0 \Phi_i}{e_i^l} \right\rangle
= g_{F'T}, \text{ if } \lambda = 0.
\]
For the last equality it is enough to notice that as \((\Phi_i, e_i') = 1\) then \(\sum_{i=1}^{t} \left(\frac{-\alpha_0 \Phi_i}{e_i'}\right) = 0\), since the condition \(e_i' \mid \alpha_0\) is equivalent to \(e_i' \mid 0\) for all \(i\)'s (see [19] page 115).

From Tamagawa result we have that \(d^*(0,1) = 1\), while for the remaining \(m_0 - 1 = g_{F'} - 1\) representations give us that in both cases \((\lambda = 0\) and \(\lambda \neq 0\) we have

\[
d^*(\lambda, p') = \frac{1}{p'} \left( g_{F'} - 1 + \sum_{i=1}^{t} \left\langle \frac{-\alpha_0 \Phi_i}{e_i'} \right\rangle \right)
\]

and \(d^*(\lambda, k) = 0\) in all other cases. Notice that the eigenvalue \(\zeta^k\) appears \(p'\) times in every component \(V(\lambda, k)\).

\(\square\)

**Remark 9.** Applying Riemann-Hurwitz formula, we obtain:

\[
d^*(\lambda, p') = g_{F'0} - 1 + \frac{1}{p'} \sum_{i=1}^{t} \left\langle \frac{-\alpha_0 \Phi_i}{e_i'} \right\rangle
\]

- If \(F/F^T\) is unramified, i.e. when \(e_i' = 1\) for all \(i\), then this coincides with the result of Tamagawa, [16].
- If \(p' = 1\), i.e. \(F^G = F^T\), then this coincides with the result of Hurwitz [10] Theorem 3.5, p. 600, after letting \(r = 1\), to eq. (8).

Is there a place \(P\) of \(F\) that is fully ramified in extension \(F/F^G\)? If not then we consider the place \(P\) with maximal ramification index. Set \(r = \ell - \max\{e_i\}\). The wild decomposition group \((g^n)(P)\) at this place is cyclic and we will denote the corresponding fixed field by \(E_r\). Call \(E\) the fixed field of the wild part \((g^n)\). Then we will have a tower of fields \(F/E_r/E\) such that in extension \(E_r/E\) there is no ramification at all. Notice that \(r = 0\) and \(E_r = E\) if and only if there is a place \(P\) fully ramified in extension \(F/F^G\).

For the study of the spaces \(V^{k+1}/V^k\), with \(k = 0, \ldots, p' - 1\), we will distinguish two cases:

**Case 1.** \(k < p' - p'\).

**Lemma 10.** Assume that \(k < p' - p'\). If the differential \(\omega = \sum_{k=0}^{k} c_x e_x w_x dx \in V^{k+1}\), representing a class in \(V^{k+1}/V^k\), is holomorphic then

\[
c_k \in L_{F'^n}\left(\text{div}_{F'}(dx) + \sum_{\mu=1}^{s} \nu_{\mu, k} \overline{P_\mu}\right).
\]

The space \(V^{k+1}/V^k\) is of dimension \(g_{F'0} - 1 + \sum_{\mu=1}^{s} \nu_{\mu, k}\).

**Proof.** See the proof of theorem 1 and page 112 in [19].

In order to study the \(k[T]-module\) structure of the space \(V\) we will apply the previous argument with \(f\) in place of the \(c_k\) and we focus our study to the space of differentials which have poles at \(\sum_{\mu=1}^{s} \nu_{\mu, k} \overline{P_\mu}\), i.e. differentials of the form:

\[
\omega = f dx \text{ such that } \text{div}_{F'}(f dx) \geq -\sum_{\mu=1}^{s} \nu_{\mu, k} \overline{P_\mu}.
\]

We may choose the function \(x \in F^G\) to be a function in \(F^G\). Let \(\tau = g_{p'}\) be a generator of the cyclic group \(T\). Recall that we assumed that \(\tau x = \zeta^\lambda x\) and we have selected \(e_\lambda\) such that \(re_\lambda = \lambda \mod n\). Assume that

\[
\tau(f dx) = \zeta^\lambda f dx.
\]

By eq. (8) we have

\[
\tau(f/y^{n\lambda}) = f/y^{n\lambda}.
\]
so \( f = hy^{\alpha} \) with \( h \in F^G \). Therefore, eq. (12) is satisfied if and only if

\[
N_{FP/F^G}(\text{div}(fdx)) \geq N_{FP/F^G} \left( -\sum_{\mu=1}^{s} \nu_{\mu,k} \hat{P}_{\mu} \right).
\]

We compute:

\[
N_{FP/F^G}(\text{div}(fdx)) = n \text{div}_{F^G} h + \alpha \text{div}_{F^G}(b) + n \text{div}_{F^G}(dx) + D(F^P/F^G).
\]

**Remark 11.** Whenever we write down a reduced divisor \( A = \sum \alpha_i P_i \) (i.e. \( P_i \neq P_j \)) with \( \alpha_i \in \mathbb{Q} \) we mean the divisor \( \sum [\alpha_i] P_i \). Notice that if \( A = \sum \alpha_i P_i \) is a divisor (with possible rational coefficients) and \( B = \sum \beta_j P_j \) is a divisor with integer coefficients, then since for \( \alpha \in \mathbb{Q}, \beta \in \mathbb{Z} \), \( [\alpha + \beta] = [\alpha] + \beta \) we have that

\[
A + B = \sum [\alpha_i] P_i + \sum \beta_j P_j,
\]

i.e. we don’t have to write down \( A + B \) in reduced form, before taking the integral part of its coefficients.

Using eq. (4), (5) we see that eq. (13) is equivalent to

\[
\text{div}(h) \geq -\text{div}_{F^G}(dx) - \alpha \lambda A - \sum_{j=1}^{t} \left( \frac{\alpha \lambda \phi_j}{n} + 1 - \frac{1}{e_j} \right) Q_j + \frac{1}{n} N_{FP/F^G} \left( \sum_{\mu=1}^{s} \nu_{\mu,k} \hat{P}_{\mu} \right).
\]

i.e. \( h \in L(W + E_{t,\lambda}) \). Notice that the norm \( N_{FP/F^G}(P_{\mu}) \) is just the place of \( F^G \) lying below \( P_{\mu} \). We proved the following

**Lemma 12.** The subspace of \( V^{k+1}/V^k \) of elements where \( g \) acts by multiplication by \( \zeta^\lambda \) is isomorphic to the space \( L_{F^G}(W + E_{t,\lambda}) \), where \( W \) is a canonical divisor on \( F^G \) and

\[
E_{k,\lambda} := \alpha \lambda A + \sum_{j=1}^{t} \left( \frac{\alpha \lambda \phi_j}{n} + 1 - \frac{1}{e_j} \right) \bar{Q}_j + \frac{1}{n} N_{FP/F^G} \left( \sum_{\mu=1}^{s} \nu_{\mu,k} \hat{P}_{\mu} \right)
\]

is an effective divisor.

We will now write \( E_{k,\lambda} \) as a sum of an integral divisor and of a divisor in reduced form. We can assume that \{\( \bar{Q}_1, \ldots, \bar{Q}_t \)\} is the set of ramified places such that their extensions in \( F^P \) do not ramified further in \( F/F^P \). We will denote by \{\( \bar{Q}_{t+1}, \ldots, \bar{Q}_s \)\} the rest of the ramified places. For the \( s - (t + t_0) \) places of \( F^P \) that are not ramified in \( F/F^G \) we will denote by \( \Pi_{\mu} \) the places \( \sum_{j=1}^{t} \tau P_{\mu} \).

Now \( E_{k,\lambda} \) can be written:

\[
E_{k,\lambda} := \alpha \lambda A + \sum_{j=1}^{t} \left( \frac{\alpha \lambda \phi_j}{n} + 1 - \frac{1}{e_j} \right) \bar{Q}_j + \sum_{j=t+1}^{t_0 + 1} \left( \frac{\alpha \lambda \phi_j + \nu_{j,k}}{n} + 1 - \frac{1}{e_j} \right) \bar{Q}_j + \sum_{\mu=1}^{s-t_0-t_0} \nu_{\mu,k} \Pi_{\mu}.
\]

The divisor \( E_{k,\lambda} \) as it is written above is not necessarily in reduced form. We don’t know whether the divisor \( A \) is prime to \( \bar{Q}_i \) or \( \Pi_{\mu} \). But since it has integer coefficients and since all the divisors with possibly rational coefficients are prime to each other, we arrive at

\[
E_{k,\lambda} := \alpha \lambda A + \sum_{j=1}^{t} \left( \frac{\alpha \lambda \phi_j}{n} + 1 - \frac{1}{e_j} \right) \bar{Q}_j + \sum_{j=t+1}^{t_0 + 1} \left( \frac{\alpha \lambda \phi_j + \nu_{j,k}}{n} + 1 - \frac{1}{e_j} \right) \bar{Q}_j + \sum_{\mu=1}^{s-t_0-t_0} \nu_{\mu,k} \Pi_{\mu}.
\]

(14)
Lemma 13. The degree of $E_{k,\lambda}$ equals to

$$\deg(E_{k,\lambda}) := \sum_{j=1}^{t} \left( -\frac{\alpha_j \Phi_j}{e_j} \right) + \sum_{j=t_0+1}^{t} \left( \left\lceil \frac{\alpha_j \phi_j + \nu_j k}{n} \right\rceil - \frac{1}{e_j} \right) + \sum_{\mu=1}^{s-t+t_0} \left\lfloor \frac{\nu_{\mu,k}}{n} \right\rfloor.$$ 

Proof. Following Valenti Madan we see that that

$$(15) \quad \deg(A) = -\sum_{j=1}^{t} \frac{\phi_j}{n} = -\sum_{j=1}^{t} \frac{\Phi_j}{e_j}.$$ 

(recall that $\Phi_j = \phi_j/(\phi_j, n)$).

$$\deg E_{k,\lambda} = \sum_{j=1}^{t} \left( -\frac{\alpha_j \Phi_j}{e_j} \right) + \sum_{j=t_0+1}^{t} \left( \left\lceil \frac{\alpha_j \phi_j + \nu_j k}{n} \right\rceil - \frac{1}{e_j} \right) + \sum_{\mu=1}^{s-t+t_0} \left\lfloor \frac{\nu_{\mu,k}}{n} \right\rfloor.$$ 

We will use

$$\frac{\alpha_j \Phi_j}{e_j} = \frac{\alpha_j \Phi_j}{e_j} + \left\langle \alpha_j \Phi_j \right\rangle.$$ 

We have

$$\left\lceil \frac{\alpha_j \phi_j + \nu_j k}{n} \right\rceil - \frac{1}{e_j}.$$ 

$$= \left\langle \frac{\alpha_j \Phi_j}{e_j} \right\rangle + \left\langle \alpha_j \phi_j + \frac{\nu_j k}{n} \right\rangle + \left\langle \frac{1}{e_j} \right\rangle.$$ 

$$= \left\langle \frac{\alpha_j \Phi_j}{e_j} \right\rangle + \left\langle \frac{\alpha_j \phi_j + e_j - 1}{e_j} \right\rangle + \left\langle \frac{\nu_j k}{n} \right\rangle + \left\langle \frac{1}{e_j} \right\rangle.$$ 

By Proposition 14. If $k < p^f - p^r$, we have

$$c(\lambda, k) = \dim L(W + E_{k,\lambda}) = g_{F^\alpha} - 1 + \deg(E_{k,\lambda}) + \Lambda_{k,\lambda}.$$ 

Moreover, if

$$\deg(E_{k,\lambda}) = 0$$

then $\Lambda_{k,\lambda} = 1$. In all other cases $\Lambda_{k,\lambda} = 0$.

Proof. By Riemann-Roch theorem and lemma we see that

$$\dim L(W + E_{k,\lambda}) = g_{F^\alpha} - 1 + \deg(E_{k,\lambda}) + \dim L(-E_{k,\lambda}).$$

If the divisor $\deg(E_{k,\lambda}) > 0$ then $\dim L(-E_{k,\lambda}) = 0$ and the result follows.

Assume now that $\deg(E_{k,\lambda}) = 0$. Since $E_{k,\lambda}$ is effective this means that $E_{k,\lambda} = 0$ and in this case $\Lambda_{k,\lambda} = \ell(0) = 1$. 

$\square$
In this case we will apply the same procedure as we did in Case 1 and then apply lemma \(8\) for the extension \(E_r/F^G\). Write \(k = k_1 + tp^r\) with \(0 \leq k_1 < p^r\) and \(t = p^{r-1} - 1\). Set \(k_0 = tp^r = p^k - p^r\). Let \(\sigma = g^\nu\) be a generator for the \(p\)-cyclic part of \(G\). Let \(V'_{E_0}^{k_0}\) be the space of holomorphic differentials of \(E_r\) that are annihilated by \((\sigma - 1)^k\). Valenti-Madan \(19, p.111-112\) proved that

\[
(\sigma - 1)^{k_0} : V^{k_0 + 1}_{E_0} \rightarrow V^{k_0 + 1}_{E_r}/V'^{k_0}_{E_0}
\]

is an isomorphism. We will now consider the extension \(E_r/F^G\) and will apply lemma \(8\) in order to compute the decomposition into indecomposable \(G/(p^r)\)-modules. Let \(c^*(\lambda, k_1)\) be the number of characters \(\zeta \mapsto \zeta^\lambda\) in the module \(V^{k_1+1}_{E_0}/V'^{k_1}_{E_0}\). We compute that \(c(\lambda, k)\) equals to:

\[
c(\lambda, k_1 + p^f - p^r) = c^*(\lambda, k_1) = \sum_{\mu \geq k_1 + 1} d^*(\lambda, \mu) = \begin{cases} d^*(\lambda, p^f), & \text{if } k_1 \geq 1 \text{ or } \lambda \neq 0 \\ d^*(0, p^f) + 1 = g_{F^G}, & \text{if } k_1 = 0, \text{ and } \lambda = 0 \end{cases}
\]

Therefore, for \(k = p^f\) we compute:

\[
d(\lambda, p^f) = c(\lambda, p^f - 1) = d^*(\lambda, p^f) = \frac{1}{p^f} \left(g_{F^G} - 1 + \sum_{i=1}^{t} \left(-\frac{\alpha_1 \Phi_i}{e_i}\right)\right)
\]

by lemma \(8\). Moreover for \(p^f - p^r \leq k \leq p^f - 1\) and from eq. \(6\) and the isomorphism given in eq. \(10\) we obtain:

\[
d(\lambda, k) = c(\lambda, k - 1) - c(\lambda, k),
\]

\[
c^*(\lambda, k - 1 - (p^f - p^r)) - c^*(\lambda, k - (p^f - p^r))
\]

unless \(k = p^f - p^r + 1\) and \(\lambda = 0\). In this case \(d^*(0, 1) = 1 = d(0, p^f - p^r + 1)\).

**Remark 15.** Notice that when \(k \geq p^f - p^r\), then \(v_\mu, k = 0\) (see also \(19, p. 110\)). Thus Boseck invariants (Definition \(5\)) take now the form

\[
\Gamma_{k, \lambda} = \sum_{i=1}^{t} \left(-\frac{\alpha_1 \Phi_i}{e_i}\right)
\]

With this in mind, we take that

\[
d(\lambda, p^f) = \frac{1}{p^f} \left(g_{F^G} - 1 + \Gamma_{k, \lambda}\right).
\]

This completes the proof of theorem \(7\).

**Example 16.** Suppose that \(F^G = F^P\), i.e. \(n = 1\) then, from eq. \(9\) and \(10\) respectively, we get that the regular representation of \(G\) occurs

\[
d(\lambda, p^f) = d(p^f) = \begin{cases} g_{F^G} - 1, & \text{if } r \neq 0 \\ g_{F^G}, & \text{otherwise} \end{cases}
\]

times in the representation of \(G\) in \(V\). This result coincide with the results obtained in \(19\).

### 3. Relation to the Theory of Weierstrass Semigroups

Aim of this section is to find a relation between the Galois module structure of the space of holomorphic differentials and the Weierstrass semigroup attached to a ramified point. In characteristic zero there are results \(10\) relating the structure of the Weierstrass semigroup at \(P\) to the subgroup \(G(P)\). For example there is a theorem due to J. Lewittes \(7, Th. 5\) which relates the structure of the semigroup to the module structure of holomorphic differentials. Also I. Morrison and H. Pinkham \(10\) considered the case of Galois Weierstrass points, i.e. covers of the form \(X \rightarrow \mathbb{P}^1\) with cyclic cover group in characteristic 0.
Let us start with a convenient description of a semigroup: Let $\Sigma \subseteq \mathbb{N}$ be a semigroup and let $d$ be the least positive number in $\Sigma$. For $1 \leq i \leq d - 1$ we denote by $b_i$ the smallest element in $\Sigma$ congruent to $i \mod d$, and define $\nu_i$ by the equation:
\begin{equation}
\nu_i = \frac{d}{b_i}.
\end{equation}

i.e. $\nu_i$ equals to the number of gaps $a_k$ for which $a_k \equiv i \mod d$, and the semigroup $\Sigma$ is characterized by them.

From now on $\Sigma$ will be the Weierstrass semigroup attached to a point $P$. Let $f$ be a function on $X$ such that $(f)_\infty = dP$. This gives rise to a map $f : X \to \mathbb{P}^1$ and we assume that this map is a Galois cover with Galois group $G(P)$. In characteristic 0 the group $G(P)$ is always cyclic and the space of holomorphic differentials is described by a theorem due to Lewittes and Hurwitz [10, th. 1.3, th. 3.5].

In this paper we assume that $G(P)$ is a cyclic group of order $np^\ell$. The following theorem is a generalization of the theorems of Lewittes and Hurwitz written in the language of Brauer characters [13].

**Proposition 17.** Let $T$ be the tame cyclic part of $G(P)$. Let $L$ be a complete local ring that contains the $n$-th roots of unity, let $\mathcal{O}_T$ be its valuation ring and let $\mathfrak{m}_L$ be the maximal ideal of $\mathcal{O}_L$ such that $\mathcal{O}_L/\mathfrak{m}_L = K$. For example we can take $L = W[K][\zeta_n]$. The modular character of $\mu : \mathcal{G}_{\text{reg}} \to \mathcal{O}_L$ induced by the $K[G]$-module of holomorphic differentials can be written as
\begin{equation}
\mu = \sum_{i=1}^{d-1} \mu_i \chi^i,
\end{equation}
where $\chi$ is a generator of the character group $\hat{G}_{\text{reg}}$ of the cyclic group $G_{\text{reg}} = \mathbb{Z}/n\mathbb{Z}$, and $\mu_i$ are equal to the number of gaps at $P$ that are equivalent to $i \mod n$.

**Proof.** The proof we will write is a modification of the characteristic zero proof given in [10, th. 1.3].

By construction for every $\sigma \in T$ we have $\sigma(T) = T$. Let $\tau$ be the generator of $T$. By the lemma of Hensel we might assume that there is a local uniformizer $t$ at $P$ such that $\sigma(t) = \zeta t$ where $\zeta$ is a primitive $n$-th root of unity.

Every gap $a_k$ corresponds by Riemann-Roch theorem to a holomorphic differential $\omega_k$ with a root of order $a_k - 1$ at $P$. Observe that the flag of vector spaces $\langle \omega_1, \ldots, \omega_k \rangle$ are invariant under the action of $G$ and by a trigonal change of coordinates we might assume that $\omega_k$ can be selected in such a way so that $\omega_k = t^{a_k - 1} dt$. For this selection of $\omega_k$ we have that $\tau \omega_k = \zeta^{a_k} \omega_k$ and the result follows.

This proposition does not describe completely the relation of the semigroup and the $K[G]$-module structure since it gives information of the number gaps modulo $n$ and not modulo $np^\ell$ as required. Notice that by construction $d := np^\ell$ is the smallest non zero pole number.

**Definition 18.** For every $i$, $0 \leq i < np^\ell$ we consider the reductions of $i$ modulo $p^\ell$ and $n$ respectively, namely: $i_0 = i \mod n$ and $i_1 = i \mod p^\ell$. We will denote by
\begin{equation}
\mathcal{G}(i_0, i_1) = \text{ the number of gaps at } P \text{ that are equivalent to } i \mod np^\ell.
\end{equation}

Of course these quantities are related to the $\mu_i$ defined in proposition [17] For an $i_0$ with $0 \leq i_0 < n$ we have
\begin{equation}
\mu_i = \sum_{i_1 = 0}^{p^\ell-1} \mathcal{G}(i_0, i_1).
\end{equation}

We will give an independent and complete description in terms of the decomposition given in eq. (1).
Proposition 19. Let \( r_{\mu, k} \) be the remainder of the division of \( \delta_{\mu} + v^{p_{\mu}}(w_k) \) by \( p^f \), i.e.

\[
(18) \quad r_{\mu, k} = \delta_{\mu} + v^{p_{\mu}}(w_k) - p^f v_{\mu, k}.
\]

The holomorphic differentials in \( V^{k+1} \) have roots at \( P_{\mu, v} \) of orders

\[
(19) \quad r_{\mu, k} + p^f \xi, \quad \text{with } \xi \in \{0, 1, \ldots, \sum_{\mu=1}^{s} v_{\mu, k} - 2\} \cup B_{\mu, k},
\]

where \( B_{\mu, k} \) is a subset of natural numbers with \( g_{\mu} \) elements, all greater than \( \sum_{\mu=1}^{s} v_{\mu, k} \).

The dimension of the space of holomorphic differentials in \( V^{k+1} \) that have roots of order \( x \) such that:

\[
(20) \quad x \equiv r_{\mu, k} \mod p^f,
\]

is equal to \( c(\lambda, k) = c(\alpha + 1, r_{\mu, k} + 1) \).

\[12\] SOTIRIS KARANIKOLOPOULOS AND ARISTIDES KONTOGEORGIS

\[13\] Proof. By lemma [10] the differential \( \sum_{\mu=0}^{s} c_{\mu} w_{\mu} dx \) is holomorphic if the elements \( c_{\mu} \) are in \( \mathcal{L} := \mathcal{L}(\text{div}_{p^f}(dx) + \sum_{\mu=1}^{s} v_{\mu, k} P_{\mu}) \). What are the possible valuations of such elements at a fixed \( P_{\mu_0} \)? Fix \( \mu_0 \) and consider the divisors:

\[
A_j := \text{div}_{p^f}(dx) + \sum_{\mu=1, \mu \neq \mu_0}^{s} v_{\mu, k} P_{\mu} + j P_{\mu_0},
\]

for \( j < v_{\mu_0, k} \). We have that \( \mathcal{L}(A_j) \subseteq \mathcal{L}(A_{\nu_{\mu_0}, k}) \). There is an element \( c_{\mu} \) with \( v^{p_{\mu}}(c_{\mu}) = -v^{p_{\mu}}(\text{div}_{p^f}(dx)) - j \) if and only if \( \ell(A_j) = \ell(A_{\nu_{\mu_0}, k}) = 1 \): Indeed, by using Riemann-Roch theorem we see that

\[
\ell(A_j) = g_{p^f} - 1 + \sum_{\mu=1, \mu \neq \mu_0}^{s} v_{\mu, k} + j + \ell \left( - \sum_{\mu=1, \mu \neq \mu_0}^{s} v_{\mu, k} P_{\mu} - j P_{\mu_0} \right).
\]

Therefore,

\[
\text{if } \sum_{\mu=1, \mu \neq \mu_0}^{s} v_{\mu, k} + j - 1 \geq 0 \text{ then } \ell \left( - \sum_{\mu=1, \mu \neq \mu_0}^{s} v_{\mu, k} P_{\mu} - j P_{\mu_0} \right) = 0
\]

and \( \ell(A_j) = \ell(A_{\nu_{\mu_0}, k}) = 1 \) and there is an element \( c_{\mu} \) with valuation at \( P_{\mu_0} \) equal to \(-v^{p_{\mu}}(\text{div}_{p^f}(dx)) - j \). This proves that possible valuations \( v = -v^{p_{\mu}}(\text{div}_{p^f}(dx)) - j \) of elements in \( \mathcal{L} \) at \( P_{\mu_0} \) satisfy

\[
-v^{p_{\mu}}(\text{div}_{p^f}(dx)) \leq v \leq \sum_{\mu=1, \mu \neq \mu_0}^{s} v_{\mu, k} - 1 - v^{p_{\mu}}(\text{div}_{p^f}(dx)),
\]

i.e.

\[
(21) \quad 0 \leq v^{p_{\mu}}(w_k) - j \leq \sum_{\mu=1}^{s} v_{\mu, k} - 1.
\]

The valuation at \( P_{\mu_0} \) of the differential \( c_{\mu} w_{\mu} dx \) of \( F \) equals:

\[
(22) \quad p^f v_{\mu_0} (c_{\mu} dx) + \delta_{\mu_0} + v^{p_{\mu_0}}(w_k).
\]

Recall that \( \delta_{\mu_0} + v^{p_{\mu_0}}(w_k) = r_{\mu_0, k} + p^f v_{\mu_0, k} \) by eq. \( (18) \), so \( (22) \) becomes

\[
\quad p^f v_{\mu_0} (c_{\mu} dx) + r_{\mu_0, k} + p^f v_{\mu_0, k}
\]
which in turn by using (21) implies that the possible valuations of differentials in \( V^{k+1} \) contain the set
\[
r_{\mu, k} + p^f \xi, 0 \leq \xi < \sum_{\mu=1}^\ell r_{\mu, k} - 1.
\]
If \( g_{\psi'} = 0 \) then there are no other possible valuations for the elements \( c_k \) since the above valuations are different, the corresponding functions are linear independent and have the correct dimension given in lemma [10]. If \( g_{\psi'} > 0 \) then there are \( g_{\psi'} \) more possible valuations, but their exact values cannot be easily described. Indeed, notice that always \( \ell(A_j) - \ell(A_{j-1}) \leq 1 \) by [15, 1.4.8].

Using lemma [12] and proposition [14] we compute that the dimension of the differentials satisfying the conditions given in (20), is equal to \( c(k, \lambda) \).

It is a well known application of the Riemann-Roch theorem that the existence of a differential with root of order \( a - 1 \) at \( P \) implies that \( a \) is a gap at \( P \). Therefore if we add 1 to the natural numbers appearing in eq. (19) then we obtain all the gaps at \( P \) coming from holomorphic differentials in \( V^{k+1} \). All of them are equivalent to \( r_{\mu, k} + 1 \) modulo \( p^f \). Moreover, if \( a \) is a gap at \( P \) then there is a onedimensional subspace of \( V \) such that the action of the tame part is given by \( \zeta \mapsto \zeta^a \) [10, th. 1.3]. This proves the equality \( c(\lambda, k) = \overline{c}(\alpha_\lambda + 1, r_{\mu, k} + 1) \).

**Remark 20.** Notice, that now we are able to describe completely \( \Sigma \) at \( P_{\psi} \) by the method introduced by Morrison and H. Pinkham [10] and explained in eq. (17), when \( P_{\psi} \) ramifies completely. Indeed:

1. The numbers \( c(\lambda, k) = \overline{c}(\alpha_\lambda + 1, r_{\mu, k} + 1) \) equal to the number of gaps \( x + 1 \) for which \( x + 1 \equiv i \mod d \) and thus from the Chinese remainder theorem are equivalent to \( \alpha_\lambda + 1 \) (or equivalently, see (2), to \( \lambda + 1 \)) and \( r_{\mu, k} + 1 \) modulo \( n \) and \( p^f \) respectively.

2. \( r_{\mu, k} \) forms a complete system modulo \( p^f \) as \( k \) takes all the values \( 0, \ldots, p^f - 1 \), and thus takes all the values from 1 to \( d - 1 \). Moreover, let \( r = 1 \) to eq. (3) (we use this argument widely through this paper). Then, in the same way we see that \( \alpha_\lambda \) forms a complete system modulo \( n \), as \( \lambda \) runs through \( 0, \ldots, n - 1 \).

4. THE CASE OF A CYCLIC \( p \)-GROUP

We will now focus on the case of cyclic extensions of the rational function field of order \( p^f \). We will also assume that every ramified place is ramified completely. In this case we construct explicitly a basis of holomorphic differentials as follows:

We denote the ramified places of \( K(x) \), by \( \tilde{Q}_i = (x - \alpha_i), 1 \leq i \leq s \), since in a rational function field every ramified place corresponds to an irreducible polynomial, which is linear since the field \( K \) is algebraically closed. We set
\[
g_k(x) = \prod_{i=1}^s (x - \alpha_i)^{r_{ki}}.
\]

**Definition 21.** For \( k = 0, 1, \ldots, p^f - 1 \), we define
\[
\Gamma_k := \sum_{i=1}^s \nu_{ik}.
\]

**Proposition 22.** Let \( X \) be a cyclic extension of degree \( p^f \) of the rational function field. The set
\[
\{ \omega_{v, k}(x) = (x - \alpha_i)^{r(k)} g_k(x)^{-1} w_k dx : 0 \leq r(k) \leq \Gamma_k - 2, 0 \leq k \leq p^n - 2 \}
\]
forms a basis for the set of holomorphic differentials for a cyclic extension of the rational function field of order \( p^f \).
Proof. We take the basis of [6, Lemma 10], set \( m = 1 \) and modify it in order to evaluate holomorphic differentials in the ramified primes of the extension. The same construction is given by Garcia in [4, Theorem 2, Claim] where the elementary abelian, totally ramified case is studied. The proof is identical to the one given there.

Keep in mind that the natural number \( i \) is a gap at \( P \) if and only if there is a holomorphic differential \( \omega \) with root at \( P \) of order \( i = 1 \).

**Lemma 23.** The remainders \( r_{\mu,i} \) for different values of \( i \) are different modulo \( p^j \) and form a full set of representatives modulo \( p^j \).

**Proof.** Observe first that the valuations of the functions \( w_k \) as \( k \) runs over \( 0, \ldots, p^j - 2 \) are all different, since

\[
v_{P_{\mu,v}}(w_k) = - \sum_{j=1}^{\ell} a_j^k \Phi(\mu, j)p^{\ell-j}.
\]

Therefore the values \( \delta_\mu + v_{P_{\mu,v}}(w_k) = - \sum_{j=1}^{\ell} a_j^k \Phi(\mu, j)p^{\ell-j} \) take all possible values modulo \( p^j \). □

**Definition 24.** For every natural number \( 0 \leq a < p^j \) define by \( \psi(a) \) the natural number such that

\[
r_{\psi(a), \mu} = a.
\]

Such a number exists by lemma 23.

**Remark 25.** Recall that \( r_{\mu,k} \) was defined in eq. 18 to denote the remainder of the division of \( \delta_\mu + v_{P_{\mu,v}}(w_k) \) by \( p^j \). Boseck in his seminal paper [2, Satz 18], where the \( G = \mathbb{Z}/p\mathbb{Z} \) case is studied, states that as as \( k \) takes all the values \( 0 \leq k \leq p - 2 \) the remainder of the Boseck’s basis construction \( r_{\mu,k} \) takes all the values \( 0 \leq r_{\mu,k} \leq p - 2 \) and thus all the numbers \( 1, \ldots, p - 1 \) are gaps. This is not entirely correct as we will show in example 28. The problem appears if there is exactly one ramified place in the Galois extension.

**Lemma 26.** If all \( \Gamma_k \geq 2 \) then all numbers \( 1, \ldots, p^j - 1 \) are gaps. If there exist Boseck invariants \( \Gamma_k = 1 \), then the set of gaps smaller than \( p^j \) is exactly the set \( \{r_{\mu,k} : 0 \leq k \leq p^j - 2, \Gamma_k \geq 2 \} \).

**Proof.** As \( k \) runs in \( 0 \leq k \leq p^j - 2 \) the \( r_{\mu,k} \) run in \( 0, \ldots, p^j - 2 \). But the \( \Gamma_k \) that are equal to 1 have to be excluded since they give not rise to a holomorphic differentials in proposition 24 see [6] Eq. (21) and example 28. □

**Remark 27.** Notice that elements \( \Gamma_k = 1 \) can appear only for primes \( p \geq \Phi(\mu, j) \) and only if there is only one ramified place.

**Example 28.** We consider now the case of an Artin-Schreier extension of the function field \( \overline{k}(x) \), of the form \( y^p - y = 1/x^m \). In this extension only the place \( (x - 0)^{m} \) is ramified with different exponent \( \delta_1 = (m + 1)(p - 1) \). The Boseck invariants in this case are

\[
\Gamma_k = \left[ \frac{(m + 1)(p - 1) - km}{p} \right] \quad \text{for } k = 0, \ldots, p - 2.
\]

The Weierstrass semigroup is known [14] to be \( m\mathbb{Z}_+ + p\mathbb{Z}_+ \). Let us now find the small gaps by using lemma 26. If \( p < m \) then all numbers \( 1, \ldots, p - 1 \) are gaps. If \( p > m \) then \( m \) is a pole number smaller than \( p \). Indeed, \( \Gamma_{p - 2} = 1 \) and the remainder of the division of \( (m + 1)(p - 1) - (p - 2)m \) by \( p \) is \( r_{p - 2} = m - 1 \). But then \( r_{p - 2} + 1 = m \) is not a gap.
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