
BIDUALITY AND REFLEXIVITY IN POSITIVE CHARACTERISTIC

A. KONTOGEORGIS AND G. PETROULAKIS

Abstract. The biduality and reflexivity theorems are known to hold for projective varieties
defined over fields of characteristic zero, and to fail in positive characteristic. In this article
we construct a notion of reflexivity and biduality in positive characteristic by generalizing the
ordinary tangent space to the notion of h-tangent spaces. The ordinary reflexivity theory can
be recovered as the special case h = 0, of our theory. Several varieties that are not ordinary
reflexive or bidual become reflexive in our extended theory.

1. Introduction

The aim of this article is to study the biduality theorem and the stronger notion of reflexivity
of varieties in positive characteristic. If k is an algebraically closed field of characteristic p ≥ 0,
it is a very old observation that points in the projective space Pnk correspond to hyperplanes in
the dual projective space and vice versa. This notion of duality can be generalized to closed
irreducible varieties M ⊂ Pnk and gives rise to a dual variety M∗ in the dual projective space.

The biduality theorem (known to hold over fields of characteristic 0) asserts that (M∗)∗ = M .
One of the proofs of this fact, [9, p.29] uses the notion of the conormal bundle, the natural
symplectic structure on the cotangent bundle of a manifold. Wallace, [30], was the first to consider
the theory of projective duality over fields of positive characteristic. For a nice introduction to
projective duality independent of the characteristic of the base field we refer to [23].

Let M ∈ Pnk be a projective variety and denote by Msm the set of smooth points of M . The
classical conormal variety Con(M) is defined by

Con(M) := {(P,H) ∈Msm × Pn∗k : TPM ⊂ H} ⊂M × Pn∗k ⊂ Pnk × Pn∗k ,

i.e., the Zariski closure of the algebraic set consisted of pairs (P,H), P ∈ Msm, H ∈ P∗n such
that TPM ⊂ H.

Let π2 be the second projection Con(M) → π2(Con(M)) := M∗ ⊂ P∗n, which will be called
the conormal map. It is known that M∗ is an algebraic variety of P∗n. If Con(M) = Con(M∗),
then M is called reflexive. Equivalently, in terms of isomorphisms, M is reflexive if the natural
isomorphism from Pnk to

(
Pn∗k
)∗ induces the isomorphism

Pn∗k ×
(
Pn∗k
)∗ Pn∗k × Pnk

Con(M∗)
?�

OO

oo
∼= // Con(M)

?�

OO

It is known that reflexivity implies biduality, but there are examples known of bidual varieties
that are not reflexive. Reflexivity also holds for all projective varieties in characteristic zero,
while in characteristic p > 0, reflexivity can fail, see the Fermat-curve example in [30]. In
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positive characteristic there is the following criterion for reflexivity, whose proof may be found
in [15].

Theorem 1 (Monge-Segre-Wallace). A projective variety M is reflexive if and only if the conor-
mal map π2 is separable.

The problems of biduality and reflexivity of a projective variety M ⊂ Pn have been addressed
by several authors via the use of the Gauss map, i.e., the rational map fromM to the Grassmann
variety G(n,m), which sends a smooth point P ∈M to the m-dimensional tangent space TPM ∈
Pn - in the case of a hypersurcace, the Gauss map is just a map γ : M → P∗n. As proved in
[20], the separability of the Gauss map and the reflexivity of a variety are equivalent in the one-
dimensional case, i.e. for projective curves. For higher dimensions, the authors in [21] showed
that the Gauss map of a projective varietyM is separable ifM is reflexive. On the other hand, the
converse of this result, i.e. whether the reflexivity of a projective variety implies the separability
of the Gauss map, was answered recently negatively, since there are specific examples (such as
the Segre varieties) for which this assumption is not true. These examples and further analysis
is found in [7] and the references therein. The previous work and results are, to the best of our
knowledge, the most recent with regard to the study of biduality and reflexivity and are focused
on weather and when they fail or not, in positive characteristic.

The aim of this article is to extend the notions of biduality and reflexivity in the case of
positive characteristic. We will make appropriate definitions which will make some important
examples of varieties reflexive. We generalize the theory of Lagrange varieties presented in
[9, p.29] for projective varieties in the zero characteristic case, by introducing the respective
h-cotagent bundle and h-Lagrangian subvarieties. The case of hypersurfaces is illuminating
and straightforward calculations can be made in terms of the implicit-inverse function theorem
approach of Wallace, [30].

Reflexivity has many important applications to enumerative geometry, computations with
discriminants and resultants, invariant theory, combinatorics etc. We hope that our construction
will find some similar applications to positive characteristic algebraic geometry.

From now on k is an algebraically closed field of positive characteristic p and q = ph is
a power of p. Instead of tangent hyperplanes, we will consider generalized hyperplanes, i.e.
hypersurfaces of the form V (

∑n
i=0 aix

ph

i ) and the duality will be expressed in terms of these
generalized hyperplanes.

Let V be a finite dimensional vector space over k. Consider M ⊂ P(V ) an irreducible pro-
jective variety and consider the cone M ′ ⊂ V seen as an affine variety in V . Assume that the
homogeneous ideal ofM ′ is generated by the homogeneous polynomials F1, . . . , Fr. Fix a natural
number h and consider the n+ 1-upple

∇(h)Fi =
(
D

(h)
0

∣∣∣
P
Fi, D

(h)
1

∣∣∣
P
Fi, . . . , D

(h)
n

∣∣∣
P
Fi

)
,

where D(h)
i denotes the h-Hasse derivative which will be defined in definition 4. Each Fi defines

a ph-linear form given by

L
(h)
i :=

n∑
ν=0

(
D

(h)
i

∣∣∣
P
Fi

)
xp

h

ν .

For the precise definition of ph-linear forms and their space V ∗h see section 2.2.
For a projective variety M we will define the set Mh

sm of smooth h-points in definition 30,
which set if non-empty is dense in M , since we have assumed that M is irreducible.
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Definition 2. For a projective irreducible variety M with Mh
sm 6= ∅ we define the h-tangent

space T (h)
P M at P to be the variety defined by the equations L(h)

i = 0. The h-conormal space is
defined as the subset of V × V ∗h

(1.1) Con(h)(M) =
{

(P,H) : P ∈Mh
sm, H is a ph − linear form which vanishes on T (h)

P M
}
.

It is evident that the h-conormal space can be identified to the space of ph-linear forms on the
h-normal space N (h)

M (P ) defined as

N
(h)
M (P ) = V/T

(h)
P (M).

If the variety is not reflexive, we might choose an appropriate h so that we can have a form of
reflexivity based on Con(h)(M). How are we going to select h? If the characteristic of the base
field k is zero or if the variety M is reflexive then h = 0. If the variety M is just a hypersurface
then the answer is simple: If M fails to be reflexive then the second projection C(M)→ M∗ is
a map of inseparable degree ph, and in this way we obtained the required h.

Even in the case of hypersurfaces one has to be careful. Projective duality depends on Euler’s
theorem on homogeneous polynomials, since a homogeneous polynomial can be reconstructed by
the values of all first order derivatives. An appropriate generalization of Euler’s theorem is known
but we have to restrict ourselves to a class of polynomials which we will call h-homogeneous.
Their precise definition is given in definition 17.

The main result of our work is the following theorem

Theorem 3. Consider the vector space V ∗h of ph-linear forms. Let M ∈ P(V ) be an irreducible,
reduced projective variety generated by h-homogeneous elements, which also has a non-empty h-
non-singular locus, as these are defined in Definition 17 and Definition 30, respectively. Assume
that we can select an h so that the map π2 : V × V ∗h ⊃ Conh(M) → π2(M) := Z ⊂ V ∗h is
separable and generically smooth and also that Z has a non-empty set of h-non-singular points.
Consider the map

Ψ : V × V ∗h → V ∗h ×
(
V ∗h

)∗h
(x, y) 7→ (y, F (x)),

where F is the isomorphism F : V →
(
V ∗h

)∗h introduced in Theorem 10. Then

Ψ(Con(h)(M)) = Conh(Z) ⊂ V ∗h × (V ∗h)∗h = V ∗h × V.

Notice also that in contrast to ordinary situation where the set of non-singular points forms a
dense open subset, for h > 0 the set of h-non-singular points can be empty. The existence of a
non-empty set of h-non-singular points is essential for the definition of the conormal space and
has to be assumed.

Notice that the explicit construction of the dual variety involves a projection map which can
be computed using elimination theory, see [6, ex. 14.8 p. 315]. The algebraic set M ⊂ Pn, gives
rise to the conormal scheme Con(h)(M) ⊂ Pn × (Pn)h∗. If k[ξ0, . . . , ξn] is the polynomial ring
corresponding to the dual projective space and

I = 〈f1, . . . , fr〉C k[x0, . . . , xn],
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the ideal corresponding to M , then the ideal I ′ C k[x0, . . . , xn, ξ0, . . . , ξn] corresponding to the
conormal scheme is generated by I · k[x0, . . . , xn, ξ0, . . . , ξn] and the equations

r∑
i=0

n∑
j=0

λiD
(h)
xi fi · ξ

ph

i = 0, λi ∈ k.

The dual variety can be computed by eliminating the variables x0, . . . , xn, λ1, . . . , λr and by
obtaining a homogeneous ideal in k[ξ0, . . . , ξn]. Notice that there are powerful algorithms for
performing elimination using the theory of Gröbner bases, see example 36.

The structure of the article is as follows: In Section 2.1 we define and describe a number of
important tools, notions and results, we are going to use through out the paper. First we start
with the family of Hasse derivatives, which will be seen as derivatives with respect to some new
ghost variables x(qh)

i . These derivatives were first introduced by Hasse and Schmidt [13],[26] in
order to study Weierstrass points in positive characteristic. Afterwards, we define the so-called
ph-linear forms and their respective space. In the same section we define the q-symplectic form
we are going to use in the last section, in order to create a suitable Lagrangian variety for our
work. In the same section we generalize the Euler identity for homogeneous polynomials and
obtain the h-homogeneous polynomial definition. In Section 3 we present the implicit-inverse
function theorem approach of our theory, we make connections with elimination theory, and
treat the hypersurface case. In the last section, we generalize all the respective notions met in
Lagrangian manifold theory for biduality in characteristic zero, [9, p.29] and using them we prove
Theorem 3.

2. Tools and basic Constructions

The main idea behind our approach, assuming that k has characteristic p > 0, is to set the
quantity xp

h

i as a new variable x(h)
i , for h = 0, 1, 2, .... As it is well known, the classical partial

derivatives Dxi on the polynomial ring k[x0, . . . , xr] are zero on the polynomials of the form
f(xp0, . . . , x

p
r), and this is the reason biduality and reflexivity fail in positive characteristic. The

theory of Hasse derivatives will help us deal with this.

2.1. Hasse Derivatives.

Definition 4. A Hasse family of differential operators on a commutative unital k-algebra A, is
a family Dn, n ∈ Nr+1, of k-vector space endomorphisms of A satisfying the conditions:

(1) D0 = Id
(2) Dn(c) = 0, for all c ∈ k and n 6= 0.
(3) Dn ◦Dm =

(
n+m
n

)
Dn+m

(4) Dn(a · b) =
∑

i+j=nDia ·Djb,

where for n = (n0, . . . , nr),m = (m0, . . . ,mr) ∈ Nr+1(
n

m

)
=

(
n0

m0

)
· · ·
(
nr
mr

)
.

An example of a Hasse family is given as follows: For A = k[x] = k[x0, . . . , xr], and xm =
xm0

0 · · ·xmrr we define

Dnx
m =

(
m

n

)
xm−n.

Let us denote by Di = Dni for ni = (0, . . . , 0, 1, 0 . . . , 0), i.e. there is an 1 in the i-th position.
For general n we can recover Dn by Dn = Dn0

0 ◦ · · · ◦Dnr
r , where D

ni
i denotes the composition of
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Di ni times. One can prove (see [14]) that for n =
∑s

j=0 njp
j with 0 ≤ nj < p for all j = 0, . . . , s

we have

(2.1) Dn
i =

1

n0! · · ·ns!

(
Dps

i

)ns
· · · (Dp

i )
n1(D1

i )
n0 ,

therefore for each i, the family (Dn
i ), n ∈ N is determined by the operators D1

i , D
p
i , D

p2

i , . . .

Definition 5. We will denote by D(h)
xi the operator Dph

i .

If Dj
i a = 0 for some a and j ∈ N, then Dm

i = 0 for all m ≥p j. In particular if Dpµ

i = 0, then
Dpµ+1
i (a) = · · · = Dpµ+1−1

i (a) = 0.
The following result, [14], will be used several times during derivation processes in the next

sections.

Lemma 6. Let x, t we indeterminates and q = ph. If f(t) ∈ k[t], then

Dn
xf(xq) =

{
D
n/q
t (f)(xq) if q | n

0 if q - n
,

where Dn
x (resp. Dn

t ) are the Hasse derivatives defined on k[x] (resp. k[t]).

Remark 7. Note that in multilinear algebra, a system of divided powers on a k-algebra A, is a
collection of functions x 7→ x(d) satisfying a set of axioms given in [6, p. 579]. We observe that
the Hasse derivatives Dn

i form a system of divided powers on the commutative ring of differential
operators k[∂/∂xi].

2.2. Semilinear algebra. Since first order Hasse derivatives can not grasp the structure of
p-powers, we have to generalize the notion of tangent space.

2.2.1. Frobenius actions and Hilbert’s 90 theorem. We will now collect some results on Galois
descent for vector spaces, see also [10, lemma 2.3.8]. Let V be a vector spare of dimension n+ 1,
with a basis B = {e0, . . . , en} and let x0, . . . , xn ∈ V ∗ be linear independent coordinates with
respect to the basis B, i.e.

V 3 v =

n∑
i=0

xi(v)ei.

Let Fp : k → k be the Frobenius map x 7→ xp. The Frobenius map Fp generates Gal(F̄p/Fp) ∼= Ẑ
as a profinite group. Assume that the space V is equipped with an semilinerar action of the
Galois group Gal(F̄p/Fp), i.e. σ(λ · v) = λpσ(v) for all λ ∈ k and v ∈ V . This action is expressed
by an n× n matrix ρ(σ) ∈ GLn(k) for every σ ∈ Gal(F̄p/Fp). The entries aij of the matrix ρ(σ)
are given by

σei =

n∑
ν=0

aν,ieν .

In this way we see that ρ : Gal(F̄p/Fp) → GLn(k) is not a homomorphism but a cocycle, i.e. it
satisfies the condition:

ρ(στ) = ρ(σ)ρ(τ)σ.

Hilbert’s 90 theorem [25] assures that there is an (n + 1) × (n + 1) matrix P such that ρ(σ) =
P−1P σ and thus we can find a basis which is trivial under the action of Gal(F̄p/Fp). The action
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of the Frobenius map with respect to this basis is the action given by the Frobenius map on the
coordinates, i.e.

(2.2) V
Fp // V

v =
∑n

ν=0 λiei
//

��

Fp(v) =
∑n

ν=0 λ
p
i ei

��
(λ1, . . . , λn) // (λp1, . . . , λ

p
n)

F̄n // F̄n.

From now on we will use Frobenius invariant bases e0, . . . , en. The polynomial ring k[x0, . . . , xn]
is naturally attached to the vector space V since Sym(V ∗) = k[x0, . . . , xn].

Remark 8. For an element v ∈ V we will denote by vpi the element F ip(v) for i ∈ Z. Since we
use Frobenius invariant bases we can work with coordinates as we did in eq. (2.2).

Definition 9. An h-hyperplane H is the algebraic set given by an equation of the form:
n∑
i=0

aix
ph

i = 0, ai ∈ k.

Such a hyperplane defines a ph-linear map:

φ : V → k
n∑
i=0

xi(v)ei = v 7→ φ(v) =
n∑
i=0

aixi(v)p
h
.

The set of ph linear maps denoted by V ∗h consists of functions φ : V → k, such that

(1) φ(v1 + v2) = φ(v1) + φ(v2) for all v1, v2 ∈ V
(2) φ(λv) = λp

h
φ(λ) for all λ ∈ k and v ∈ V .

The space V ∗h becomes naturally a k-vector space, with basis the set {xp
h

i : 0 ≤ i ≤ n}.

Theorem 10. The space
(
V ∗h

)∗h is canonically isomorphic to the initial space V .

Proof. The element v ∈ V is sent by the isomorphism F to the space
(
V ∗h

)∗h defined by:

F : V →
(
V ∗h

)∗h
v 7→ F (v),

where F (v) is the map defined by:

F (v) : V ∗h → k

φ → F (v)(φ) = φ
(
v1/p2h

)ph
.

Notice that the map v 7→ v1/ph is well defined since the field k is assumed to be perfect.
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Observe first that F (v) is indeed a ph-linear map. Indeed,

F (v)(λ1φ1 + λ2φ2) =
(
λ1φ1

(
v1/p2h

)
+ λ2φ2

(
v1/p2h

))ph
= λp

h

1 φ1

(
v1/p2h

)ph
+ λp

h

2 φ2

(
v1/p2h

)ph
= λp

h

1 F (v)(φ1) + λp
h

2 F (v)(φ2).

Now we prove that F (v) is linear:

F (λ1v1 + λ2v2)(φ) = φ
(
λ

1/p2h

1 v
1/p2h

1 + λ
1/p2h

2 v
1/p2h

2

)ph
= λ1φ(v

1/p2h

1 )p
h

+ λ2φ(v
1/p2h

2 )p
h

= (λ1F (v1) + λ2F (v2))φ,

i.e., F (λ1v1 + λ2v2) = λ1F (v) + λ2F (v), for all λ1, λ2 ∈ k and v1, v2 ∈ V . �

Let us work with coordinates now. Express an element v ∈ V as v =
∑n

i=0 xi(v)ei, where
{ei}i=0,...,n is a Frobenius invariant basis as expressed in section 2.2.1, and let φ ∈ V ∗h written
in terms of a Frobenius dual basis as φ =

∑n
i=0 yi(φ)e∗hi . Set q = ph, we have

(2.3) φ(v) =
n∑
i=0

xi(v)qyi(v),

while we have (recall that F (v) ∈ (V ∗h)h∗)

(2.4) F (v)(φ) = φ

(
n∑
i=0

xi(v)1/2qei

)q
=

n∑
i=0

xi(v)yi(v)q.

This means that

(2.5) V × V ∗h 3 (v, φ) � //

Ψ
��

φ(v) =
∑n

i=0 x
q
i yi ∈ k

V ∗h × (V
∗h)∗h 3 (φ, F (v)) � // F (v)(φ) =

∑n
i=0 xiy

q
i .

In our generalised point of view duality means that a point [v] ∈ P(V ), represented by the vector
v ∈ V , can be also seen as a q-hyperplane [F (v)] on P

(
(V ∗h)∗h

)
.

2.3. q-Symplectic forms. Let F be a field of positive characteristic p and let q = ph be a
certain power of p. In order to define a suitable Lagrangian variety in the positive characteristic
case, we need its respective symplectic form.

Definition 11. A q-symplectic form Ω on V is a function:

Ω : V × V ∗h → k

which is additive, i.e. for all v1, v2, w1, w2 ∈ V we have

Ω(v1 + v2, w1) = Ω(v1, w1) + Ω(v2, w1), Ω(v1, w1 + w2) = Ω(v1, w1) + Ω(v1, w2),

such that there is a symplectic basis {e1, . . . , en, f1, . . . , fn} so that

Ω(ei, ej) = 0 = Ω(fi, fj),Ω(ei, fj) = δij ,Ω(fi, ej) = −δij .
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Moreover for arbitrary elements

v =
n∑
i=0

λiei +
n∑
j=0

µjfj

and

w =

n∑
i=0

λ′iei +

n∑
j=0

µ′jfj

the symplectic form is computed:

Ω(v, w) =
n∑
i=0

(
λp

h

i µ
′
i − µiλ

′ph
i

)
.

Remark 12. As in [5, p. 8], the notions of ph-orthogonality, ph-symplectic, ph-isotropic and ph-
langrangian subvector spaces can be defined. Since these notions are not needed in this note, we
will not develop their theory here.

2.4. Powers of Frobenius as ghost variables. In this section we will add extra ghost variables
x

(h)
i for 0 ≤ i ≤ n and for h = 1, . . . ,∞. This is an idea comming from the similarities of the
p-power Frobenius map and differential equations [11, sec. I.1.9] and the ring of differential
polynomials see [4, exam. 5.2.5].

Lemma 13. Consider a term xi, where i = (i0, . . . in) ∈ Nn+1, and the p-adic expansions of
each index:

iν =
∞∑
µ=0

iν(µ)pµ, 0 ≤ iν(µ) < p.

Therefore, a term xi can be written as

(2.6) xi =
∞∏

µ0=0

· · ·
∞∏

µn=0

x
i0(µ0)pµ

0 · · ·xin(µn)pµ

n .

Consider the ring

(2.7) R := k[x0, . . . , xn, x
(1)
0 , . . . , x(1)

n , . . . , x
(h)
0 , . . . , x(h)

n , . . . , ]

and define the degree deg x
(i)
ν = pi. We also define the homomorphism

φ : R → k[x0, . . . , xn](2.8)

x
(j)
i 7→ xp

j

i for all 0 ≤ i ≤ n, 0 ≤ j ≤ h.

The map φ is onto, and moreover

(2.9) φ
(
D
x
(j)
i

f
)

= D(h)
xi φ(f).

Proof. Let f ∈ k[x0, . . . , xn]. If we write every term of f as in eq. (2.6) and replace xij(µ)pµ

j by(
x

(µ)
j

)ij
, we get a polynomial f̃ ∈ R such that φ(f̃) = f . The relation given in eq. (2.9) follows

by the property of the Hasse derivative

D(h)
xi (xp

`

j ) = δijδh,`,

and the differentiation rules. �
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In other words, this lemma shows that if we set the quantity xp
h

i which appears in the related
varieties, as a new variable x(h)

i , with the use of suitable expansions, the partial derivation D
x
(h)
i

with respect to the variables x(h)
i will coincide with the Hasse derivatives D(h)

xi .

Remark 14. The kernel of the map φ of eq. (2.8) is the ideal generated by xp
h

i − x
(h)
i , which is

a homogeneous ideal by the definition of the degrees degν x
(i). Therefore, we have the following

compatible diagram of vector spaces, rings and derivations:

Ṽ

��

R = Sym(Ṽ ∗)

φ

��

{D
x
(h)
i

0 ≤ i ≤ n, 0 ≤ h ≤ N}

V k[x0, . . . , xn] = Sym(V ∗) {D(h)
xi 0 ≤ i ≤ n, 0 ≤ h ≤ N}

In the above diagram we have a vector space, the natural ring of polynomial functions on it and
the natural set of derivations. When taking the quotient by the ideal kerφ, the set of derivations
is not altered and the derivations corresponding to the dual basis of Ṽ survive, giving rise to
Hasse derivations on the quotient.

Remark 15. The definition of the ring R in this subsection, could provide an alternative way to
force separability and therefore reflexivity to hold, for a class of weighted projective varieties,
which we may call bihomogeneous.

Consider an ideal I of k[x0, . . . , xn] generated by elements F1, . . . , Ft. Instead of working with
the polynomial ring R, of infinite Krull dimension we restrict ourselves to the ring

RN := k[x0, . . . , xn, x
(1)
0 , . . . , x(1)

n , . . . , x
(N)
0 , . . . , x(N)

n , ]

where N is big enough so that the map φh : Rh → k[x0, . . . , xn] is onto I. Essentially this means
that every term of all polynomials Fi is of the form xi00 · · ·xinn and the p-adic expansions of ij ,
0 ≤ j ≤ n do not involve p-powers ph with N < h. For example for p = 3 and the polynomial
x10 + x21 we have to take N = 2 since

x10 + x21 = x1+32 + x3·7 = xx32 + (x3)7 = xφ(x(2)) + φ(x(1))7.

Let now Ĩ be the ideal of RN defined by φ−1(I), then Ĩ is generated by the polynomials F̃i ∈ RN
defined in the proof of Lemma 13. Since, the procedure of Lemma 13 replaces all powers of the
form xp

h

i by the new coordinates x(h)
i , which still have degree ph, if I is a homogeneous ideal

of k[x0, . . . , xn], then it is generated by homogeneous elements F1, . . . , Ft and the corresponding
polynomials in new variables are still homogeneous. In other words, if I is a homogeneous ideal
of k[x0, . . . , xn], then Ĩ is a homogeneous ideal of R.

Recall that a weighted projective space is the quotient P(a0, . . . , an) =
(
An+1 − {0}

)
/k∗ under

the equivalence relation (x0, . . . , xn) ∼ (λa0x0, . . . , λ
anxn), for λ ∈ k∗.

In our case, in order to form algebraic sets corresponding to ideals φ−1(I), we have to consider
the weighted projective spaces, P(1, . . . , 1, p, . . . , p, p2, . . . , p2, . . . , pN , . . . , pN ). In a weighted
projective space linear equations of the form

N∑
h=0

n∑
i=0

ah,ix
(h)
i = 0,
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do not give rise to homogeneous ideals unless they are of the form
n∑
i=0

ah0,ix
(h)
i = 0,

and it is not entirely clear what projective duality will mean for weighted projective varieties.
Of course, it is known that every weighted projective variety M is isomorphic to an ordinary
projective variety M̃ ∈ P` for some big enough element `, [19, th. 4.3.9]. The homogeneous
ideal Ĩ corresponding to M is generated by polynomials of degree smaller than p, therefore it is
reflexive.

We will not pursue here the theory of duality of weighted projective varieties, but we can see
something interesting for some of them; if we consider the polynomial ring

R0,N = k[x0, . . . , xn, x
(1)
0 , . . . , x(1)

n , . . . , x
(N)
0 , . . . , x(N)

n ],

but now deg(x0)(i) = 1 for all 1 ≤ i ≤ h, the ideal φ−1(I) ∈ R0,N , of a homogeneous ideal I of
k[x0, . . . , xn] does not need to be homogeneous in R0,N with this grading. If it is homogeneous,
then we can define it as bihomogeneous. For example, the hypersurface defined by the polynomial∑n

i=0 x
ph+1
i gives rise to the ideal generated by the polynomial x(h)

0 x0 + x
(h)
1 x1 + · · · + x

(h)
n xn,

which is bihomogeneous. On the other hand, the hypersurface defined by the homogeneous
polynomial xp+1

0 −x1x2 · · ·xp+1, is not bihomogeneous, i.e., the polynomial x(1)
0 x0−x1x2 · · ·xp+1

is homogeneous in the graded ring RN but not in the graded ring R0,N . Observe now that the
projective algebraic set V (φ−1(I)) ⊂ Ph(n+1) defined by the bihomogeneous ideal φ−1(I) ⊂ R0,N

does not have a variable raised to a power of p, therefore it is reflexive.

2.4.1. Example: Generalized quadratic forms. Let x = (x0, . . . , xn)t and consider the homoge-
neous polynomial

fA := xtAxq =

n∑
i,j=0

xiaijx
q
j ,

where A = (ai,j) is an (n+ 1)× (n+ 1) matrix, and q = ph. If A = In+1, then F is the diagonal
Fermat hypersurface also called Hermitian hypersurface. For q = 1 the polynomial fA is just a
quadratic form.

We compute that for a point P = [a0 : . . . : an] ∈ V (fA)

D(0)
x`
fA(P ) =

n∑
j=0

a`,ja
ph

j

and

D(h)
x`
fA(P ) =

n∑
i=0

aiai,`.

We write the coordinates of P as a column vector a = (a0, . . . , an)t and we compute both
∇fA, ∇qfA,

∇fA = (Dx0fA, . . . , DxnfA) = Aaq = (A1/qa)q

and
∇qfA = (D(q)

x0 fA, . . . , D
(q)
xn fA) = at ·A.

The Gauss map a 7→ (A1/qa)q is inseparable.

Define ξ = (ξ0, . . . , ξn)t and ξ(q) =
(
ξ

(q)
0 , . . . , ξ

(q)
n

)t
, given by

ξ = ∇fA = Aaq and ξ(q) = (∇qfA)t =
(
at ·A

)t
= Ata.
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We will now introduce ghost variables in order to force reflexivity. Here we consider the
variables xq = (xq0, . . . , x

q
n)t = y = (y0, . . . , yn)t as a set of new variables y and we write the

homogeneous polynomial defining the variety as

FA = xtAy =
n∑

i,j=0

xiaijyj .

The Gauss map in this case is given by:

(a, b) 7→ ∇FA = (A · b, Ata).

If for a point (a, b)t ∈ V (FA) satisfying atFAb = 0 we introduce the variables ξ = A ·b, ξ1 = At ·a,
then the point (ξ, ξ1) satisfies the equation:

ξt1A
−1ξ = 0

since
ξt1A

−1ξ = atAA−1Ab = atAb = 0.

Observe that the value ξq1 = Aqt · aq can be explicitly expressed in terms of the variables ξ by
the equation:

AA−tqξq1 = AA−tq · (Atq)aq = Aaq = ξ.

Notice also that the map φ : (X,Y ) 7→ (AtY,AX) = (ξ1, ξ) and similarly the map ψ : (ξ1, ξ) 7→
(A−1ξ, A−tξ1) and ψ ◦ φ = φ ◦ ψ = Id.

Let M = V (fA) ⊂ P(V ) and M̃ = V (FA) ⊂ P(Ṽ ). The conormal variety C(M̃) ⊂ P(Ṽ ) ×
P(Ṽ ∗) is given by the pairs (a, b; ξ, ξ1) = (a, b;A · b, At · a). In order to compute the conormal
variety C(M) ⊂ P(V ) × P(V ∗) we pass from M̃ to M by imposing the relation b = aq and we
obtain (a, aq;A · aq, At · a). Observe that ξ, ξ1 satisfy the equation of the dual

ξqtA−1ξ = 0.

2.5. Variants of Euler theorem. The Euler identity for homogeneous polynomials implies
that for a homogeneous polynomial F (x0, . . . , xn) ∈ k[x0, . . . , xn], of degree degF we have

n∑
i=0

xiD
p0

xiF (x0, . . . , xn) = degF · F (x0, . . . , xn).

If p | degF , a lot of information is lost. In particular the first order partial derivations Dp0
xiF can

be zero. Next proposition allows us to get some information, from the higher derivatives Dpi
xi .

We need the following

Proposition 16. Let q = ph be a power of the characteristic. Let Pj(x0, . . . , xn),Qj(x0, . . . , xn)
be polynomials in k[x0, . . . , xn], j = 1, . . . , s, where Pj are homogeneous of degree n =: degh(f),
and Qj have no indeterminate raised to a power bigger than or equal to a power of q. If

(2.10) f(x0, . . . , xn) =
s∑
j=1

Pj(x
q
0, . . . , x

q
n)Qj(x0, . . . , xn),

then
n∑
i=0

xqiD
q
xif(x0, . . . , xn) = degh(f) · f(x0, . . . , xn).

Proof. [14, prop. 3.10] �
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Definition 17. We will call a polynomial h-homogeneous of degree degh(f) if it is a linear
combination of polynomials given in eq. (2.10) of the same degree.

Remark 18. A polynomial which is homogeneous and h-homogeneous is bihomogeneous according
to remark 15.

2.6. h-Tangent and h-cotangent spaces and bundles. In order to compare our definition
of h-tangent space we recall here the classical definition.

Let M be a projective variety defined by h-homogeneous polynomials F1, . . . , Ft, as these
were defined in Definition 17, generating the homogeneous ideal I. Let S be the algebra
k[x0, . . . , xn]/I.

Definition 19. Let P = [a0 : . . . : an] be a point on M . The tangent space TPM of M at P ,
is defined as the zero space of the differentials (we will denote by D(0)

xν the classical derivative
according to definition 5). In other words,

(2.11) dFi =
n∑
ν=0

D(0)
xν Fi(P )xν for all 1 ≤ i ≤ t,

TPM = V (〈dF1, . . . , dFt〉).

Definition 20. For every f ∈ R, define the differential form on the tangent space TPM :

(2.12) df :=

n∑
ν=1

D(0)
xν f(P )xν ,

which gives rise to elements in the dual space T ∗PM , by sending a solution (x0 : · · · : xr) ∈ TPM
of system (2.11) to the value df given in eq. (2.12).

The element df is well defined, since if f1 − f2 ∈ 〈F1, . . . , Ft〉, then the differentials df1, df2

introduce the same linear form on TPM , see [27, chap II. sec. 1]. Let OX(P ) be the ring of
functions defined at P . The map

d : k[x0, . . . , xn]→ (TPM)∗

defines an isomorphism of mP /m
2
P to (TPM)∗, [27, chap II. th. 2.1]. This fact implies that the

dimension of the tangent space is invariant under isomorphism, see [27, chap II. Cor. 2.1].

2.6.1. h-Tangent bundles. For every F ∈ R we define the h-linear form:

L
(h)
F : V −→ k

n∑
ν=0

xi(v)ei = v 7→
n∑
ν=0

D(h)
xν F (P )xp

h

ν (v).

Definition 21. Let M be defined in terms if the homogeneous ideal 〈F1, . . . , Ft〉. For h ≥ 0,
the h-tangent space T (h)

P M at P ∈M is defined by

T
(h)
P M =

t⋂
i=1

kerL
(h)
Fi
⊆ V.

It is clear from the definition that T (h)
P M is a k-vector space.
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Remark 22. The notion of classical tangent space is independent of the isomorphism class of a
variety. If Φ : M → Y is a local isomorphism from a Zariski neighbourhood U of P to a Zariski
neighbourhood V of Φ(P ), then dimk T

(0)
P M = dimk T

(0)
Φ(P )Y .

This does not hold for the case of the h-tangent spaces, the space T (h)
P M depends on the

embedding of M in an ambient space. For example the affine space A1 = Spec(k[x]) has one
dimensional tangent space T (h)

P A1 for all h > 1, while its isomorphic image Spec(k[x, y]/〈x〉) ⊂ A2

has 2-dimensional h-tangent space for all h > 1.
Of course, in order to correct this, one can strengthen the notion of isomorphism Φ : X → Y ,

by requiring that Φ induces an isomorphism to h-tangent spaces as well.

Remark 23. As R. Vakil observes [29, chap. 12], the quantity
∑n

i=0D
(0)
xi F · xi is the linear part

of a given polynomial F ∈ k[x0, . . . , xn]. In a similar fashion
∑n

i=0D
(h)
xi F · x

ph

i is the ph-linear
part of the polynomial F , that is all terms that can be written as (

∑n
i=0 aixi)

ph , ai ∈ k.

Definition 24. The h-cotangent space T (∗h)
P M for h ≥ 0 at P is defined as the vector space

generated by the elements (set q = ph)

(2.13) d(h)f =
n∑
ν=0

D(h)
xν f(P )xqν

for elements f ∈ k[x0, . . . , xn]/I(M). Notice that the expression d(h)f defined for f as above
gives rise to a well defined form on the tangent space. Moreover d(h)xqi is an element in T (∗h)

P M .

Remark 25. Similar to ordinary differentials, the map given in eq. (2.13) is well defined, i.e., if
f1 − f2 ∈ I(M), then d(h)f1 − d(h)f2 is the zero map on the tangent space T (h)M . In this way
the differentials in eq. (2.13) define functions

φ : T
(h)
P M → k.

Let us consider the example M = Speck[x, y]/〈x〉. In order to compute the h-cotangent space
T

(∗h)
0 M let us compute d(h)f(x, y) for f(x, y) ∈ k[x, y]. The possible outcomes are all expressions

of the form axq + byq, a, b ∈ k. Notice that for f ∈ 〈x〉 we have d(h)x = 0, so the h-cotangent
space is two dimensional.

Let R be a finite presented k-algebra. A Frobenius map on R is a ring homomorphism
Φ : R → Φ(R) ⊂ R, such that Φ(λx) = λpΦ(x), for all λ ∈ k and x ∈ R. The image Φ(R) is a
subring of R. In this way we form a sequence of nested subrings of R,

R ⊃ Φ(R) ⊃ Φ2(R) ⊃ Φ3(R) ⊃ · · ·

If R is a local ring with maximal ideal m then all rings ΦhR are local rings as well, with maximal
ideals m(h) = Φh(m). If f : R1 → R2 is a ring homomorphism of two rings equipped with
Frobenius maps Φ1,Φ2 respectively then we require

f(Φh
1R1) ⊂ Φh

2(R2).

If moreover f is a local homomorphism of local rings Ri with corresponding maximal ideals
mi, for i = 1, 2 then f(m

(h)
1 ) ⊂ m

(h)
2 . In what follows we will consider the polynomial ring

k[x0, . . . , xr]/I, and the localizations at certain maximal ideals of the ring k[x0, . . . , xn]/I.

Definition 26. The intrinsic h-cotangent space Θ
(∗h)
P M is defined to be the space m

(h)
P /m

(h)2

P

and equals to to the cotangent space of the local ring Φh(OP ).
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Lemma 27. The space Θ
(∗h)
P M ∼= m

(h)
P /

(
m

(h)
P

)2
is a subspace of T (∗h)

P M .

Proof. Consider the space of h-linear forms in Hasse derivatives given by differentials d(h)f :
T (h) → k. Consider the map

d(h) :
m

(h)
P(

m
(h)
P

)2 −→ T
(∗h)
P (M),

we will prove it is injective.
LetG ∈ k[xp

h

0 , . . . , xp
h

n ] be a polynomial representative of an element inm
(h)
p so that d(h)G is the

zero form on T (h)
P M . Then d(h)G is a linear combination

∑t
ν=0 λνd

(h)Fν of the forms d(h)Fν for
Fν , 1 ≤ ν ≤ n, generating the homogeneous ideal ofM . Now the difference G−

∑t
ν=0 λνd

(h)Fν ∈(
m

(h)
P

)2
, since it has not terms of the form xqν , and the result follows. �

Remark 28. By eq. (2.13) we have that d(h)(xp
h

i ) on the tangent space acts like the q-form
xi 7→ xqi .

Corollary 29. The dimension of Θ
(∗h)
P M is an invariant of the isomorphism class of a variety,

i.e. if Φ : M → Y is a local isomorphism from a Zariski neighbourhood U of P to a Zariski
neighbourhood V of Φ(P ), then dimk Θ

(h)
P M = dimk Θ

(h)
Φ(P )Y .

Let M ⊂ V be an irreducible variety. Consider the algebraic set Θ ⊂ V ×M consisting of
pairs (a, P ) ∈ V ×M such that a is h-tangent at P . The second projection π : Θ → M is onto
and has fibres the spaces Θ

(h)
P M . By [27, Chap. I.63 th.7] we have that dimk Θ

(h)
P M ≥ s for all

P ∈M and equality is attained at a non empty open subset of M .

Definition 30. We will say that a point P ∈M is h-non-singular if

dimk Θ
(h)
P = dimk T

(∗h)
P M = dimX.

2.6.2. Differential between tangent spaces. Consider the projective varieties V ⊂ Pn, W ⊂
Pm defined in terms of the homogeneous ideals 〈f1, . . . , fr〉 ∈ k[x0, . . . , xn] and 〈g1, . . . , gs〉 ∈
k[y0, . . . , ym] respectively. A map F : V →W is given by polynomials F0, . . . , Fm ∈ k[x0, . . . , xn]
such that yi = Fi(x0, . . . , xn) for i = 0, . . . ,m. Set

J0,h(f1, . . . , fr) =


D

(0)
x0 f1 · · · D

(0)
xn f1 D

(h)
x0 f1 · · · D

(h)
xn f1

...
...

...
...

D
(0)
x0 fr · · · D

(0)
xn fr D

(h)
x0 fr · · · D

(h)
xn fr

 = (A|A′)

and similarly

J0,h(g1, . . . , gs) =


D

(0)
y0 g1 · · · D

(0)
ymg1 D

(h)
y0 g1 · · · D

(h)
ymg1

...
...

...
...

D
(0)
y0 gs · · · D

(0)
ymgs D

(h)
y0 gs · · · D

(h)
ymgs

 = (B|B′).

The kernel of the matrix A at P (resp. B at F (P )) corresponds to the ordinary tangent space
of V (resp. W ) while the kernel of A′ (resp B′) corresponds to the h-tangent space.

By substitution of yi = F (x0, . . . , xn) for 0 ≤ i ≤ m in g1, . . . , gs we write each g1, . . . , gs as
an element in the ideal 〈f1, . . . , fr〉. Therefore elements in TPV , resp. T (h)

P V , given as elements
in the kernel of A (resp. A′) are sent to elements in TPW , resp. T (h)

P W .
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Consider now the matrix (observe that yp
h

i = Fi(x0, . . . , xn)p
h)

J0,h(F1, . . . , Fn, F
q
1 , . . . , F

q
n) =



D
(0)
x0 F0 · · · D

(0)
xn F0 D

(h)
x0 F0 · · · D

(h)
xn F0

...
...

...
...

D
(0)
x0 Fm · · · D

(0)
xn Fm D

(h)
x0 Fm · · · D

(h)
xn Fm

D
(0)
x0 F

ph

0 · · · D
(0)
xn F

ph

0 D
(h)
x0 F

ph

0 · · · D
(h)
xn F

ph

0
...

...
...

...

D
(0)
x0 F

ph
m · · · D

(0)
xn F

ph
m D

(h)
x0 F

ph
m · · · D

(h)
xn F

ph
m



=



D
(0)
x0 F0 · · · D

(0)
xn F0 D

(h)
x0 F0 · · · D

(h)
xn F0

...
...

...
...

D
(0)
x0 Fm · · · D

(0)
xn Fm D

(h)
x0 Fm · · · D

(h)
xn Fm

0 · · · 0 D
(h)
x0 F

ph

0 · · · D
(h)
xn F

ph

0
...

...
...

...

0 · · · 0 D
(h)
x0 F

ph
m · · · D

(h)
xn F

ph
m


=

(
J J ′

0 Jp
h

)
.

The chain rule implies
D

(0)
x0 g1 · · · D

(0)
xmg1 D

(h)
x0 g1 · · · D

(h)
xmg1

...
...

...
...

D
(0)
x0 gs · · · D

(0)
xmgs D

(h)
x0 gs · · · D

(h)
xmgs

 = (B|B′)
(
J J ′

0 Jp
h

)

= (BJ |BJ ′ +B′Jp
h
).

An element ā = (a0, . . . , an)t ∈ TF (P )W , b̄ = (b0, . . . , bn)t ∈ T (h)
F (P )W by definition of the tangent

spaces satisfies
BJā = 0 (BJ ′ +B′Jp

h
)b̄ = 0.

On the other hand we have (
J J ′

0 Jp
h

)(
ā
b̄

)
=

(
Jā+ J ′b̄

Jp
h
b̄

)
therefore B(Jā+ J ′b̄) = 0 and B′Jph b̄ = 0. This allows us to write the differentials:

dF : TP (V )→ TF (P )W and dF (h) : T
(h)
P (V )→ T

(h)
F (P )W

as follows
dF (ā) = Jā+ J ′b̄ and dF (h)(b̄) = Jp

h
b̄.

When b̄ = 0 is the zero h-tangent vector then dF is the classical map. The differential in the
h-tangent space is independent on the choice of ā ∈ T (0)

P V .
We have proved the following:

Proposition 31. Let F : V →W be a map between polynomial varieties, expressed in terms of
polynomials F0, . . . , Fs. Then the ph-power of the ordinary differential T (0)

P V → T
(0)
F (P )W is the

natural map T (h)
P V → T

(h)
F (P )V .
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2.7. Vector fields and differential forms. We will now define vector fields as differential
operators in terms of Hasse-derivatives. The identification

mP

m2
P

d−→ T ∗PM

proves that dx0, . . . , dxn give a basis of the cotangent space, since mP /m
2
P is generated as vector

space by the classes of x0, . . . , xn modulo m2
P . Also in the classical case the partial derivatives

∂/∂xi give rise to naturally dual elements, i.e. elements in TPM .
Let us assume that the variety M has a non-empty open set of h-non-singular points. On this

open set we will employ the identification m
(h)
P(

m
(h)
P

)2

d(h)−→ T
(∗h)
P M of lemma 27, which sends

m
(h)
P(

m
(h)
P

)2 3 m =
n∑
i=0

aix
ph

i 7→ d(h)m =

ph∑
i=0

aid
(h)xqi ∈ T

(∗h)
P M.

Definition 32. A vector field X is a sum

(2.14) X =

∞∑
h=0

n∑
i=0

ah,i(X)D(h)
xi ,

where all but finite coefficients ah,i(X) are zero. The elements ah,i(X) are coefficients in OM ,
depending linearly on X. Vector fields form OM -modules.

Definition 33. For every i ∈ {0, . . . , n} we define the differential form d(h)xqi , seen as a formal
symbol. This definition can be given a functorial interpretation, by considering the module of
p-graded Kähler differentials as a universal object representing the functor of Hasse derivations,
see [6, chap. 16].

For a function f ∈ OM (U) we define the differentials d(h)f (with respect to Hasse derivatives,
see also eq. (2.13)):

(2.15) d(h)(f) =
n∑
i=0

D(h)
xi (f)d(h)xp

h

i .

Recall the notation q = ph and note that from eq. (2.15) we see that d(xqi ) = d(h)xqi which can
be seen as an element in T

(∗h)
P M . Without the Hasse derivatives, the differential d(xq), when

computed in terms of eq. (2.15) is zero, but here it is a generator of the alternating algebra of
differential forms.

Definition 34. For qi = pi define the formal monomials d(h1)xq1i1 ∧ d
(h2)xq2i2 ∧ · · · ∧ d

(hj)x
qij
ij

of
degree j, where for monomials m,n of degrees k and l we have

m ∧ n = (−1)kln ∧m.
A differential form of degree i is a formal linear combination of monomials of degree p, with
coefficients from OX(U).

We also require that for a function f we have

(2.16) fdxi ∧ d(h)xp
h

j = dxi ∧ fp
h
d(h)xp

h

j .

The above requirement is natural since that alternating algebras are defined as quotients of the
tensor algebra, see [6, Apendix 2] of an ordinary form by a ph-form. We will use this definition
in lemma 43 in order to prove that the h-conormal space is Lagrangian.
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A derivation of degree s ∈ Z on OM (U) is a k-linear operator sending a form of degree j to a
form of degree j + s such that

D(ω ∧ τ) = Dω ∧ τ + (−1)sjω ∧Dτ.

We will need the following derivations.
(1) The derivations d(h) of degree +1, such that d(h)f is given by eq. (2.15) and d(h′)d(h) = 0

for all h, h′ ∈ N.
(2) The derivation iX of degree −1 corresponding to vector field X, given by iX(OX) = 0

while for X given by eq. (2.14) and ω given by

ω =

∞∑
h=0

r∑
i=0

bh,i(ω)d(h)xqi , for bh,i(ω) ∈ OX(U) we have

(2.17) iX(ω) =

∞∑
h=0

r∑
i=0

(
ah,i(X)p

h
bp
h

h,i(ω)
)
.

Remark 35. A vector field is a section of the tangent bundle, i.e. for every P ∈ X if the functions
ah,i are in OX(U) for an open set U containing P , then the evaluation of ah,i at P gives us a
tangent vector in TPM ,

(2.18) X(P ) =
∞∑
h=0

r∑
i=0

ah,i(X)(P )D(h)
xi .

Indeed, using the iX derivation we see that the vector field D
(h)
xi is the dual basis element to

the differential form d(h)xqi . Thus, the evaluated vector field gives rise to an element in the dual
space of T ∗PM .

Assume now that the maximal ideal at P ∈ M is generated by t1, . . . , ts, and consider the
differentials dt1, . . . , dts.

The classical cotangent vector bundle (see [28, p. 60]) is the vector bundle

T ∗M =
r⊕
i=1

OMdti.

A classical differential form ξ is given by

ξ =
r∑
i=0

ξidti, ξi ∈ OM .

Keep in mind that a vector bundle in algebraic geometry over an open set U ⊂ M is described
in terms of ArU = SpecOM (U)[ξ1, . . . , ξr], see [12, ex. 5.18, p. 128].

In analogy to the classical case, an h-differential form is given by

ξh =

r∑
i=0

ξidt
(h)
i , ξi ∈ OM .

3. The case of hypersurfaces

In this section we focus on the hypersurface case. When the variety is given as the zero set
of a single polynomial we can use a form of implicit-inverse function theorem which allows us
to express the coordinates xi as functions of the dual coordinates. This method works if the h-
Hessian is generically invertible. In characteristic zero we consider the hypersurface V (f) ⊂ Pn
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given by a polynomial f , if we set Ξi = Dxif ∈ k[x], we can find the ideal in k[Ξ] by eliminating
the variables x. Let us illustrate this method in characteristic zero by the following

Example 36. Consider the Fermat curve given as the zero locus of

x5
0 + x5

1 + x5
2 = 0.

This in magma [3] can be done as follows: If yi = Dxif , we fist define the ideal

I = 〈x5
0 + x5

1 + x5
2,−5x4

0 + y0,−5x4
1 + y1,−5x4

2 + y2〉C k[x0, . . . , x2, y0, . . . , y2],

and then we eliminate the variables x0, x1, x2 using the EliminationIdeal function:

J =

〈
y20

0 − 4y15
0 y

5
1 − 4y15

0 y
5
2 + 6y10

0 y
10
1 − 124y10

0 y
5
1y

5
2 + 6y10

0 y
10
2 − 4y5

0y
15
1 − 124y5

0y
10
1 y

5
2

−124y5
0y

5
1y

10
2 − 4y5

0y
15
2 + y20

1 − 4y15
1 y

5
2 + 6y10

1 y
10
2 − 4y5

1y
15
2 + y20

2

〉
.

We can now consider the same elimination process, arriving at the ideal J generated by the
elements

g1 = y20
0 − 4y15

0 y
5
1 − 4y15

0 y
5
2 + 6y10

0 y
10
1 − 124y10

0 y
5
1y

5
2 + 6y10

0 y
10
2 − 4y5

0y
15
1 − 124y5

0y
10
1 y

5
2

−124y5
0y

5
1y

10
2 − 4y5

0y
15
2 + y20

1 − 4y15
1 y

5
2 + 6y10

1 y
10
2 − 4y5

1y
15
2 + y20

2

g2 = x0 − 20y19
0 + 60y14

0 y
5
1 + 60y14

0 y
5
2 − 60y9

0y
10
1 + 1240y9

0y
5
1y

5
2 −

60y9
0y

10
2 + 20y4

0y
15
1 + 620y4

0y
10
1 y

5
2 + 620y4

0y
5
1y

10
2 + 20y4

0y
15
2

g3 = x1 + 20y15
0 y

4
1 − 60y10

0 y
9
1 + 620y10

0 y
4
1y

5
2 + 60y5

0y
14
1 + 1240y5

0y
9
1y

5
2 + 620y5

0y
4
1y

10
2 −

20y19
1 + 60y14

1 y
5
2 − 60y9

1y
10
2 + 20y4

1y
15
2

g4 = x2 + 20y15
0 y

4
2 + 620y10

0 y
5
1y

4
2 − 60y10

0 y
9
2 + 620y5

0y
10
1 y

4
2 + 1240y5

0y
5
1y

9
2 + 60y5

0y
14
2 +

20y15
1 y

4
2 − 60y10

1 y
9
2 + 60y5

1y
14
2 − 20y19

2 .

Observe that the generators g2, g3, g4 express x0, x1, x2 as a function of y, which follows by
differentiating the defining equation g1 of the dual hypersurface with respect to y0, y1, y2, i.e.,
xi = Dyig1 for i = 0, 1, 2. After elimination in the ideal J of the variables y we arrive at the
original equation as expected.

Similarly, the implicit-inverse function method will allow us to solve “locally” and express Ξi
as functions of k[x0, . . . , xn]. The problem with this method is that Zariski topology does not
have fine enough open sets for the implicit (or the equivalent inverse) function theorem to hold.
Actually this was one of the reasons for inventing etalé topology [24, p. 11]. The approach
of Wallace is based on defining algebraic functions in order for the implicit function theorem to
work. We will follow the ideas of Wallace [30, sec. 4.1]. Let X1, . . . , Xn be a set of indeterminates
of the field k. A separable algebraic function φ over k(X1, . . . , Xn) will be called a k-function
of X1, . . . , Xn. If x1, . . . , xn is any set of elements of k and y is a specialization of φ over the
specialization (X1, . . . , Xn) 7→ (x1, . . . , xn), then y will be called a value of φ at (x1, . . . , xn),
and will be written y = φ(x1, . . . , xn). The partial derivative ∂φ/∂Xi for each i, is a rational
function of X1, . . . , Xn and φ. If this rational function is defined at (x1, . . . , xn, y) (i.e. has non
zero denominator), then the k-function φ will be called differentiable at (x1, . . . , xn, y).

Remark 37. If we allow k-functions then the duality theorems have a simpler form. For example
for (a, p) = 1 the dual curve of the Fermat curve xa0 +xa1 +xa2 = 0 is the dual curve xb0+xb1+xb2 = 0
such that 1

a + 1
b = 1, see [9, Example 2.3, p. 20].

Theorem 38 (Implicit function theorem). If x0, . . . , x2n satisfy the k-functions φi(x1, . . . , x2n) =
0 for i = 1, . . . , n, differentiable at (x1, . . . , x2n, 0) and the Jacobian n × n-matrix (∂φi/∂xj) is
invertible, then there are k-functions f0, . . . , fn of y0, . . . , yn such that xi = f(xn+1, . . . , x2n) for
all 1 ≤ i ≤ n.
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Proof. Therorem 6 in [30]. �

The above theorem in practice allows us to work with hypersurfaces as follows: Let V (f) be a
projective hypersurface. We put coordinates (x0, . . . , xn) on the space Pn and y0, . . . , yn on P∗n.
We have the equations:

(3.1) yi = ∂f/∂xi = φi(x0, . . . , xn).

If the Hessian matrix (∂φj/∂xi) = (∂2/f∂xi∂xj) is not singular, then the implicit function
theorem allows us to express xi as k-functions of y0, . . . , yn.

For example, in characteristic zero (or if p - a − 1, the hypersurface defined by f =
∑n

i=0 x
a
i

has yi = ∂f/∂xi = axa−1
i , therefore xi = (yi/a)

1
a−1 . The last expression is in accordacne to

theorem 38, since the Hessian matrix equals a(a− 1) · diag(xa−2
0 , . . . , xa−2

n ), which is generically
invertible. We can arrive to the dual hypersurface by replacing xi in the defining equation of f ,
i.e.

n∑
i=0

xi(y0, . . . , yn)a = a(a− 1)
n∑
i=0

y
a
a−1

i .

Notice that b = a
a−1 satisfies the symmetric equation 1/a+ 1/b = 1.

If p | a− 1, then the equation yi = axa−1
i does not allow us to express xi in terms of yi. Keep

in mind that the rational function field is not perfect, and we are not allowed to take p-roots of
polynomials.

Let V (f) be a hypersurface corresponding to the irreducible homogeneous and h-homogeneous
polynomial f of degree prime to the characteristic. By equation (2.10) we have that if the Gauss
map is not separable then yi = ∂f/∂xi = gp

h

i (x). Moreover by Euler’s theorem we have

f = deg(f) ·
n∑
i=0

xigi(x)p
h
.

In our approach we propose to consider instead of eq. (3.1) the equations

yi = D(h)
xi (f).

Then under the assumption that the “Hessian” D(0)
xj D

(h)
xi f is invertible we can express

xi = gi(y0, . . . , yn),

where gi is a k-function.

Remark 39. Even in characteristic zero, the Hessian might be singular. Consider for example a
hyperplane V (

∑
aixi). The first derivatives are constants and the Hessian is zero. This situation

is related to the case of singular Gauss map. For a detailed study of this case in terms of classical
differential geometry see [2].

In some cases we can prove that the Hessian is invertible

Lemma 40. Let f be a homogeneous polynomial so that so that one at least of its derivatives
D

(h)
xi f , 0 ≤ i ≤ n is not zero, and all non-zero D(h)

xi f derivatives have degree di prime to the
characteristic p. Then the (n+ 1)× (n+ 1) matrix D(0)

xj D
(h)
xi (f) is generically invertible.
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Proof. Assume that the above mentioned map is not invertible, then one collumn, say the first
one, is a linear combination of the other collumns, that is

D
(0)
x0 D

(h)
x0 (f)
...

D
(0)
xnD

(h)
x0 (f)

 =

n∑
µ=1

λµ


D

(0)
x0 D

(h)
xµ (f)
...

D
(0)
xnD

(h)
xµ (f)


Summing along each collumn after multiplying by xν and using Euler’s theorem we have (set
dµ = degD

(h)
xµ f)

(3.2) d0D
(h)
x0 (f) =

n∑
µ=1

λndµD
(h)
xµ (f).

Let δ0 be the degree of the polynomial f in the variable xq0, q = ph. The above eq. (3.2) is
impossible by considering the degrees of both sides in the variable xq0 unless δ = 0, in this case
D

(h)
x0 f = 0. This forces the right hand side of eq. (3.2) to be zero, which allows us to repeat the

above argument for an other variable xi, until we prove inductively that all derivatives D(h)
xi are

zero, a contradiction. �

Lemma 41. Consider a function f as given in equation (2.10) in proposition 16. Then this
function satisfies the invertible Hessian criterion of lemma 40 and the dual variety given by
equation

G(y0, . . . , yn) = f
(
x0(y0, . . . , yn), . . . , xn(y0, . . . , yn)

)
= 0.

Let us now consider the Hasse derivatives D(h)
yν for q = ph of G(ȳ) =

∑n
i=0 x

q
i yi, where xi are

considered as functions of yi

zν := D(h)
yν

(
n∑
i=0

xqi yi

)
=

n∑
i=0

(
D(0)
yν xi

)q
yi.

We compute

(3.3)
n∑
ν=0

zνy
q
ν =

n∑
ν=0

n∑
i=0

(
D(0)
yν xi

)q
yiy

q
ν .

Since xi(y0, . . . , yn) is homogenous in the variables y0, . . . , yn as well the classical Euler identity
gives us that

n∑
ν=0

yνD
(0)
yν xi = cxi for some c ∈ k,

so eq. (3.3) gives us
n∑
ν=0

zνy
q
ν = c

n∑
i=0

xqi yi = 0.

This means that the point x̄ = (x0, . . . , xn) ∈ V (f) ⊂ Pn has the q-hyperplane

(X0 : · · · : Xn) ∈ Pnk such that
n∑
ν=0

yiX
q
i = 0
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with coordinates (y0, . . . , yn) as h-tangent and the point (y0, . . . , yn) ∈ V (G) ⊂ Ph∗ has the
q-hyperplane

(Y0 : · · · : Yn) ∈ Pnk such that
n∑
ν=0

zνY
q
ν = 0

with coordinates (z0, . . . , zn) as h-tangent. Reflexivity esentially means that the map

V × V ∗h → V ∗h ×
(
V ∗h

)∗h
(x, y) 7→ (y, F (x))

induces an isomorphism from Con(h)(X) to Con(h)(Y ), where F is the isomorphism F : V →(
V ∗h

)∗h introduced in theorem 10. For proving this we will require the notion of Lagrangian
variety for algebraic sets defined over the field of complex numbers.

3.1. Example: A class of Fermat hypersurfaces. Let p 6= 2 be a prime. Consider the curve
n∑
i=0

x2p+1
i = 0.

We set also yi = D
(h)
xi f = 2xp+1

i . We can express xi in terms of yi, that is

xi =

(
1

2
yi

) 1
p+1

The dual variety is then described as the zero set of the k-function

G(y0, . . . , yn) =

n∑
i=0

y
2p+1
p+1

i = 0.

We now compute the derivatives zi = D
(h)
yi G = cxp−p

2+1
i for some c ∈ k. We now expand

0 =

(
n∑
i=0

x2p+1
i

)1+p−p2

=

(
2p+1∑
i=0

x2p+1
i

)2p+1∑
j=0

x
p(2p+1)
j

(2p+1∑
k=0

x
−p2(2p+1)
k

)

=
n∑
i=0

x
(2p+1)(1+p−p2)
i +

n∑
i=0

x2p+1
i

n∑
j=0
j 6=i

x
p(2p+1)
j

n∑
k=0
k 6=i

x
−p2(2p+1)
k

=
n∑
i=0

x
(2p+1)(1+p−p2)
i = c−1

n∑
i=0

z2p+1
i .

This proves that (z0, . . . , zn) are in V (f).

4. Lagrangian varieties

4.1. h-cotangent bundle and h-Lagrangian subvarieties. The space V × V ∗h can be iden-
tified to the h-cotangent bundle T (∗h)(V ) of V . Let x0, . . . , xn be a set of coordinates on V and
ξ0, . . . , ξn be a set of coordinates on V ∗h. Notice that a vector field (here we use vector fields
which have non-zero coefficients only at a certain value of h)

(4.1) X =
∑

j∈{0,h}

n∑
ν=0

aν(X)D(j)
xν +

∑
j∈{0,h}

n∑
ν=0

bν(X)D
(j)
ξν
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by eq. (2.17) acts on differential forms in terms of the derivation iX by the rule:

iX

(
d(h)xqi

)
= ai(X)p

h
, iX(d(0)ξi) = bi(X),

iX

(
d(0)xi

)
= ai(X), iX(d(h)ξqi ) = bi(X)p

h
.

ConsiderM ⊂ P(V ) a projective variety and consider the coneM ′ ⊂ V seen as an affine variety
in V . Assume that the homogeneous ideal of M ′ is generated by the homogeneous polynomials
f1, . . . , fr, and the the set of h-non-singular points of M is non-empty. Consider the n+ 1-upple

∇(h)fi =
(
D

(h)
0 fi(P ), D

(h)
1 fi(P ), . . . , D(h)

n fi(P )
)
.

Each fi defines an h-linear form given by

(4.2) L
(h)
i :=

n∑
ν=0

D(h)
ν fi(P )xp

h

ν .

The h-tangent space at P is the variety defined by the equations L(h)
i = 0. The h-conormal

space is defined as the subset of V × V ∗h

Con(h)(M) =
{

(P,H) : P ∈Mh
sm, H is a ph − linear form which vanishes on T (h)

P M
}
.

It is evident that the h-conormal space can be identified to the space of ph-linear forms on the
h-normal space N (h)

M defined as

N
(h)
M (P ) = T

(h)
P V/T

(h)
P (M) ∼= V/T

(h)
P M.

Also by the definition of T (h)
P M the fibre of the h-conormal space at the point P for a projective

variety defined by the elements f1, . . . , fr is the vector subspace of V ∗h spanned by L(h)
i given in

eq. (4.2):
Con

(h)
P (M) = 〈L(h)

i : 1 ≤ i ≤ r〉k.

4.2. The symplectic structure on V × V ∗h.

Definition 42. Let xi, ξi be coordinates on the vector spaces V, V ∗h respectively.
A subvariety Λ of V × V ∗h with non empty h-non-singular locus will be called conical h-

Lagrangian if
(1) The form ω =

∑n
j=0 d

(h)xqj ∧ dξj +
∑n

j=0 d
(h)ξqj ∧ dxj is zero on Λ.

(2) dim Λ = n
(3) If (P,H) = (x0, . . . , xn, ξ0, . . . , ξr) ∈ Λ then (µP, λH) = (µx0, . . . , µxr, λξ0, . . . , λξn) ∈ Λ

for every, µ, λ ∈ k∗.

Notice that if

X =
∑

i∈{0,h}

n∑
ν=0

ai,ν(X)D(i)
xν +

∑
i∈{0,h}

n∑
ν=0

βi,ν(X)D
(i)
ξν
,

then
ω(X,Y ) := iY iXω =

(4.3) =
n∑
ν=0

(
ah,ν(X)p

h
b0,ν(Y )− ah,ν(Y )p

h
b0,ν(X) + a0,ν(X)bh,ν(Y )p

h − a0,ν(Y )bh,ν(X)p
h
)
.
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If one restricts on (h, 0)-tangent vectors, i.e. a0,i(X) = a0,i(Y ) = bh,i(X) = bh,i(Y ) = 0 for all i,
then the above computation is compatible with the definition given in section 2.3 since in this
case

ω(X,Y ) :=
n∑
ν=0

(
ah,ν(X)p

h
b0,ν(Y )− ah,ν(Y )p

h
b0,ν(X)

)
.

Lemma 43. Assume that h is selected such that π2 : Con(h)M → Imπ2 = Z is seperable. If
Mh

sm 6= ∅, then the conormal bundle Con(h)(M) is a Lagrangian manifold of V × V ∗h.

Proof. Assume that M is the zero locus of the homogeneous polynomials F1, . . . , Fr. When we
restrict ourselves to Con(h)(M) we have that

ξj =
r∑
i=1

λi

(
D

(h)
j

∣∣∣
P
Fi

)
λi ∈ k,

and

dξj =
r∑
i=1

λid D
(h)
j

∣∣∣
P
Fi =

r∑
i=1

λi

n∑
ν=0

D(0)
ν

∣∣∣
P
D

(h)
j

∣∣∣
P
Fidxν .

This means that the first summand of ω restricted to Con(h)(X) has the form
n∑
j=0

d(h)xqj ∧ dξj =

r∑
i=1

λi

n∑
j=0

n∑
ν=0

D(0)
ν

∣∣∣
P
D

(h)
j

∣∣∣
P
Fi d

(h)xqj ∧ dxν .

In a similar way we have, using eq. (2.16)
n∑
j=0

dxj ∧ d(h)ξqj =
n∑
j=0

dxj ∧

(
r∑
i=1

λi

n∑
ν=0

D(0)
ν

∣∣∣
P
D

(h)
j

∣∣∣
P
Fi

)q
d(h)xqν

=
n∑
j=0

r∑
i=1

λi

n∑
ν=0

D(0)
ν

∣∣∣
P
D

(h)
j

∣∣∣
P
Fi dxj ∧ d(h)xqν

Therefore the form

ω =

n∑
j=0

d(h)xqj ∧ dξj +

n∑
j=0

d(h)ξqj ∧ dxj

is zero on Λ.
We now compute the dimension of Con(h)(M). If P is an h-non-singular point, then the

dimension of the h-tangent space equals dimM , therefore the dimension of the conormal space
is n− r and the dimension of Con(h)(M) = dim(M) + n− r = n.

Finally, if (x0, . . . , xn, ξ0, . . . , ξn) ∈ Con(h)(M) then it is obvious that for µ, λ ∈ k∗ the element
(µx0, . . . , µxn, λξ0, . . . , λξn) is an element of Con(h)(M) as well. �

Definition 44. A map f : X → Y between varieties will be called generically smooth if the
induced map f∗ : T

(0)
P X → T

(0)
f(P )Y is surjective for an open dense subset U ⊂ X.

Similarly we will call a map f : X → Y h-generically smooth if the induced map f∗ : T
(h)
P X →

T
(h)
f(P )Y is surjective for an open dense subset U ⊂ X such that f(U) is an open dense subset of
Y .

Remark 45. Proposition 31 implies that if f is generically smooth then it is h-generically smooth.
Also if the function field extension k(X)/k(Y ) is separable, then there is an open set U so that
f∗ is smooth for all points in U , [23, p. 169], [16, p.68].
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Remark 46. We consider the identification F : V → (V ∗h)∗h given in theorem 10. Define the
map Ψ : V × V ∗h → V ∗h × (V ∗h)∗h given by sending Ψ : (v, w) 7→ (w,F (v)). Notice that if c̄, b̄
are the coordinates of V ∗h, (V ∗h)∗h, then the coordinates in V ×V ∗h are given by (b̄, c̄), see also
the diagram in eq. (2.5).

The following is essential for proving reflexivity.

Proposition 47. Let π2 : V ×V ∗h → V ∗h be the second projection. A conical Lagrangian variety
Λ ⊂ V × V ∗h has projection Z = π2(Λ) ⊂ V ∗h. If the set of h-smooth points of Z forms an
non-empty dense open subset of Z and the map π2 : Λ → Z ⊂ V ∗h is h-generically smooth,
then the conormal variety Con(h)(Z) ⊂ V ∗h×V coincides with Λ under the natural identification
Φ : V × V ∗h → V ∗h × V .

Proof. The set of h-smooth points of Λ is non empty by definition 42, so it is an open dense set
of the irreducible variety Λ. The projection π2(Λ) = Z is irreducible since Λ is irreducible. By
assumption the map π2 : Λ→ Z is generically smooth, so we can find an open dense set Λ0 ⊂ Λ,
consisted of h-smooth points with the additional property that π2(Λ0) = Z0 consists also of h-
smooth points and moreover the induced map π2,∗ forms a surjective map from T

(h)
P Λ→ T

(h)
π2(P )Z.

In selecting Λ0 and Z0 it is essential that open non-empty sets in irreducible varieties are dense.
We have the following diagram:

V × V ∗h

π2
��

∼= Ψ

((
Λ

π2

��

? _oo
∼= ((

Λ0
? _oo

π2

��

Con(h)(Z) �
� //

��

V ∗h × V

V ∗h Z? _oo Z0
? _oo Z0

The map Ψ is the map sending (x, y) ∈ V × V ∗h to (y, x) ∈ V ∗h × V .
We will prove first that for any h-smooth point P ∈ Z0 6= ∅, Ψ(π−1

2 (P )∩Λ) ⊂ Con(h)(Z). Let
ξ ∈ π−1

2 (P ) ∩ Λ having coordinates ξ = (c̄, b̄) ∈ V × V ∗h. Since V is a vector space we can see c̄
as an element in T (0)V , i.e.

c̄ =

n∑
i=0

ciD
(0)
xi .

We will identify V ∗h = V ∗h × {0} with the zero section of the bundle (using also theorem 10)

T (∗h)(V ∗h) = V ∗h × (V ∗h)∗h ∼= V ∗h × V → V ∗h.

Since π2 is h-generically smooth we can see every element v ∈ T (h)
P Z written as

v =

n∑
i=0

aiD
(h)
ξi
,
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as an element in V h∗ under the identification of V ∗h by its h-tangent space. Since ω is zero on
Λ we have by eq. (4.3) for the vector fields

ξ =

n∑
i=0

ci ·D(0)
xi +

n∑
i=0

0 ·D(h)
xi +

n∑
i=0

bi ·D(0)
ξi

+

n∑
i=0

0D
(h)
ξi

v =

n∑
i=0

0 ·D(0)
xi +

n∑
i=0

0 ·D(h)
xi +

n∑
i=0

0 ·D(0)
ξi

+

n∑
i=0

aiD
(h)
ξi

0 = ω(ξ, v) =
n∑
i=0

aqi ci,

that is the q-linear form

(x0, . . . , xn) 7→
n∑
i=0

xqi ci,

vanishes on the element of the tangent space with coordinates ā. The last equation implies
that we can see Ψ(ξ) = (b̄(P ), c̄(P )) ∈ V ∗h × V as an element in Con(h)Z0 ⊂ V ∗h × V , so
Ψ(π−1(P ) ∩ Λ) ⊂ Con(h)(Z), notice that the coordinates of P̄ satisfy by definition the defining
equations of Z.

So we have Ψ(π−1(P )∩Λ0) ⊂ Con(h)(Z) and Ψ(Λ0) is a dense subset of the same dimmension
of the irreducible variety Con(h)(Z) so Ψ(Λ) = Con(h)(Z). �

Theorem 48 (Reflexivity). Let M ∈ P(V ) be an irreducible, reduced projective variety generated
by h-homogeneous elements, which also has a non-empty h-non-singular locus. Assume that
Z := π2(Con(h)(M)) has a nonempty open set of h-non-singular points and that the map

π2 : V × V ∗h ⊃ Con(h)(M)→ π2(Con(h)(M)) := Z ⊂ V ∗h

is generically smooth. Then

Ψ(Con(h)(M)) = Con(h)(Z) ⊂ V ∗h × (V ∗h)∗h = V ∗h × V.

Proof. The conormal variety Con(h)(M) which is originaly defined as a subset of V × V ∗h can
be also seen through Ψ as a subset of V ∗h × V ∼= V ∗h × (V ∗h)∗h and by symmetry it is still
Lagrangian of dimension n.

Let us now prove that the map π2 is h-generically smooth. Let f : X → Y be a map and
suppose that P is a smooth point of X and f(P ) is a smooth point of Y and f∗TPX → Tf(P )Y
is surjective. If X,Y are irreducible then such a point P exists since the space of smooth points
is a non-empty open dense subset and f is generically smooth.

Set Λ = Con(h)(M). The map π2 : V ×V ∗h ⊃ Con(h)(M)→ π2(M) := Z ⊂ V ∗h is assumed to
be generically smooth and by proposition 31 the natural map T (h)

P Λ→ T
(h)
π2(P )Z is the ph-power

of the classical differential dπ2 : T
(0)
P Λ→ T

(0)
π2(P )Z.

There is an open dense set U of Λ such that for every P ∈ U we have n = dim Λ = T
(0)
P Λ (is a

classical non-singular point) and dim Im(dπ2) = dimTπ2(P )Z = dimZ (surjective differential and
π2(P ) is classical non-singular) and moreover that π2(P ) is h-non-singular point of Z. Notice
that non-empty sets of irreducible varieties are dense and hence have nonempty intersection. But
dim ker(dπ2(P )) = dim ker(dπp

h

2 (P )) hence we obtain

n = dim ker(dπ2(P )) + dim Im(dπ2(P ))

= dim ker(dπ2(P ))p
h

+ dim Im(dπ2(P ))p
h
.
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The assumption that π2(P ) is h-non-singular gives us that dimT
(h)
π2(P )Z = dimZ. On the other

hand dim Im(dπ2(P ))p
h

= dimZ and since Im(dπ2(P )p
h
) ⊂ T

(h)
π2(P )Z if π2(P ) is h-non-singular,

that is dimT
(h)
π2(P )Z = dimZ we finally have that dπ2(P )p

h is surjective. Since we proved that
π2 is generically smooth reflexivity follows by theorem 47.

�

Let M ⊂ P(V ) be an irreducible, reduced projective variety. We can form the connical h-
Lagrangian Con(h)M ⊂ V × V ∗h which has a nonempty open set of h-non-singular points and
also form the h-dual variety Z = π2(Λ), where π2 : V ×V ∗h → V ∗h is the second projection. The
set Z is irreducible but determining whether the set of h-non-singular points is non-empty is a
subtle problem. Irreducible algebraic sets are known to have open dense sets of classical non-
singular points. For proving a reflexivity theorem we need the set of h-non-singular points of Z
to be nonempty, hence dense subset of Z. When M is a hypersurface we have given conditions
in lemma 40 so that Z has non-empty set of h-non-singular points. The condition of h-non-
singular points requires a computation of the dimension of the algebraic set. Understanding the
dimension of the dual variety Z is a subtle task, see [8], [18], [1], [22], [2, sec. 2.5]. Let us treat
here the following case

Proposition 49. Let M be a complete intersection described as the zero locus of r polynomials
F1, . . . , Fr and dimM = n − r, such that all Hasse derivatives D(h)

xj Fi have degree prime to
the characteristic. Then the dual variety is a hypersurface. If moreover all Hasse derivatives
D

(h)
xj Fi have zero h-derivatives for all i = 0, . . . , n and 1 ≤ j ≤ r then the dual hypersurface has

non-empty h-singular locus.

Proof. In this case we can prove that Z has dimension n − 1 since the coordinates (ξ0, . . . , ξn)
are given by

(4.4)

ξ0
...
ξn

 =
r∑
i=1

λi


D

(h)
x0 Fi
...

D
(h)
xn Fi

 .

We now compute the (n+ 1)× (n+ 1)-matrix

(4.5)


D

(0)
x0 ξ0 · · · D

(0)
x0 ξn

...
...

D
(0)
xn ξ0 · · · D

(0)
xn ξn

 =
r∑
i=1

λi


D

(0)
x0 D

(h)
x0 Fi · · · D

(0)
x0 D

(h)
xn Fi

...
...

D
(0)
xnD

(h)
x0 Fi · · · D

(0)
xnD

(h)
xn Fi

 .

If the elements Fi have at least a derivative D(h)
xµ (Fi) which is not zero, and degrees dµ,i which

are prime to p, then by lemma 40 we obtain that each matrix summand in the right hand
side of eq. (4.5) is generically invertible. Without loss of generality we can assume that for
λ1 = 1, λ2 = · · · = λr = 0 the matrix in eq. (4.5) is invertible (change projective coordinates
in the projective space Pr if not.) In this case the subvariety Zλ of the projection Z cut out by
equations λ2 = · · · = λr is locally isomorphic to our original variety M by using Wallace inverse
function construction, which allows as to express (x0, . . . , xn) in terms of (ξ0, . . . , ξn). The dual
variety is then ruled in projective spaces with base Zλ and has dimension equal to

dimZλ + r − 1 = dimM + r − 1 = n− r + r − 1 = n− 1.

This means that Z is a hypersurface defined as the zero locus of the polynomial G(ξ0, . . . , ξn).
If Z has empty set of h-non-singular points, then all Hasse derivatives D(h)

ξν
G = 0 for 0 ≤
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ν ≤ n and this means that G has degree smaller than q. Using eq. (4.4) we can write G as
a function of x0, . . . , xn, depending on λ1, . . . , λr. Then G is zero on M and this means that
G
(
ξ0(x0, . . . , xn), . . . , ξn(x0, . . . , xn)

)
is in the ideal generated by F1, . . . , Fr. Let us write

(4.6) G
(
ξ0(x̄), . . . , ξn(x̄)

)
=

r∑
i=1

gi(x̄)Fi(x̄).

The chain rule gives us that (recall we assumed that D(h)
ξν
G = 0 for 0 ≤ ν ≤ n)(

D(0)
x0 G, . . . ,D

(0)
xnG,D

(h)
x0 G, . . . ,D

(h)
xn G

)
=
(
D

(0)
ξ0
G, . . . ,D

(0)
ξn
G, 0, . . . , 0

)(J J ′

0 Jp
h

)
where

J =


D

(0)
x0 ξ0 · · · D

(0)
xn ξ0

...
...

D
(0)
x0 ξn · · · D

(0)
xn ξn

 and J ′ =


D

(h)
x0 ξ0 · · · D

(h)
xn ξ0

...
...

D
(h)
x0 ξn · · · D

(h)
xn ξn


Therefore if D(h)

xi ξj = 0 for all 0 ≤ i, j ≤ n then

(D(h)
x0 G, . . . ,D

(h)
xn G) = (0, . . . , 0).

In this case we have by eq. (4.6)(
D(h)
x0 G(P ), . . . , D(h)

xn G(P )
)

=
r∑
i=1

gi(P )
(
D(h)
x0 Fi(P ), . . . , D(h)

xn Fi(P )
)
.

But the vectors
∇(h)Fi =

(
D(h)
x0 Fi(P ), . . . , D(h)

xn Fi(P )
)

are linear independent for every point P in the non-empty set U containing all h-non-singular
points. This means that for all P ∈ U gi(P ) = 0 for 1 ≤ i ≤ r, which in turn implies that gi are
zero polynomials and G is also zero, a contradiction.

�

4.3. Examples. Consider the complete intersection in Pnk given by (λ̄ = (λ1, . . . , λn−2))

(4.7) Ck(λ̄) :=


xk0 + xk1 + xk2 = 0

λ1x
k
0 + xk1 + xk3 = 0

...
...

...
λn−2x

k
0 + xk1 + xkn = 0

 ⊂ Pnk .

These curves are called “generalized Fermat curves”, see [17]. We consider the matrix of ∇fi
written as rows,

(4.8)


kxk−1

0 kxk−1
1 kxk−1

2 0 . . . 0

λ1kx
k−1
0 kxk−1

1 0 kxk−1
3 . . . 0

...
...

...
...

...

λn−2kx
k−1
0 kxk−1

1 0 . . . 0 kxk−1
n

 .

The conormal space is the subspace in V ∗ of linear forms spanned by the linear forms

Li =
n∑
ν=0

D(0)
xi fiXi.
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Consider an arbitrary element in the span of Li, µ0, . . . , µn−2 ∈ k:

(4.9)


y0

y1

y2
...
yn

 = k



∑n−2
ν=0 µνλνx

k−1
0∑n−2

ν=0 µνx
k−1
1

µ0x
k−1
2
...

µn−2x
k−1
n

 .

The ordinary conormal space is given by

Con(Ck(λ̄)) =

{
(x0, . . . , xn, y0, . . . , yn) :

where x0, . . . , xn satisfy eq. (4.7)
and y0, . . . , yn eq. (4.9)

}
.

The image of the projection π2 is a codimensional 1 subvariety, hence a hypersurface given by a
single polynomial F (y0, . . . , yn) = 0. Finding this polynomial F explicitly is a complicated task
in this case. If p | k − 1 it is clear by equation (4.9) that yi are given as polynomials of xpi and
the map π2 can not be separable, hence reflexivity fails.

Let us study the conormal space of the dual variety Z = π2(Con(Ckλ̄)). We see equations (4.9)
as parametric equations with parameters µ0, . . . , µn−2. In this case we have that the tangent
space is generated by the vectors

Vi :=

(
∂yi
∂µ0

,
∂yi
∂µ1

, . . . ,
∂yi

∂µn−2

)
=
(
λix

k−1
0 , xk−1

1 , 0, . . . , 0, xk−1
i , 0, . . . , 0

)
for 0 ≤ i ≤ n− 2,

which are subject to the additional condition

(4.10) ∇F⊥Vi i.e. 〈∇F, Vi〉 = 0.

In order to study further eq. (4.10) we consider the following cases:
• If (k − 1, p) = 1 then we obtain:

x0 =

(
y0

k
∑n−2

ν=0 µνλν

) 1
k−1

(4.11)

x1 =

(
y1

k
∑n−2

ν=0 µν

) 1
k−1

xi =

(
yi

kµi−2

) 1
k−1

for 2 ≤ i ≤ n− 2.

This way we obtain a relative curve X → Pn−1
k , where [µ0 : · · · : µn−2] serve as projective

coordinates of Pn−1
k . The precise equations in terms of algebraic functions are given by:

Gi = λi

(
y0

k
∑n−2

ν=0 µνλν

) k
k−1

+

(
y1

k
∑n−2

ν=0 µν

) k
k−1

+

(
yi+2

kµi

) k
k−1

= 0 for 0 ≤ i ≤ n− 2.

The polynomial F can be computed by eliminating µ0, . . . , µn−2 from the system of the Gi. We
compute (over the open set µ0µ1 · · ·µn−2 6= 0)

∇Gi =
k

k − 1

λi( y0

k
∑n−2

ν=0 µνλν

) 1
k−1

,

(
y1

k
∑n−2

ν=0 µν

) 1
k−1

, . . . ,

(
yi+2

kµi

) 1
k−1

, . . . , 0


=

k

k − 1
(λix0, x1, 0 . . . , 0, xi, 0, . . . , 0).
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Therefore, the compatibility condition given in eq. (4.10) can be replaced by the conditions:

(4.12) Vi⊥∇Gj i.e.〈Vi,∇Gj〉 = 0 for all 0 ≤ i, j ≤ n− 2.

We can now confirm that the conditions given in (4.12) are equivalent to the original defining
equations for our curve. It is clear now that the vector (x0, x1, . . . , xn) is normal to every
generator of the tangent space of the dual variety Z hence

Con(Z) = {(y0, . . . , yn, x0, . . . , xn) : F (y0, . . . , yn) = 0} = Con(Ck(λ̄)).

In our computation it was essential that we were able to express xi for 0 ≤ i ≤ n− 2 in terms of
yi for 0 ≤ i ≤ n− 2 in equations (4.11). This could not be done if p | k − 1. We now proceed to
the extreme case k − 1 is a power of p.
• Assume that k = q+ 1 for q = ph. Then instead of the matrix given in eq. (4.8) we consider

the matrix of ∇(h)fi given as

(4.13)


x0 x1 x2 0 . . . 0
λ1x0 x1 0 x3 . . . 0
...

...
...

...
...

λn−2x0 x1 0 . . . 0 xn

 .

And now

(4.14)


y

(h)
0

y
(h)
1

y
(h)
2
...

y
(h)
n

 = k



∑n−2
ν=0 µνλνx0∑n−2
ν=0 µνx1

µ0x2
...

µn−2xn

 .

The relations among elements y(h)
0 , . . . , y

(h)
n are given by:

G
(h)
i = λi

(
y

(h)
0∑n−2

ν=0 µνλν

)q+1

+

(
y

(h)
1∑n−2

ν=0 µν

)q+1

+

(
y

(h)
i+2

µi

)q+1

= 0 for 0 ≤ i ≤ n− 2.

The h-conormal space is given by

Con(h)(Ck(λ̄)) =

{
(x0, . . . , xn, y

(h)
0 , . . . , y(h)

n ) : where
x0, . . . , xn satisfy eq. (4.7)
and y(h)

0 , . . . , y
(h)
n eq. (4.13)

}
.

The variety Z(h) = π2(Con(h)(Ck(λ̄))) is given by a hypersurface F (h)(y
(h)
0 , . . . , y

(h)
n ) = 0, which

can be computed by eliminating µ0, . . . , µn−2 from the system of G(h)
i . Similarly we can compute

∇(h)G
(h)
i =

(
λi

y
(h)
0

k
∑n−2

ν=0 µνλν
,

y
(h)
1

k
∑n−2

ν=0 µν
, . . . ,

y
(h)
i+2

kµi
, . . . , 0

)
= (λix0, x1, 0 . . . , 0, xi, 0, . . . , 0).

Again we see equations (4.14) as parametric equations with parameters µ0, . . . , µn−2. The tangent
space is generated by the vectors

V
(h)
i :=

(
∂yi
∂µ0

,
∂yi
∂µ1

, . . . ,
∂yi

∂µn−2

)
=
(
λix

k−1
0 , xk−1

1 , 0, . . . , 0, xk−1
i , 0, . . . , 0

)
for 0 ≤ i ≤ n− 2,

which are subject to the additional condition

(4.15) V
(h)
i ⊥∇G

(h)
j i.e.〈V (h)

i ,∇G(h)
j 〉 = 0 for all 0 ≤ i, j ≤ n− 2.
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As in the zero characteristic case the last conditions are equivalent to the defining equations of
the curve.
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