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Abstract. Class invariants are singular values of modular functions which
generate the class fields of imaginary quadratic number fields. Their minimal
polynomials, called class polynomials, are uniquely determined by a discrim-
inant −D < 0 and are used in many applications, including the generation

of elliptic curves. In all these applications, it is desirable that the size of the
polynomials is as small as possible. Among all known class polynomials, We-
ber polynomials constructed with discriminants −D ≡ 1 (mod 8) have the

smallest height and require the least precision for their construction. In this
paper, we will show that this fact does not necessarily lead to the most efficient
computations, since the congruences modulo 8 of the discriminants affect the
degrees of the polynomials.

1. Introduction

The most commonly used application of class polynomials is the generation of
elliptic curves via the Complex Multiplication (CM) method [10]. In the original
version of the method, a special polynomial called Hilbert class polynomial is con-
structed with input a fundamental discriminant d < 0. A discriminant d < 0 is
fundamental if and only if d is free of any odd square prime factors and either
−d ≡ 3 (mod 4) or −d/4 ≡ 1, 2, 5, 6 (mod 8). The disadvantage of Hilbert class
polynomials is that their coefficients grow very large as the absolute value of the
discriminant D = |d| increases and thus their construction requires high precision
arithmetic.

Let K be an imaginary quadratic field of discriminant d with ring of integers O =
Z[θ]. According to the first main theorem of complex multiplication, the modular
function j(θ) generates the Hilbert class field over K. However, the Hilbert class
field can also be generated by modular functions of higher level. If f is a modular
function, we will call the value f(θ) a class invariant if f(θ) and j(θ) generate the
same field over K. If f(θ) is a class invariant then its minimal polynomial over K
is called class polynomial.
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There are several known families of class polynomials having integer coefficients
which are much smaller than the coefficients of their Hilbert counterparts. There-
fore, they can substitute Hilbert class polynomials in the CM method and their use
can considerably improve its efficiency. Some well known families of class polyno-
mials are: Weber polynomials [15], MD,l(x) polynomials [11], Double eta (we will
denote them by MD,p1,p2(x)) polynomials [6] and Ramanujan polynomials [8]. The
logarithmic height of the coefficients of all these polynomials is smaller by a constant
factor than the corresponding logarithmic height of the Hilbert class polynomials
and this is the reason for their much more efficient construction.

A crucial question is which polynomial leads to the most efficient construction.
Possibly, one cannot give the correct answer without taking into consideration the
algorithm to be used. There are three approaches to computing class polynomials;
the complex analytic method [4], the p-adic method [3] and a method based on
the Chinese remainder theorem [2, 7, 16]. We follow the first method which is the
classical approach to computing class polynomials and is based on floating point
approximations of their roots. Our results are also useful for the other two methods,
but might not always be applicable ∗.

Thus, in our case, the answer to the above question can be derived by the pre-
cision requirements of the polynomials or (in other words) the logarithmic height
of their coefficients. There are asymptotic bounds which estimate with remarkable
accurancy the precision requirements for the construction of the polynomials. The
polynomials with the smallest (known so far) asymptotic bound are Weber poly-
nomials constructed with discriminants d satisfying the congruence D = |d| ≡ 7
(mod 8). Naturally, this leads to the conclusion that these polynomials will require
less precision for their construction than all other class polynomials constructed
with values D′ close enough to the values of D.

In this paper, we will show that this is not really true in practice. Clearly, the
degrees of class polynomials vary as a function of D, but we will see that on av-
erage these degrees are affected by the congruence of D modulo 8. In particular,
we establish with extensive experimental assessments that on average, class poly-
nomials (with degree equal to their Hilbert counterparts) constructed with values
D ≡ 3 (mod 8) have three times smaller degree than polynomials constructed with
comparable in size values of D that satisfy the congruence D ≡ 7 (mod 8). Class
polynomials with even discriminants (e.g. D ≡ 0 (mod 4)) have on average two
times smaller degree than polynomials constructed with comparable in size values
D ≡ 7 (mod 8). This phenomenon is proved theoretically and we generalize it for
congruences of D modulo larger numbers. This leads to the (surprising enough) re-
sult that there are families of polynomials which seem to have asymptotically larger
precision requirements for their construction than Weber polynomials with D ≡ 7
(mod 8), but they can be constructed more efficiently than them in practice (for
comparable values of D).

∗The cost of constructing a class polynomial is proportional to its precision requirements for
the complex analytic method. However, we can not always assume that for the CRT method. See
for example in [7, §5.2] how a polynomial with degree 149299 can be constructed faster than a

polynomial with degree 16259.
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2. Class Polynomials and Their Degrees

It is known that the class number of an imaginary quadratic field Q(
√
−D) of

discriminant −D < −4 is given by the formula [14, p. 436]

hD =
√

D

2π
L(1, χ) =

√
D

2π

∏
p

(
1 − χ(p)

p

)−1

,

where χ is the quadratic character defined by χ(x) =
(−D

x

)
. Let us now consider

the Euler factor

(1)
(

1 − χ(p)
p

)−1

=


1 if p | D

p
p−1 if

(
−D
p

)
= 1

p
p+1 if

(
−D
p

)
= −1.

Observe that smaller primes have a bigger influence on the value of hD. For example
if p = 2 then we compute(

1 − χ(2)
2

)−1

=

 1 if 2 | D
2 if D ≡ 7 (mod 8)
2
3 if D ≡ 3 (mod 8).

This leads us to the conclusion that on average the degree of a class polynomial with
D ≡ 3 (mod 8) will have three times smaller degree than a polynomial constructed
with a comparable value of D ≡ 7 (mod 8). Similarly, the degree of a polynomial
constructed with even values of D ≡ 0 (mod 4) will have on average two times
smaller degree than a polynomial with D ≡ 7 (mod 8) †.

In order to verify this argument in practice, we conducted some experiments with
several values of D. In particular, we computed the degrees of all polynomials with
D ≡ 7 (mod 8) starting from the value D = 3,928,167 to the value D = 327,680,103
adding every time a step of 40960. This means that we computed the degrees of
approximately 8, 000 class polynomials with D ≡ 7 (mod 8). We repeated the same
process for all congruences D ≡ 3 (mod 8) and D/4 ≡ 1, 2, 5, 6 (mod 8). Then, for
every congruence, we calculated the mean value of every 100 values of degrees. The
result of our experiments is summarized in Figure 2. We notice that indeed the
degrees of the polynomials are affected by the congruences of D. The results for all
even values of D are almost identical.

In order to see the relation between the class numbers for all congruences modulo
8 of the discriminants, we calculated the values r(D) = h(PD≡7 (mod 8))/h(PD′ ̸≡7 (mod 8))
where h(PD) is the degree of the class polynomial PD constructed with discriminant
−D and −D′ is the closest discriminant to the value −D (e.g. for D = 32,871 ≡ 7
(mod 8) the closest discriminant D′ ≡ 3 (mod 8) is equal to 32,883). In Figure 2 we
see the mean values of r(D) for every 100 values of discriminants. As expected, the
ratio r(D) is very close to 2 for even discriminants and close to 3 for discriminants
D ≡ 3 (mod 8).

Going back to Eq. (1), we can see that for discriminants of the same congruence
modulo 8, we can proceed to the next prime p = 3 and compute(

1 − χ(3)
3

)−1

=


1 if 3 | D
3
2 if

(−D
3

)
= 1

3
4 if

(−D
3

)
= −1.

†We suppose that the degree of every class polynomial is equal to the degree of the correspond-
ing Hilbert class polynomial.
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Figure 1. Degrees of polynomials for various D.
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Figure 2. Values r(D) for various D.

This means that for values of D such that
(−D

3

)
= −1 the value of hD is on

average two times smaller than class numbers corresponding to values with
(−D

3

)
=

1. Consider for example, the cases D ≡ 3 (mod 8) and D ≡ 7 (mod 8). If we
now include in our analysis the prime p = 3, then we can distinguish 6 different
subcases D ≡ 3, 11, 19 (mod 24) and D ≡ 7, 15, 23 (mod 24). Having in mind

the values
(
1 − χ(2)

2

)−1

and
(
1 − χ(3)

3

)−1

, we can easily see for example that the
polynomials with D ≡ 19 (mod 24) will have on average 6 times smaller degrees
than the polynomials with D ≡ 23 (mod 24). This is experimentally verified as it
can be seen in Figure 2 where we have included the cases D ≡ 7, 11, 19, 23 (mod 24).

What happens if we continue selecting larger primes p? Eq. (1) implies that if we
select a discriminant −D such that for all primes p < N we have

(
−D
p

)
= −1 then

the class number corresponding to D has a ratio that differ from other discriminants
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Figure 3. Degrees of polynomials for various D.

by a factor of at most

(2)
∏

p<N

(
p − 1
p + 1

)
=

∏
p<N

(
1 − 2

p + 1

)
.

Since the series
∑

p
2

p+1 diverges (p runs over the prime numbers), the product in
Eq. (2) diverges as well [1, p.192 th. 5]. Therefore, the product in Eq. (2) can have
arbitrarily high values for sufficiently large values of N .

Example: We observe first that the product in Eq. (2) converges very slowly. If
we consider the primes which are smaller than 100, then we gain a factor of about
42. With the aid of magma [13] we consider all Euler factors for all primes p < 100.
A discriminant that contributes to a small class number is then computed using Chi-
nese remainder theorem (e.g. satisfying for all primes p < 100 the equation

(
−D
p

)
=

−1) and equals to Dsmall = 1243141311200335710956035253182695763 and we do
the same for finding a discriminant Dbig = 1706724800087519368541324179926961679
which contributes to a big class number (e.g. satisfying for all primes p < 100 the
equation

(
−D
p

)
= 1). Actually we have that h(Dsmall) = 66948034227303296 and

h(Dbig) = 3093012003194938688 while h(Dbig)/h(Dsmall) ∼ 46.2. Clearly, these
values of D are far beyond the range of any feasible computation but are interesting
from an asymptotic perspective. In particular, the current record for the complex
analytic method is |D| ∼ 1010 and for the CRT method is |D| ∼ 1015.

In the next section, we will see how the above results affect the precision require-
ments for the construction of class polynomials.

3. Precision Requirements for the Construction of the Polynomials

Let f be a modular function, such that f(τ) for some τ ∈ Q(
√
−D) generates

the Hilbert class field of Q(
√
−D). It was shown in [5] that the logarithmic height

of class polynomials for different functions f is smaller by a constant factor than
the corresponding logarithmic height of the Hilbert class polynomials. If j is the
modular function used for the construction of Hilbert class polynomials, then this
constant factor depends on the degrees of f and j of the modular polynomial which
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D prec. estimate

D ≡ 7 (mod 8) 1
72

π
√

D
ln 2

∑
[A,B,C]

1
A

D ≡ 3 (mod 8) 1
24

π
√

D
ln 2

∑
[A,B,C]

1
A

D/4 ≡ 1, 2, 6 (mod 8) 1
36

π
√

D
ln 2

∑
[A,B,C]

1
A

D/4 ≡ 5 (mod 8) 1
18

π
√

D
ln 2

∑
[A,B,C]

1
A

Table 1. Precision estimates for D ̸≡ 0 (mod 3).

D prec. estimate

D ≡ 7 (mod 8) 1
24

π
√

D
ln 2

∑
[A,B,C]

1
A

D ≡ 3 (mod 8) 1
8

π
√

D
ln 2

∑
[A,B,C]

1
A

D/4 ≡ 1, 2, 6 (mod 8) 1
12

π
√

D
ln 2

∑
[A,B,C]

1
A

D/4 ≡ 5 (mod 8) 1
6

π
√

D
ln 2

∑
[A,B,C]

1
A

Table 2. Precision estimates for D ≡ 0 (mod 3).

connects these functions. A heuristic estimate of the logarithmic height of Hilbert
class polynomials is given by [5]:

H-Prec(D) ≈ π
√

D

ln 2

∑
[A,B,C]

1
A

with the sum running over the values A of all primitive reduced quadratic forms of
−D. As it was indicated in [5], the above equation is a very accurate estimate of
the precision requirements for the construction of a Hilbert class polynomial.

The class polynomials with the smallest (known so far) logarithmic height are
Weber polynomials constructed by discriminants d with D = |d| ≡ 7 (mod 8) ̸≡ 0
(mod 3). Depending on the congruences of D, ten cases of Weber polynomials are
defined. In particular, estimates of the precision requirements of all Weber polyno-
mials are given in Tables 1 and 2. We would like to note that Weber polynomials
constructed from values D ≡ 3 (mod 8) have three times larger degree than their
corresponding Hilbert class polynomials. However, this factor was considered in the
computation of the precision estimate (see [9] for more details).

It was also concluded in [5] that the precision required for the construction of
the MD,l(x) polynomials is approximately 1

(l+1)
π
√

D
ln 2

∑
[A,B,C]

1
A and for MD,p1,p2(x)

polynomials is approximately (p1−1)(p2−1)
12(p1+1)(p2+1)

π
√

D
ln 2

∑
[A,B,C]

1
A . Finally, for the newly

introduced Ramanujan polynomials TD(x) which are defined only for values D ≡ 11
(mod 24), their logarithmic height is approximately 1

36
π
√

D
ln 2

∑
[A,B,C]

1
A . The above

precision estimates are summarized in Table 3 for some cases of l, p1 and p2.
Let S(D) =

∑
[A,B,C]

1
A . We calculated all values S(D) for the same discrimi-

nants we used in Figure 2 and 2 and then computed the mean values for every group
of consecutive 100 discriminants. Our results are summarized in Figure 3. As it was
expected, the values of S(D) are bigger on average for discriminants D ≡ 7 (mod 8)
and smaller for D ≡ 3 (mod 8). The values for D ≡ 7 (mod 8) are approximately
1.8 times bigger than the corresponding values for even discriminants and 2.7 times
bigger than discriminants D ≡ 3 (mod 8). Notice that the values 1.8 and 2.7 are
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class polynomial precision estimate

MD,3(x) 1
4

π
√

D
ln 2

∑
[A,B,C]

1
A

MD,5(x) 1
6

π
√

D
ln 2

∑
[A,B,C]

1
A

MD,7(x) 1
8

π
√

D
ln 2

∑
[A,B,C]

1
A

MD,13(x) 1
14

π
√

D
ln 2

∑
[A,B,C]

1
A

MD,5,7(x) 1
24

π
√

D
ln 2

∑
[A,B,C]

1
A

MD,3,13(x) 1
28

π
√

D
ln 2

∑
[A,B,C]

1
A

TD(x) 1
36

π
√

D
ln 2

∑
[A,B,C]

1
A

Table 3. Precision estimates for MD,l(x), MD,p1,p2(x) and TD(x) polynomials.

quite close to the values r(D) in Figure 2. Clearly, this difference in the values of
S(D) affects also the precision requirements for the construction of the polynomials.
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Figure 4. Values of S(D) for various D.

In order to compare the precision requirements for the construction of different
class polynomials for similar values of D, we discarded the value π

√
D

ln 2 from the
logarithmic height and multiply every value S(D) with 72 (since 1

72
π
√

D
ln 2 S(D) is the

smallest logarithmic height known so far for all class polynomials). We used for our
comparison the precision requirements for Weber polynomials with D ≡ 7 (mod 8),
D ≡ 3 (mod 8) and D/4 ≡ 1, 2, 5, 6 (mod 8) (see Table 1) and for Ramanujan
polynomials with D ≡ 11 (mod 24). We computed all values P (D) = 72 · S(D) for
the same discriminants we used in all previous figures. Our results are summarized
in Figure 3.

We notice that Weber polynomials with D/4 ≡ 5 (mod 8) have the largest pre-
cision requirements and this is also obvious from Table 1. Weber polynomials with
D ≡ 3 (mod 8), D/4 ≡ 1, 2, 6 (mod 8) and D ≡ 7 (mod 8) have quite similar pre-
cision requirements. Taking a careful look in Table 1 we will see that the theoreti-
cal estimates are equal to 1

24
π
√

D
ln 2 S(D), 1

36
π
√

D
ln 2 S(D) and 1

72
π
√

D
ln 2 S(D) respectively.
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However, the precision requirements are so close in practice for similar values of
D because of the difference on the mean values of the degrees of polynomials for
different congruences of the discriminants ‡. This actually led to the surprising re-
sult that Ramanujan polynomials which are constructed with D ≡ 11 (mod 24) ≡ 3
(mod 8) require much smaller precision for their construction than the (theoretically
best) Weber polynomials with D ≡ 7 (mod 8).
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Figure 5. Relative precision requirements of all polynomials for
various D.

Following our experimental results, we can give the next conjecture:

Conjecture 1. Suppose that the precision requirements for the construction of a
class polynomial are equal to 1

x
π
√

D
ln 2 S(D). Then, if the discriminant D is even

and x is larger than 40, the class polynomial is constructed more efficiently (on
average) than the corresponding Weber polynomials with similar in size values of
D ≡ 7 (mod 8) ̸≡ 0 (mod 3). The same argument is true also in the case that the
discriminant satisfies the congruence D ≡ 3 (mod 8) and x is larger than 26.

For example, the double eta polynomials MD′,3,13(x) are constructed on average
more efficiently than Weber polynomials with D ≡ 7 (mod 8) for comparable values
of D′ ≡ 3 (mod 8) even though their theoretical precision requirements are equal
to 1

28
π
√

D
ln 2 S(D) and thus much smaller than 1

72
π
√

D
ln 2 S(D) (which is the theoretical

estimate for Weber polynomials).
Class polynomials can also be constructed with the use of Atkin functions AN

[7, 12]. The function A71 leads to the most efficient constructions among the Atkin
functions and the corresponding polynomials A71,D(x) require 1

36
π
√

D
ln 2

∑
[A,B,C]

1
A

bit precision for their computation. Polynomials A71,D(x) can be constructed from
every value D such that

(−D
71

)
̸= 1 and this gives an additional flexibility compared

to Ramanujan polynomials which have the same precision requirements but require
that D ≡ 11 (mod 24). Finally, another advantage of Atkin functions is that if D is
divisible by N then one may use the square root of its class polynomial. Thus, if one

‡Notice that the ratio r(D) computed in Section 2 is close to 3 for discriminants with D ≡ 3

(mod 8) and close to 2 for even discriminants.

Advances in Mathematics of Communications Volume X, No. X (200X), X–XX



Some Remarks on the Construction of Class Polynomials 9

picks D ≡ 0 (mod 71) and the Atkin function A71, the corresponding polynomials
would yield better results than all the other alternatives.

4. Conclusions

We have presented extensive experimental results regarding the degrees of several
class polynomials and their precision requirements. We have shown that the con-
gruence modulo 8 of the discriminant is crucial for the size of the polynomials and
this affects the efficiency of the construction of the polynomials. The theoretical
estimates of the logarithmic height of the polynomials (and thus of the precision
requirements for their construction) give us a ranking of the polynomials but this
is not enough in practice. We have seen that there are polynomials which have
asymptotically larger precision requirements in theory, but they are constructed
more efficiently in practice. We believe that our results are very useful for everyone
who wishes to construct class polynomials and needs to make his/her computations
as efficient as possible.
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