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Abstract—Aggressive technology scaling and increased static
and dynamic variability caused by process, temperature, voltage,
and aging effects make nanometer circuits prone to timing
errors which threaten system functionality. Accurately evaluating
the impact of those circuit-level errors on the resilience of a
CPU and the executed applications remains a first-class design
issue. However, existing error assessment frameworks fail to
accurately model the effects of timing errors because they
neglect microarchitecture- and workload-dependent parameters
that critically affect the error manifestation and propagation.

This paper provides a novel, cross-layer framework that
addresses the lack of a holistic methodology for the understanding
of the full system impact of hardware timing errors as they
propagate from the circuit-level through the microarchitecture
up to the application software. The proposed microarchitecture-
aware tool is able to realistically inject timing errors considering
circuit and workload features, accurately assessing timing error
effects on any application binary. We estimate the location (bit
position and instruction) and the time (cycle) of the injected
errors via a workload-aware error model which relies on
post place-and-route dynamic timing analysis. We also leverage
microarchitectural error injection to access the timing error
reliability of a widely deployed pipelined processor under several
workloads and voltage reduction levels. To evaluate the proposed
tool, our fully automated toolflow is also configured to support
timing error injection based on existing workload-agnostic error
models. Evaluation results for various workloads and voltage
reduction levels, show that our circuit- and workload-aware error
injection model improves the accuracy of the error injection ratio
by ∼ 250× on average compared to workload-agnostic models.
Finally, we quantify the degree to which various applications are
prone to timing errors using an application vulnerability metric
that can be used early in the design cycle to guide the adoption
of energy-efficient error mitigation strategies.

Index Terms—Cross-layer timing error evaluation, dynamic timing
analysis, error injection, error-resilience, microarchitecture-aware mod-
eling, voltage-scaled FPU

I. INTRODUCTION

The scaling of microelectronics to the nanometer regime enables
major design optimizations, but unfortunately circuit performance
metrics such as delay, power and leakage exhibit a significant amount
of variability [1]–[6]. Those variations caused by process, environ-
mental and operating conditions, may prevent modern designs from
meeting their timing specifications. Such a delay/timing uncertainty
typically manifests in the form of timing errors which threaten the
system functionality and output correctness [6]–[10]. Timing errors
occur within a processor and may cause (among others) silent errors

- known as silent data corruption (SDC)- in the application’s output,
without an indication of the output degradation in system event or
error logs. Although prior studies attribute SDCs mainly to soft errors
due to radiation and particle-strikes [11]–[14], recent studies on real
systems/datacenters conducted by Facebook and Google, indicate that
computational errors in central processing units (CPU), such as timing
errors, lead to SDCs at a much higher rate than the soft error-induced
SDCs [15], [16]. Interestingly, such studies reveal that silent errors
observed in CPUs, which have minimal error protection, are orders
of magnitude higher than errors in memories (DRAM, SRAM) that
are equipped with effective error-correction-codes (ECC) [17], [18].

State-of-the-art. Therefore, timing errors are a growing concern
for system and application resilience as manufactured devices move
towards the atomic scale feature dimensions [19]. In contrast to
soft errors, modeling timing errors and estimating their impact on
applications early in the design cycle is extremely challenging since
timing error manifestation depends on various static (e.g., supply
voltage, manufacturing limitations), as well as dynamic (e.g., exe-
cuted workload, lifetime degradation) parameters [1], [2], [4], [20].
The state-of-the-art in timing error evaluation is the development of
high-level error injection (EI) frameworks for injecting errors and
assessing their impact on program execution. Those frameworks study
timing error effects and guide the implementation of energy-efficient,
error-mitigation techniques that aim to depart from conventional
pessimistic voltage and frequency guardbands [5], [7], [10], [21]–
[23], [23]–[29]. Error injection on models of a microprocessor at
any level of abstraction (from the gate and the Register-Transfer
Level (RTL) [30], [31] to the microarchitecture [32]–[34] and the
software [35], [36]) has been widely used for system reliability
assessment. By injecting errors to the accessible resources of each
level’s model (gates, microarchitectural structures, architectural loca-
tions, or instructions), such approaches measure the probability for an
error to affect the execution of an application. Although emulation of
faulty conditions at the RTL [37]–[40] is the most accurate method in
capturing the real impact of errors, it is impractical to use it for full
system evaluation (including the user and the system software layers)
due to the extremely low simulation throughput and high setup cost,
thus it is rarely used [11], [41]. On the other hand, software-level
frameworks may help to speed up the functional emulation under
injected errors but such campaigns lack most, if not all, circuit and
micro-architecture properties that affect the error manifestation and
propagation; this can lead to serious assessment errors as it has been
recently shown [42].

Error injection at the microarchitecture level employing perfor-
mance simulators (e.g., gem5) offers a fast and accurate assessment of
system behaviour under injected errors at the level of clock cycle [11],
[13], [41]–[51] allowing the evaluation of large workloads with the
hardware accuracy of the microarchitecture. Such frameworks may



have been commonly exploited for evaluating the impact of soft
errors, however, they have not been extended to evaluate the effects
of timing errors on end-to-end application execution. This can be
attributed to the fact that they rely on simple random timing error
models that are agnostic of the data, circuit and microarchitecture
properties that trigger such errors [12], [52]–[55]. In fact, current
established methodologies inject single bit (or multiple bit) flips to
the register file based on a fixed (data-agnostic) error probability,
which is considered the same for any executed workload. Such
data-agnostic models may be effective for emulating particle-strike
soft errors [14], [56] which are random in nature, but they cannot
capture the circuit-state and dynamic, data-dependent timing error
manifestation. Typically, soft errors are shown to be distributed
uniformly across bit positions and mainly affect a single instruction
and a single bit within this instruction [14], [43], [53], [56], [57].
Conversely, timing errors tend to corrupt multiple bits and instructions
depending on the input data [9], [58]–[63]. Failing to understand or
underestimating the timing error effects on applications may lead to
wrong design decisions and adoption of inefficient error mitigation
schemes and operating points.

The manifestation of a dynamic timing error depends on the
excitation of timing critical computational paths, which incurs only
by specific instruction types when they are fed by certain input
operands [9], [59], [62], [64]. To model such data-dependent error
behavior, recently, error injection campaigns based on instruction-
aware models have been proposed [58], [65], [66]. Although more
accurate than data-agnostic error injection models, instruction-aware
error injection models focus on injecting and evaluating timing errors
rather than estimating the rate at which occurs. Moreover, they lack
of detailed microarchitectural modeling (e.g., out-of-order processor
models) which may result in wrong conclusions on system’s relia-
bility since microarchitecture-level masking and its features (flushes,
store forwarding, dead instructions) are neglected.

Contributions. In this paper, we present an accurate and fast
timing error injection framework that takes steps towards the eval-
uation of the impact of timing errors on applications. To achieve
this, we jointly consider all different circuit, microarchitectural, and
workload factors that affect the manifestation of timing errors and
their propagation from the circuit up to the application through a
complex pipelined microachitecture. Our main contributions are:
• We develop, for the first time, a fully automated, cross-layer,

timing error injection tool that combines and enhances a widely
used microarchitecture-level system simulator with detailed
circuit-level dynamic timing analysis (DTA) information. Unlike
existing timing error evaluation tools, our tool estimates the
injection ratio, and considers the time (i.e., instruction cycle)
and location (i.e., bit positions) of an injected error exploiting
timing properties of the target hardware and executed workload.

• We depart from the conventional, almost purely random fixed
error models, and propose accurate and realistic error models
that tie the circuit’s behavior with the executed input data.
In contrast to prior error modeling frameworks which rely on
individual functional units, our models are extracted by applying
DTA on a complex, post-place-and-route, out-of-order (OoO), 5-
stage CPU core in 45 nm process technology. This is the first
reported comparison of different timing error models on top
of a microarchitectural-based injection framework that injects
timing errors considering i) random (data-agnostic), ii) statistical
(instruction type-aware) and realistic (instruction type- and input
operand-aware) error probabilities/distributions.

• We evaluate our error injection tool by considering benchmarks

from different domains: HPC, Data Mining, Medical Imaging
and Image Detection. Experimental results provide fine-grained
insights of the timing error effects (SDC, Timeout, Crash,
Masked) on the application outcome under different levels of
delay increase induced by voltage underscaling that is one of
the most popular technique to reduce power consumption. It is
shown that the error injection ratio and the final program output
estimation significantly vary across the comparable models:
data-agnostic models inject timing errors within a ratio that
fluctuates by ∼ 250× on average compared to the realistic one
estimated by workload-aware models using accurate dynamic
timing analysis.

• We present a new Application Vulnerability Metric or AVM,
which quantifies the degree to which various applications are
prone to timing errors under different voltage reduction levels
and error injection techniques. We provide conclusive evidence
that existing error models are highly inaccurate in timing error
assessment, resulting in AVM values that differ by 49.8% on
average than the values obtained for the detailed workload-aware
model. We also demonstrate that AVM can be used to guide
energy-efficient error mitigation schemes, leading to up-to 20%
energy savings when combined with a timing error prevention
technique.

The rest of the paper is organized as follows. Section II presents
background information, and limitations of prior injection frame-
works that motivate our work. Section III discusses the implemen-
tation steps of our timing error injection tool. Section IV details
our evaluation methodology and the considered injection models.
Section V presents experimentation results; and Conclusions are
drawn in Section VI.

II. BACKGROUND & RELATED WORK

This section provides background on how timing errors manifest
in complex pipelined architectures under any variation-induced delay
increase. We also discuss the most common error models that are
used by existing timing error injection frameworks and analyse the
challenges that motivate our work.

A. Timing Properties in Pipelined Cores

Instruction pipelining is a common technique to improve the execu-
tion throughput of a CPU by allowing the simultaneous execution of
several instructions [67]. Typically, a pipelined processor consists of a
set of N unique timing paths P= {P1,P2, ...,PN}, which are character-
ized by their delays D(Pi) for i = 1,2, ...,N (D(Pi) also considers the
clock-to-output delay and the setup time of a register [68]). In such
a core, each of the paths can be found within exactly one pipeline
stage s, with s = 1,2, ...,S, and only few of them will be excited
at every clock cycle depending on the executed instruction. Each
pipeline stage processes a specific part of one instruction at a time,
allowing the parallel execution of multiple instructions. By the terms
parallel or concurrent execution of instructions, we mean that up-to
S instructions share the same hardware circuitry (i.e., pipeline) in a
time-sharing fashion. At design time, the conventional static timing
analysis evaluates the longest timing path across all S pipeline stages
and determines the timing bound of the operation, i.e., the clock
period (CLK), such as:

CLK = max
s=1....S

{
max
p∈Ps
{D(p)}

}
= max

p∈P
{D(p)} (1)

where Ps is the set of unique path-groups in any of the S pipeline
stages for s = 1,2...,S such that ∪S

s=1Ps = P and Ps∩ Ps′= /0 for
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Fig. 1: Instruction sequence and delay requirements across different
paths and stages in a 3-stage (S=3) pipelined core.

s 6= s′. During the circuit operation only few of these paths get
activated depending on the instruction type and its operands. Figure 1
provides an example where 3 instructions (I 1, I 2, I 3) are executed
on a pipelined core with S = 3 stages. Any excited path Pi has
a positive timing slack, slacki = CLK −D(Pi), until the so-called
point of failure (PoF). In case of any path delay increase, which
exceeds the available slack slacki, the activated path Pi will fail since
D(Pi) > CLK, leading to a setup timing error [68], [69]. Timing
errors refer to the discrepancy between a computed value and the
specified, correct value, and can propagate through microarchitecture
to application-layer. As in prior work [58], faults are defined as
physical events that corrupt hardware components. If a fault changes
the architectural state, then it turns into an error.

B. Data-Agnostic Timing Error Injection Models

Prior frameworks [11], [12], [41], [53], which assess soft-error
effects, are data-agnostic since they perform error injection using
normal random distributions. To model the data-dependent path
excitation, current error injection tools [53]–[55] inject errors with
a fixed probability under a specific voltage/frequency setting. We
refer to this model as DA-model which stands for data-agnostic.
DA-model estimates the error probability, which we define as Pe,
by executing a number of Monte Carlo simulations varying the input
data under a given operating condition and an assumed delay increase.
At the end, the average error ratio observed across all Monte Carlo
trials is used as the fixed probability for any injection experiment
at the given voltage and delay increase. Most existing tools [11],
[41], [53] inject random bit flips into logical or physical registers
within the processor using such a fixed error ratio. DA-model
models the timing error probability Pe(V ) as a function of the target
supply voltage V . This data-agnostic model is shown to be a good
approximation of single-event-upsets [56] and particle strikes [14].

Nevertheless, error injection with fixed probability is also used
frequently to model the impact of variations which manifest as
timing errors [41], [53]. Unfortunately, this straightforward approach
is obviously highly inaccurate and lacks any physical motivation: the
model neglects the fact that timing errors incur dynamically only on
certain instructions and bit locations once the critical or near-critical
paths are excited [59], [69], [70]. Moreover, the timing error injection
ratio has no direct link to the activity of the underlying hardware and
it is fixed across all type of instructions executed by the target core.

C. Instruction-Aware Models

Modelling dynamic timing errors on a pipelined design is much
more complex than simple non-pipelined functional units and requires

consideration of the type of the executed instruction, as recently
indicated [58], [63], [65], [71]. To better illustrate this, let us
assume a pipelined core, as shown in Figure 1. Every pipeline stage
consists of a number of timing paths which implement different
functions/operations. In such a core, each of the executed instructions
activates different timing paths with different delay requirements.
The program flow of Figure 1 includes a set of N instructions
I = {I 1, .., I N} which are concurrently executed in sequences, each
consisting of d instructions with d < N.

In each clock cycle, both operands and especially the type of
instruction that is currently in-flight in pipeline stage s determines the
delay of the activated path and thus the number and the distribution of
the timing errors. Instructions which activate critical long paths tend
to fail more frequently [9], [60], [64], [72]. For example, one of the
previous studies [61] shows that the long latency floating-point addi-
tion instructions can fail more often than their integer counterparts,
which excite less critical paths. In the same direction, authors in [73]
observe that timing error-prone instructions are opcode-dependent:
special instruction types (e.g., floating-point multiplication) trigger
timing-critical paths (i.e., long latency paths), while instructions such
as MOV and XOR activate only off-critical paths (i.e., short latency
paths).

To model this dynamic timing behavior, instruction-aware error
models have been proposed [58], [65], which rely on dynamic timing
analysis. We refer to this instruction-aware model as IA-model.
IA-model considerably improves the accuracy of DA-model by
deploying detailed DTA to extract instruction-aware statistics. This
characterization is performed independently for different instructions,
using gate-level characterization kernels (covering all the considered
instruction types) with randomized input operands. The extracted
dynamic statistics are then used to determine the probabilities of an
instruction to face a timing error at a specific bit location, using
the magnitude of the applied delay increase as a parameter. Unlike
DA-model, IA-model considers instruction and data dependencies
of path delays. The timing error probability Pe(V, I) of IA-model is
determined by the corresponding supply voltage V (which is assumed
to be the reason of the delay increase) and the currently executed
instruction type. Despite their statistical nature, they also suffer from
inaccuracies though in a lesser degree than DA-model, because
injection is based on an aggregate error ratio rather than the actual
circuit state and its executed workload. Moreover, the timing statistics
extracted by DTA requires a number of detailed, yet slow gate-level
simulations for each instruction type. Thus, due to time constraints,
current work performs DTA on a limited number of input operands,
which may not be representative and have never validated or tuned
with experimental results.

D. Workload-Aware Models

IA-model conditions the error statistics on the instruction type,
however, depending on input operands, the same type of instruction
may activate different paths of different latency requirements leading
to significantly different error ratios [59], [60], [64], [74]. The
diversity of input operands renders the timing error modeling very
difficult. This escalates the need of workload-aware timing error
models that are able to characterize the timing behavior of the target
design for a given input workload and delay increase [58], [61],
[75], [76]. We refer to this workload-aware model as WA-model.
WA-model takes into account all parameters: the target supply
voltage V , the instruction type I, as well as the executed workload
W for estimating the timing error probability Pe(V, I,W ). However,
those models are applied to simple functional units and thus cannot
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Fig. 2: Workflow for timing error injection (EI) experimentation. We develop the timing error models using circuit-level information, and
use those models to perform microarchitectural error injection, evaluating the impact of timing errors on applications’ outcome.

capture the complicated path activation of pipelined cores [72], [76]
nor evaluate the impact of those errors on applications using detailed
microarchitecure-aware timing error injection.

E. Microarchitecture-Aware Error Injection

Timing error evaluation through error injection at either hardware
or software layers, is based on injecting errors and experimentally
observing their effects on full program execution. Therefore, it is
important to model the way that timing errors propagate from the
hardware layer and manifest to the software layer. Microarchitecture-
based error injection provides a comprehensive way to measure
the application’s vulnerability due to timing errors on top of the
entire system stack, including microarchitecture, architecture, and
the software layers (both user and kernel space), during a full
program’s execution. It reveals useful insights for the application’s
vulnerability on the presence of timing errors, and thus, ignoring
microarhitectural features can misguide resilience studies. Moreover,
microarchitecture-based timing error evaluation can be conducted in
the pre-silicon stage, using early design models (called performance
or microarchitectural models). In such a way, designers can take
decisions early about the susceptibility of a specific hardware design
on timing errors, and apply the most efficient voltage and frequency
settings on their hardware designs.

Table I provides an overview of different error modeling ap-
proaches, and their features, as explained in this section. To the best of
our knowledge, there is no any timing error evaluation framework to
date that relies on circuit-level dynamic timing analysis and accounts
for the full-features of the complex microarchitecture of a high-end
CPU design.

TABLE I: Overview of existing timing error injection models

Model Injection
technique

Voltage
aware

Instruction
aware

Workload
aware

Microarchi-
tecture aware

DA
model

fixed
probability X X X X

IA
model statistical X X X X

WA
model

(proposed)
statistical X X X X

III. PROPOSED TIMING ERROR INJECTION TOOL

To deal with the limitations of the current timing error evaluation
frameworks, we propose a cross-layer timing error injection tool for
fast, accurate, and realistic timing error assessment early in the design
cycle (i.e., prior to silicon prototyping). To this aim, we develop
a novel microarchitectural injection framework that injects timing
errors based on statistics drawn from accurate, circuit-level dynamic
timing analysis. By doing so, our tool is able to incorporate all

the dynamic factors (instruction types, operands distribution). These
factors determine the manifestation of the timing errors at the outputs
(i.e., destination registers or ORd) of functional units as well as their
propagation through the underlying microarchitecture to the program
output.

Figure 2 depicts the workflow of our tool split in two phases.
During the model development phase, we build the timing error
models through a comprehensive dynamic timing analysis. Dur-
ing the application evaluation phase, we perform workload- and
microarchitecture-aware injections based on the timing error models
extracted during the model development phase. The rest of this
section describes the two phases in detail.

A. Model Development Phase

The main goal of the model development phase is to generate the
timing error models that will be exploited through microarchitectural
injection. The generated timing error models determine the spatial
and temporal location of an injection (i.e., they characterize the
rate and the point of time). The first step of timing error modeling
is to estimate the manifestation of timing errors. To achieve this,
we perform dynamic timing analysis, which identifies the actual
timing margins of the target core at runtime by including path
activation information (instruction type, operand values) that are
unavailable during static timing analysis but needed for accurate error
modeling. To this end, we use detailed post-place-and-route gate-
level simulation supported by a commercial hardware simulator (see
Section IV.B).

The post-place-and-route gate-level simulation requires the follow-
ing input parameters:
1) A library file which specifies the logic and the rise and fall times
of the standard cells.
2) A gate-level netlist which is stored in a Verilog format (.v). This
file consists of a list of the low-level components in the circuit and
a list of the nodes they are connected to.
3) A standard delay format (SDF) file which describes the cell
and interconnect delays. While the first parameter is provided by
the available standard cell library, the other two parameters are
obtained using the typical Application-Specific Integrated Circuit
(ASIC) flow [77]. It includes the Synthesis and Place and Route steps.
Note that those steps are performed utilizing optimizations which aim
at achieving maximum performance.

1) Performing Dynamic Timing Analysis: The post-place-and-
route gate-level simulation is then used to perform dynamic timing
analysis on a number of input data (i.e., a set of instructions and
corresponding operands). Note that the size and the type of this
instruction set depend on the level of detail of the target error
model (see Section IV.C). Every instruction of the target set under
nominal conditions produces an error-free output, which is used as
the correct, golden output. To estimate the number of manifested



dynamic timing errors under any potential delay increase, we execute
two parallel instances of post-place-and-route gate-level simulation.
The fist instance is executed under nominal operating conditions,
while the second simulates the design using lower voltage settings
(thus increased delays) than the nominal supply voltage of the
evaluated model. Then, the golden output is compared with the
simulation output (i.e., output of the reduced voltage) to determine
the occurrence of a timing error. A timing error occurs when a
simulation run output does not match to the golden output. To speed
the comparison, we use a bitwise XOR on each pair of corresponding
bits of the two outputs. The result of each bit position is ‘1’ if only
the two output bits are different and thus there is a timing error. A
value of ‘0’ indicates that there is no error. Therefore, each instruction
corresponds to a bitmask which indicates the corrupted bit positions
of the destination/output register (ORd).

B. Application Evaluation Phase

At this second phase, the timing error models extracted
at the model development phase are employed to perform
microarchitecture- and circuit-aware injection, evaluating the impact
of timing errors on applications. As shown in Figure 2, the extracted
timing error models are provided as inputs to the microarchitecture-
level error injection framework (details in Section IV) along with
the application. Timing error models provide essential details and
information about the error injection ratio, the corrupted bit locations,
and the corrupted instructions. Using such information, we can
accurately model and evaluate the timing error effects for each
application. Each model consists of a set of bitmasks. The number
of bitmasks, the location of erroneous bits, and the instructions in
which the error occurs (due to timing violations), strongly depend
on the application and the voltage conditions. The injector uses this
information to model the corrupted instructions of the application and
the corresponding corrupted bits of the operation result. In particular,
the injector applies the bitmask to the destination register and induces
bit-flips depending on the bit values of the bitmask. A bit of ‘1’ in the
bitmask implies that an error will be obtained in the specific bit of the
considered instruction’s destination register. Our injector induces an
error by flipping this bit. When the simulation campaign finishes, the
results of the simulations are classified into 4 categories, as described
in the next section.

For the sake of fair comparison, our toolflow (see Figure 2)
is configured to support all the state-of-the-art error models and
approaches (i.e., DA-model, IA-model, WA-model) explained
in Section II. We elaborate on the details of the compared error
models later (Section IV). To the best of our knowledge, this is
the first reported comparison among microarchitecture-aware, timing
error evaluation campaigns that inject errors based on realistic timing
error distributions (WA-model) which are extracted based on the
most accurate pre-silicon way in timing error estimation (circuit-
level dynamic timing analysis), and random models (DA-model,
WA-model) that use fixed error statistics.

IV. SETUP & ERROR MODELS BUILDING

In this section, we first describe the experimental setup of our
cross-layer timing error injection tool. Then, we evaluate and compare
different error modeling approaches.

A. Software Platform & Benchmarks

We evaluate the impact of timing error on different applications by
harnessing the microarchitecture-level accuracy of the most popular
performance simulator gem5 [78]. Unlike lower-level simulation

TABLE II: Input, size and error classification across the benchmarks.

App Input Number of
Instructions

Classification
Criteria

sobel 123 x 456 632×106 Image Output

cg S 318×106 Verification
checking

k-means 300 34f 35.5×109 Clustering

srad v1 100 0.5 502 458 1 2.3×109 Image Output

hotspot 512 512 1 4.9×109 File Output

is S 73×106 Verification
checking

mg S 36×106 Verification
checking

models (e.g., gate-level and RTL), gem5 allows cycle accurate and
deterministic end-to-end execution of large workloads on top of an
operating system, i.e., full system analysis which is impossible at
lower levels. We have extended gem5 cycle-accurate simulator to
support accurate timing error injections, and employ it to deliver,
for first time, a full-system microarchitecture-level timing error
injection framework. It consists of a modified gem5 version that
allows timing error injection at the microarchitecture level along with
instrumentation for running and controlling simulation campaigns on
full-system setup. To evaluate the efficacy of our framework, we use
a diverse set of 7 benchmarks from the Rodinia [79] and NAS [80]
benchmark suites, and an open-source image filter application [81].
Specifically, those programs are k-means, hotspot and cg, is, mg and
bt and sobel. All applications execute sequentially on a single thread
and are compiled with gcc v9.3 using the original building scripts.

Table II summarizes the benchmarks, their inputs and what we
check in order to classify the injection outcome. Injection outcomes
are classified into 4 categories:

• Masked. Masked includes the error injection runs in which the
timing error does not affect the execution of the application
(which is executed till the end) or the system. The result of
a simulation with a masked error is identical to the error-free
simulation in terms of the output of the application.

• Silent Data Corruption (SDC). The simulation finished nor-
mally, but the program output was different compared to the
error-free simulation, without any observable indications of this
effect.

• Crash. A simulation that did not reach the end of the execution,
as it was disturbed by an unrecoverable event. As a result,
no program output was produced. A crash may refer to a
process crash (killed process), a system crash (kernel panic),
or a floating-point exception.

• Timeout. The simulation did not finish within a certain amount
of time, equal to two times the error-free execution time. These
simulations are externally stopped to resolve potential deadlock
or livelock situations.

B. Hardware Platforms

To extract error models, we perform timing analysis of the open-
source, 32-bit marocchino general-purpose embedded microprocessor
which is based on OpenRISC instruction set architecture (ISA) [82].
The microarchitecture of the core includes a 5-stage, out-of-order-
pipeline and supports a single and double precision, IEEE-754
compatible [83], floating-point unit (FPU). Figure 4 shows the
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distribution of the 1000 longest (i.e., most prone to timing errors)
paths of the post-placed-and-routed core. The figure shows that in
this implementation only the FPU-related paths are prone to timing
errors (they have the lowest timing slack), while all the paths in non-
FPU instructions (e.g., integer addition, MOV, etc.) are short enough
(they have sufficient timing slack) to be safe under potential levels of
delay increase due to voltage scaling. We further assume that memory
is protected with Error Correcting Codes [17].

Hence, for this study, we can limit our modeling to arithmetic
floating-point instructions, following the representation: −1S×M×
2E , where S denotes the sign, E is the exponent and M is the mantissa.
In a double (single) precision floating-point number, defined by the
IEEE-754 Standard, the most significant bit (MSB) indicates the sign,
the next 11 (8) bits represent the exponent and the mantissa consists
of the last 52 (23) bits. Previous studies have also demonstrated that
floating-point instructions are much more prone to timing errors due
to their long computation timing paths [58], [60], [61], [64], [76].
Also, floating-point operations typically determine the clock period
(they have the lowest timing slack as shown in Figure 4) and emerge
as a major contributor to the energy consumption (>30%) [84], [85]
Note that the ARM FPU and CPU model on which we perform
our microarchitecture-level experiments on gem5 have an 1-to-1
correspondence of instructions to the OpenRISC FPU used by model
development phase (see Figure 2) to estimate timing errors. Although
we demonstrate the features and accuracy of our cross-layer error
injection framework on the floating point subsystem of the CPU,
exactly the same approach can be employed to evaluate the impact

of timing errors in other subsystems of the CPU.
For the experiments in this study, the following 12 floating-

point instructions (6 single precision instructions + 6 double preci-
sion instructions) are implemented: multiplication, division, addition,
subtraction, integer to floating-point and floating-point to integer
conversions. Figure 3 highlights the microarchitecture of the floating-
point addition/subtraction operations. At Stage 1, an Order Control
Buffer (OCB) and a Pre-Normalize block are implemented, which
permit data dependencies detection and adjustment of the expo-
nent and mantissa, respectively. Stage 2 is responsible for the pre-
addition/subtraction alignment, while Stage 3 performs the necessary
multiplexing and shifting of the operands. Mantissa addition and
exponent update are performed at Stage 4; post-normalization and
rounding occur in the last two stages. The target FPU also handles
exceptions such as denormalized numbers, overflow, underflow, or
Not-a-Number (NaN) and generates exception signals.

1) Gate-level Operating Conditions: The FPU design is imple-
mented using the typical corner of the Composite Current Source
(CCS) NanGate 45 nm library (supply voltage = 1.1V, temperature
= 25°C) [86]. For hardware Synthesis and Place and Route, we
use the Design Compiler (version: N-2017.09-SP3) from Synopsys
and Innovus (version: v16.13-s0451) from Cadence, respectively. For
the dynamic power measurements, we invoke Voltus (version 16.2)
from Cadence. DTA is performed using detailed post place-and-
route simulation supported by ModelSim (version 10.7c) from Mentor
Graphics. The fastest (minimum) clock period or CLK achieved is 4.5
ns. In this work, we focus on timing errors resulting from different
voltage reduction (VR) levels. We use two different VR levels,
VR15 and VR20 that correspond to 15% and 20% supply voltage
reduction, respectively. Particularly, the nominal operating voltage
of target design is at 1.1 V which is defined by the typical corner
of the available library. To evaluate the performance of the design
across the two VR levels, we perform accurate library characterization
under iso-temperature and process conditions. To do so, we use
SiliconSmart from Synopsys. Although our evaluation focuses on
timing errors as a result of supply voltage reduction, our injection
tool can be used to evaluate timing errors due to different sources of
delay increase (e.g., overclocking, temperature fluctuations, transistor
aging, process variation).

C. Timing Error Injection Models Comparison

To analyze the impact of different error models on timing error
evaluation, we perform microarchitectural error injection using the
following state-of-the-art models discussed in Section II.

1) Timing Error Injection using a Data-Agnostic Model: We begin
our analysis with the widely used random error injection which is
agnostic of the executed data [12], [14], [41], [45], [46]. DA-model
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Fig. 5: Distribution of the number of bit flips at faulty instructions
outputs under 15% (VR15) and 20% (VR20) supply voltage reduction
(VR).

introduces random bit flips into all or a limited subset of registers
within the processor using a fixed error injection ratio. To estimate
this, we perform DTA on 10 millions instructions which are randomly
extracted from the considered benchmarks. We estimate the timing
error ratio (ER) of the target instructions when subjected to 15%
(VR15) and 20% (VR20) voltage reduction, respectively. We define
ER as follows:

ER =
Faulty Instructions
Total Instructions

(2)

ER under VR15 is equal to 10−3 and under VR20 it is 10−2. Hence,
based on DA-model, the number of the injected timing errors to each
program is predefined, it depends only on its execution time and can
be estimated as follows: #errors = d#Instructions× f ixed ERe.
DA-model randomly selects the target instruction and each bit

flip occurs with a uniform, fixed probability. In particular, this model
corrupts a single bit of the target instruction and the corrupted bit
is randomly selected across the bits of the destination register. This
simple model has originally been motivated by the analysis of single-
event-upsets, such as soft errors, which affect all resources uni-
formly and independently of the processor state or timing properties.
However, timing errors tend to flip more that one bits [58], [61],
[64] and in a non-uniform pattern. Using dynamic timing analysis
(see Section III.A,1), we characterize how many bits of the faulty
instructions are flipped and at which ratio. Figure 5 shows that timing
errors flip multiple bits in most cases (64.5% on average under the
two VR levels). Such a finding is consistent with existing studies
indicating that timing errors tend to affect more than 2 bits [58].

2) Timing Error Injection using an Instruction-Aware Model: To
improve the inaccuracy of DA-model and more accurately link the
microarchitecture-level error injection to the physical circuit behavior
in the presence of timing errors, IA-model has been proposed which
performs error injection using instruction-aware dynamic statistics.
We have adopted this model from existing error injection tools [65],
[66] which extract bit error ratios by applying accurate yet slow dy-
namic timing analysis. Due to the very low throughput of circuit/gate-
level timing analysis, such a characterization can be only based on a
limited number of input operands the number of which may not be
statistically significant. This may lead to inaccurate error statistics,
misleading timing error behavior of circuits. To investigate how many
instructions are more important that others in estimating accurate bit
error ratios (BERs) (i.e., BERs close to the actual ones), we conduct
the following experiment. First, we extract the input operands of all
the floating-point multiplication (fp-mul) instructions found in is
program and estimate the ER of each bit (i.e., BER) at VR20. The
BER of the full trace is then compared with the one measured by a
set of K : K = 10K,100K,1M randomly extracted fp-mul instructions.
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Fig. 6: Bit error ratio (BER) for the floating point multiplication
(fp-mul) instruction of the is program under different number of
instructions and 20% voltage reduction. X axis depicts the sign
(S), exponent(E) and mantissa (M) bits. The average absolute error
(AE) across the BER extracted by the different number of fp-mul
instructions and the BER extracted by the full trace, is also depicted.

Each step records the BER and the average absolute error (AE),
defined as:

AE =
∑

K
i=1

∣∣∣BER f ull(i)−BERsim(i)
BER f ull(i)

∣∣∣
K

(3)

where BER f ull(i) denotes the exact BER output value obtained from
the full trace and BERsim(i) represents the BER obtained by the
simulation using a set of K instructions for a specific output bit
position. For this experiment, we use input operands with a 32-bit
value range (single precision floating-point instruction) and a 32-bit
output result, and with 64-bit operands (double precision floating-
point instructions) giving a 64-bit result.

Figure 6 shows the output BER and AE in the sign, mantissa and
exponent bits across different number of considered instructions. As
observed, the BER produced by both 1M randomly extracted fp-mul
instructions and full trace is almost identical with low AE. Similar
observations were made when we perform dynamic timing analysis
using different instruction types, however due to space limitations,
we plot insights only from fp-mul instructions which as we explain
next are the most error-prone ones. Thus, we choose to simulate
1M input data of each instruction type to extract instruction-aware
statistics for the IA-model. Specifically, we use in total 12M
uniformly distributed random operands, covering all the considered
12 floating-point instructions (1M operands per operation). Unlike
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Fig. 8: Bit error injection (EI) probabilities in the considered benchmarks under the instruction- and workload-aware timing error model
(WA−model). All these outcomes are evaluated under 15% (VR15) and 20% (VR20) supply voltage reduction. X axis depicts the sign (S),
exponent (E) and mantissa (M) bits.

the DA-model, the IA-model models instruction and data depen-
dencies of path delays.

Figure 7 depicts the bit error injection probabilities extracted for
each instruction type and VR level for the IA-model. As shown,
in the target design, fp-MUL is the most error-prone instruction.
Particularly, for VR15, fp-mul and floating-point subtraction (fp-
sub) are the only two instructions that may lead to a timing error.
The integer to floating-point (I2F) and floating-point to integer (F2I)
conversions incur no errors under any of the assumed VR level, while
floating-point divisions (fp-div) and additions (fp-add) result in errors
only under VR20. It is important to note that we observe no timing
errors for the single precision floating-point instructions under the

target operating conditions (reduced supply voltage).
3) Timing Error Injection using an Instruction- & Workload-Aware

Model: The IA-model extracts different statistics depending on
the type of the executed instruction. Then, it injects errors based on
those statistics into every input workload. Unfortunately, despite the
significant effort of IA-model, timing errors cannot be accurately
modeled due largely to lack of consideration of workload variation
(input operand values). It is recently shown that both the instruction
type and mainly the input values can significantly influence the
distribution and ratio of the dynamic timing errors [9], [58], [61],
[75]. Therefore, we develop a more accurate timing model, namely
WA−model that considers instruction type and operands distribution
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Fig. 9: Injection outcome distributions in the considered benchmarks under data-agnostic model (DA−model), instruction-aware model
(IA−model), and instruction- and workload-aware model. All these outcomes are evaluated under 15% (VR15) and 20% (VR20) voltage
reduction.

of the target benchmark. WA−model estimates the bit error ratio
of each benchmark by applying dynamic timing analysis on 1M
randomly extracted instructions from the executed workload. Note
that none of the prior workload-aware models have been used in the
context of microarchitectural timing error injection that takes into
account data- and microarchitecture-dependent error manifestation
and propagation in the full system stack.

Figure 8 depicts the bit error ratio across the floating-point instruc-
tion types in the 7 benchmarks at VR15 and VR20 voltage reduction
levels, where several interesting observations can be made. Figure 8
illustrates the error behaviour of each of the 64 individual output
bits (sign, mantissa and exponent bits) of the floating-point unit
(FPU) under test; it clearly shows that different workloads exhibit
vastly different bit error ratios. For example, the ten MSBs (i.e.,
first 10 bits from the left) of the mg under 15% voltage reduction
(see Figure 8(m)) exhibit a nearly zero BER, while the same bit
positions under the srad program (see Figure 8(g)) exhibit BER
up-to 8%. Furthermore, it is evident that, in contrast to soft errors,
each bit has its own timing error ratio and, thus, multiple bits can
have timing errors simultaneously. This justifies the importance of
using different error injection probabilities for each bit. It can be also
observed that the mantissa’s bits are more prone to timing errors than
the exponent’s bits. This is an interesting finding as it indicates that
techniques tailored for error mitigation on the mantissa’s bits could
improve fault tolerance of applications.

V. EXPERIMENTAL RESULTS

This section demonstrates the effectiveness of our cross-layer tool
in accurate timing error evaluation. We first showcase the application
outcomes obtained using error injection for different voltage reduc-
tion levels to visually contrast the results from different error models.
Next, we report the error ratio along with the application vulnerability
to errors across different voltage reduction, or VR, levels and error
injection models.

For the statistical significance (error injection accuracy for a 3%
error margin with a 95% confidence interval) of the evaluation results,
we run 1068 different executions [87] for each benchmark and at
each VR level. The plots related to DA-model, IA-model and
WA-model reflect this setting. For the 7 target programs, the 2 VR
levels, and the 3 error models of our comparison, we conducted a total
of (1068 ·7 ·2) ·3 = 44856 injection experiments. For every program
execution, we apply the bitmasks in a random clock cycle. Note that
the instructions that are corrupted during an experiment are guided

through the timing error models provided by the Development Phase
(see Figure 2).

A. Distribution of Error Injection Outcomes

Here, we discuss the outcomes of the injection experiments at
the application-level, and report them in terms of Crashes, SDCs,
Timeouts and Masked outcomes, for the different error injection
models and VR levels.

Figure 9 shows the distributions of the error injection outcomes
in the considered benchmarks under the different timing error mod-
els and VR levels. The results are obtained using the developed
toolflow (Figure 2) and configuring it to inject errors based on
the 2 traditional errors models (DA-model, IA-model) and the
proposed WA-model. Then, we compare the output of the target
application applying different error models with the error-free output.
Note that the injection outcome distributions are largely application-
dependent. As we see, in most of the cases the WA-model provides
significantly different results that the DA-model and IA-model. As
we have demonstrated in Section II, the DA-model and IA-model
models are applied to simple functional units and cannot capture
the complicated path activation of pipelined cores, and thus, cannot
be considered as a representative way for accurately evaluating the
impact of timing errors due to low-voltage operation on different
applications. Assume for example the cg benchmark shown in
Figure 9. Evaluating the cg application for timing errors for two
different voltage levels (VR15 and VR20) based on the DA-model,
we can see that there is a high probability of SDCs to occur as
the effect of the timing errors in these voltage levels. Specifically,
there is only 12% and 5% masking probability for VR15 and
VR20, respectively. IA-model, on the other hand, show that the
masking probability is 0% and the application primarily suffers from
Crashes (instead of SDC which is the primary cause of the timing
error effects according to DA-model). Since both models (i.e.,
DA-model, IA-model) cannot capture all required information
for evaluating the effects of timing errors, these divergences are
expected. On the contrary, the proposed WA-model, which takes
into account all necessary aspects from the circuit-level analysis, is
able to provide accurate evaluations of the timing error effects for
each application. The large magnitude of the masking probability
of cg is obvious in the two voltage levels (i.e., VR15 and VR20).
Specifically, while WA-model shows 58% and 16% masking effects
for VR15 and VR20, respectively, the DA-model and IA-model
show virtually zero (or negligible) masking probability. It is clear
that such diverging results that the DA-model and IA-model
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Fig. 10: Timing error ratio (ER) in the considered benchmarks under data-agnostic error injection (DA−model), instruction-aware error
injection (IA−model), and instruction- and workload-aware error injection. All outcomes are evaluated under 15% (VR15) and 20% (VR20)
voltage reduction.

deliver, can easily mislead any protection or energy-efficient decisions
for a specific design. Note that for our target design, VR15 and
VR20 voltage levels are intentionally chosen because they provide
aggressive voltage reduction (and thus, power reduction), so we can
show the significance of the divergences provided by DA-model and
IA-model compared to the WA-model. Similar observations can
be also drawn for is and mg applications.

Another important observation derived by Figure 9 is that there are
also cases in which a specific voltage level will not produce any errors
for some applications. Assume for example the hotspot application,
in which we can see that in VR15 there is zero probability of timing
errors to occur (i.e., WA-model). This means that there is a potential
for more aggressive power savings. However, the DA-model’s
evaluation results hide this opportunity, and very simplistically show
that this application has 100% probability to be corrupted in this
voltage level; a misleading result. The same observation also exists
for the k-means benchmark, which can safely operate at both VR15
and VR20 according the the WA-model, while DA-model shows
the exact opposite result. These findings indicate that DA-model and
IA-model are inaccurate in evaluating dynamic timing errors since
both models lead to pessimistic results concerning the estimation of
timing error effects, and thus, prevent the system for being more
energy efficient.

B. Timing Error Injection Ratios

A more informative indicator of the divergence or the similarity
among measurements with the different error models is the ratio of
injected errors. Figure 10 compares the ratio of errors injected by
our microarchitectural error injection tool with the ratios obtained
for DA-model, IA-model and WA-model under different VR
levels. For each experiment, we estimate the timing error ratio
(see (2)). There are several interesting observations in Figure 10.
First, as expected, all the compared error injection models inject
more errors under VR20 than VR15. This difference in the number
of errors between the two VR levels is consistent with the timing
wall phenomenon [64], [70], [88]. Second, different applications
experience different error ratios. This is because different input data
activate different paths. However, this is not true for the instruction-
and operand-agnostic DA-model which assumes a fixed error ratio

across the considered workloads. DA-model injects errors with a
ratio that differs (higher or lower) by ∼ 250× on average from
the ratio obtained when applying the accurate error model, i.e.
WA-model; this is a clear indication of the accuracy the WA-model
brings.

To make error injection more realistic, IA-model extracts
instruction-aware error probabilities for each distinct bit. IA-model
injects errors with a ratio that varies by ∼ 230× on average from the
ratio obtained when we apply error injection based on WA−model.

C. Analysis of Application Vulnerability

The proposed error injection framework enable us to early check
if a particular application is susceptible to timing errors when the
target CPU operates at reduced voltages. For this reason, we introduce
the Application Vulnerability Metric (AVM), which can measure
the probability of different voltage reduction levels to affect the
application’s correct execution. AVM is defined as follows:

AV M =
#SDC + #Crash + #Timeout

Total In jected Errors
(4)

AVM takes into account all non-masked probabilities (i.e., SDC,
Crash, and Timeout) and aggregates in a single number the severity
of each voltage level and each application to timing errors. For
example, as shown at the top of Figure 9, in the case of k-means,
AVM for IA-model and WA-model indicates that this program is
highly tolerant to errors (AVM = 0%) under 15% and 20% voltage
reduction. Accordingly, we can reduce the voltage from 1.1 V down
to 0.88 V without influencing the program output and thus improve
power efficiency by up to 56%. Notably, for the same workload,
the DA-model-driven error injection suggests no voltage reduction
beyond 10% of the nominal voltage, which is translated to 21% of
power savings. It is clear how severe the effect of pessimistic voltage
reduction is due to the inaccurate evaluations of DA-model and
IA-model.

VI. CONCLUSION & FUTURE WORK

We presented a novel, cross-layer framework to accurately evaluate
timing error effects for any application binary prior to silicon proto-
typing and thus guide optimal points of operation. To achieve this,



we consider, for the first time, the workload- and microarchitecture-
dependent error manifestation and propagation in any program. Our
fully-automated toolflow allows the designer to assess the impact
of timing errors on programs, with realistic input sizes consisting
of billions of instructions, and identify reliability bottlenecks in
microarchitectures (by pinpointing hardware structures that cause
frequent errors), while determining efficient operating settings under
a desired output quality target. Our tool can be also used for post-
silicon analysis. It helps application/infrastructure developers to i)
detect code regions that are vulnerable to timing errors due to the
existence of error-prone instructions, and ii) select efficient error
recovery schemes.

The proposed framework injects timing errors at runtime to the
actual program execution by leveraging and enhancing a widely-
used microarchitecture-level system simulator, gem5. We estimate
the injected timing error considering workload and microarchitecture
properties that significantly affect how timing errors manifest and
propagate. For fair comparison and evaluation of the proposed
workload-aware model which relies on detailed circuit-level gate-
level simulation, our toolflow allows the evaluation of timing errors
which are injected via different error models which are data-agnostic.
When compared to existing error injection models, our workload-
aware model enhances the accuracy of error injection ratio by ∼ 250×
on average in different applications under various degrees of voltage
reduction. Additionally, our framework is able to quantify the degree
to which several applications are prone to timing errors and guide
energy-efficient operating settings by introducing the new Application
Vulnerability Metric, AVM.

In our future research, we aim to characterize the behavior of sev-
eral CPU models in the presence of timing errors. Although we focus
on timing errors as a result of undervolting, the proposed tool can
be easily extended to assess timing errors due to several sources of
delay increase such as temperature variations, overclocking, transistor
aging, and process fluctuations.
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