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Abstract

The PLANE SUBGRAPH (resp. TOPOLOGICAL MINOR) COMPLETION problem asks, given
a (possibly disconnected) plane (multi)graph T' and a connected plane (multi)graph A,
whether it is possible to add edges in " without violating the planarity of its embedding so
that it contains some subgraph (resp. topological minor) that is topologically isomorphic to
A. We give FPT algorithms that solve both problems in f(|E(A)|)-|E(T)|? steps. Moreover,
for the PLANE SUBGRAPH COMPLETION problem we show that f(k) = 20(Flogk),

1 Introduction

Completion problems on graphs are defined as follows: Consider a graph class P and ask whether
we may add edges to a given graph G in order to obtain a graph G, where G* € P. Numerous
results have appeared for the case where the objective is to minimize the number of edges added
in G [16, 12, 14, 9, 3].

In this paper, we consider the PLANE SUBGRAPH (resp. TOPOLOGICAL MINOR) COMPLE-
TION (PSC) (resp. PTMC) problem which, given a (possibly disconnected) plane graph T,
called the host graph, and a connected plane graph A, called the pattern graph, asks whether
it is possible to add edges in I' such that the resulting graph remains plane and contains some
subgraph (resp. topological minor) that is topologically isomorphic to A. Both I" and A are
allowed to have multiple edges but not loops. When the input graph I' is planar triangulated,
both PSC and PTMC are NP-complete. Indeed, let G be any planar triangulated graph. Note
here, that as any planar triangulated graph is 3-connected, G is 3-connected and from Whit-
ney’s Theorem [15] admits a unique embedding on the plane (up to equivalence), say I'. Let
also A be the cycle on n = |V(G)| vertices. Then A also has unique embedding on the plane
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(up to equivalence). Since I' is triangulated no edge can be added to it while preserving its
planarity. Thus, both PSC and PTMC become equivalent to the HAMILTON CYCLE PROBLEM
which is NP-complete on planar triangulated graphs [5] (see also [8]). This observation further
implies that PSC and PTMC parameterized by the number of added edges k, and in particular
even for k = 0, are NP-complete. Thus, PSC and PTMC are not FPT when parameterized by
the number of added edges unless P = NP. Thus, in order to obtain a tractable algorithm, we
need to find an alternative way to parameterize these problems. In particular, we will consider
|E(A)| as our parameter. Our two main results are the following.

Theorem. PSC parameterized by the number of edges of the pattern graph A, say k, can be
solved in 200 1°8K) .m? time, where m = |E(T)|.

Theorem. PTMC parameterized by the number of edges of the pattern graph A, say k, can be
solved in f(k)-m? time, where m = |E(T)| and f is a computable function.

For the PTMC algorithm our approach is the following. Let I' and A be an input of the
problem as above. We first apply a series of transformations on our input graph I' that turn
it into a combinatorial structure G (while the topological properties of ' are retained) whose
treewidth is bounded by a function of |E(A)|. Then, we apply a series of transformations on
our input graph A that allow us to encode both the topological and combinatorial information
of A using a combinatorial structure D. Finally, we show that (A,I') is a yes-instance of our
problem if and only if an MSO-expressible relation holds for G and D, thus translating our
problem into a purely combinatorial one. Then by employing Courcelle’s Theorem we prove
the existence of an algorithm for PTMC. We remark here that a similar approach could also
solve the PLANE SUBGRAPH COMPLETION problem. However, with a more careful analysis we
are able to derive an algorithm which avoids the heavy parametric dependance (caused by the
use of Courcelle’s theorem) for the case of plane topological minors.

Our approach towards solving PSC is the following. Let I' and A be an input of PSC,
where |E(A)| = k for some positive integer k. We construct a family G consisting of O(n)
combinatorial structures depending only on I' whose underlying graphs have treewidth O(k).
We also construct a family # consisting of 20(*1°gk) combinatorial structures depending only
on A, again by applying a series of appropriate transformations on them (different than the
transformations for PTMC). For the graphs I' and A and the families G and H, it holds that
(A,T) is a yes-instance if and only if some structure D € H is contained as a contraction in
a structure G € G, denoted D <. G. Therefore, we again translate our problem into one of
combinatorial nature. Finally, for a fixed pair of structures (D,G) € H x G with the above
properties, we can decide in 20(*198k) .y time whether D <, G. Therefore, by testing for all
pairs (D, G) € # x G whether D <. G, we decide in 20 1°¢k) . ;2 steps whether (A,T) is a
yes-instance.

The paper is organized as follows. In Section 2 we give the necessary definitions. In Section 3
we present the algorithm for the PSC problem and in Section 4 we present the algorithm for
the PTMC problem. In the concluding Section 5 we discuss about other completion problems
that can be solved by modifying our results, such as the PLANE INDUCED SUBGRAPH COM-
PLETION, the PLANE MINOR COMPLETION, the PLANAR ROOTED TOPOLOGICAL MINOR, and
the PLANAR DISJOINT PATHS COMPLETION problems.

2 Definitions

For a positive integer n, we denote [n] = {1,2,...,n}. Given a set S, a near-partition of S is a
family of sets Si, Sa, ... , Sk, where S; N.S; = 0, for every i # j, and Uieik)Si = S (note that



by the definition it is possible that S; = () for some i € [k]). Unless stated otherwise, the graphs
considered do not have loops but may have multiple edges. Given a graph G, we will denote
by V(G) the set of its vertices and E(G) the set of its edges. We denote by distg(u,v) the
distance of two vertices u and v in the graph G. Also, given a graph G, a vertex u € V(G), and
Vo € V(G), we denote by Ng(u) the neighborhood of u in G and by Ng(Vo) := U,y Na(v)\Vo.
Given a vertex v with exactly two neighbors v; and wve, the dissolution of v is the operation
where we delete v and add an edge {vy,v2} (even if one existed already).

Let G be a graph. A subset S of its vertices is a separator of G if the graph G — S :=
(V(G)\ S, E[V(G) \ 5]) is not connected. The size of a separator S is equal to |S|. The vertex
contained in a separator of size 1 will be called a cut-vertex, while the vertices of a separator of
size 2 will be called a cut-pair. For every integer k > 1, a graph G with at least k + 1 vertices
is k-connected if G has no separators of size less than k. For definitions not explicitly stated on
the paper as well as more details on general graphs, see [7].

We say that a graph is plane when it is embedded without crossings between its edges on the
sphere ¥ = {(z,y, 2) € R? | 22 + y? + 22 = 1}. We treat a plane graph as its embedding in 3,
that is, we do not distinguish between a vertex of the graph and the point of the sphere used in
the drawing to represent the vertex or between an edge and the open curve representing it. We
often use the term “general graph” in order to stress that a graph is treated as a combinatorial
structure and not as a topological (i.e., embedded) one. Also, given a plane graph I" we use the
term general graph of T" to refer to I' as a combinatorial structure. We use capital greek letters
for plane graphs and capital latin letters for general graphs.

We denote by C, Cyp, Cin, <im, and ~ the usual subgraph, spanning subgraph, induced
subgraph, minor, and isomorphism relation between two graphs, respectively. Given a graph G
and Vp C V(G), we denote by G[Vp] the subgraph of G induced by V. We call Vy connected if
G[Vp] is connected.

Let T" be a plane graph and w € V(I'). Then a tuple (ug,...,u;) (with possible repetitions)
will be called a cyclic neighborhood of u, and will be denoted by Np(u), if {u,u1}, ..., {u,u;} are
exactly the edges incident to u, as we meet them starting from (u, u;) and proceeding clockwise.

Let A be a subset of R”. We define int(A) to be the interior of A, cl(A) its closure and
bd(A) = cl(A) \ int(A) its border. Given a plane graph I' we denote its faces by F(I'), i.e.,
F(T) is the set of the connected components of ¥ \ I' (in the operation ¥ \ I we treat I" as the
set of points of ¥ corresponding to its vertices and its edges). Given a graph G we denote by
C(G) the set of the connected components of G. For every f € F(I') we denote by Br(f) the
graph induced by the vertices and edges of I' whose embeddings are subsets of bd(f) and we
call it the boundary of f. We also denote by V(Br(f)) and E(Br(f)) the vertices and the edges
of Br(f), respectively.

We define a closed walk of a graph G to be a cyclic ordering w = (v1,...,v;,v1) of vertices
of V(G) such that for any two consecutive vertices, say v;, vit+1, there is an edge between them
in G, i.e., {v;,vi+1} € E(G). Note here that there may exist two distinct indices i, j such that
v;,v; € w and v; = v; (the walk can revisit a vertex). We will denote by ¢,, = [ the length of
the respective closed walk w. We say that a walk w of a plane graph I' is facial if there exist
fi € F(I') and ©; € C(Br(f;)) such that the vertices of w are the vertices of V(©;) and the
cyclic ordering of w indicates the way these vertices are met when making a closed walk along
©; while always keeping f; on the same side of the walk. Notice that a facial walk is unique
(up to cyclic permutation).

Given that I' is a plane graph and w = {w;,...,w,} is a non-empty set of closed walks of
I', we say that w is a facial mapping if there exists some face f of I' such that C(Br(f)) =
{01,04,...,0,} and w; is a facial walk of ©;, j € [p]. We define the length of the facial
mapping w to be y = > F_ £,,. Given a plane graph I and f € F(T'), we define w(f) as the



facial mapping of I' corresponding to f and define its length /; to be the length fw(f) of its
corresponding facial mapping. Observe that for every face f € T'(F), its facial mapping w(f) is
unique (up to permutations). Let C1, Cy be two disjoint closed curves of ¥. Let also D; be the
open disk of ¥\ C; that does not contain points of C3_;, i € [2]. The annulus between Cy and
Cy is the set X\ (D1 U D) and we denote it by A[Cy, C2]. Notice that A[C1,Cs] is a closed set.

Let T" and A be two plane graphs. We say that T" and A are topologically isomorphic if they
are isomorphic via a bijection g : V(I') — V(A) and there exists a function h : F'(T') — F(A),
such that for every f € F(I'), g(w(f)) = w(h(f)) (where g(w(f)) is the result of applying g to
every vertex of every closed walk in w). We call the function o : V(I') U F(I") — V(A) U F(A)
such that a« = g U h, a topological isomorphism between I and A.

We say that a general graph G is uniquely embeddable if any two plane graphs I' and I”
that are embeddings of G in the sphere, are topologically isomorphic. We say that a plane
graph I' is uniquely embedded if its general graph G is uniquely embeddable, i.e., I is the unique
embedding of GG, up to topological isomorphism. Given two plane graphs I'y and I's we say that
they are the same graph if they are topologically isomorphic (and not just isomorphic).

Let I' and A be two plane graphs and let Z C V(I'). We say that A is a Z-embedded
subgraph of T', and write A <Z T, if A is topologically isomorphic to some subgraph of '\ Z.
When Z = (), we say that A is an embedded subgraph of T' and write A <. I

Definition 1 (Z-embedded topological minors). Let I' and A be two plane graphs and let
Z C V(I'). We say that A is a Z-embedded topological minor of T', and write A <%, T if there

exist a function p1 : V(A) = V(I') and a function ps : E(A) — P(T'), where P(T") denotes the
set of all paths of I, such that

1. For everyv € V(A), p1(v) ¢ Z.

2. For every e = {u,v} € E(A), the path pa(e) of T' has p1(u) and p1(v) as its endpoints and
if e1 # ea, then pa(e1) and pa(e2) are internally vertez-disjoint.

3. If T'(p2) is the graph obtained by the union of all paths in po(E(A)) after we dissolve
all vertices that are not vertices in p1(V(A)), then there is a topological isomorphism
a:V(A)UF(A) = V(I(p2)) U F([{p2)) between A and I'(p2) where aly ) = p1.

When Z = (), we just write A <gpp I

If in the 3rd condition of the above definition we replace topological isomorphism by iso-
morphism and consider general graphs, say H and G, we define the relation of H being a
Z-topological minor of (G, Z).

For definitions regarding plane graphs not explicitly stated on the paper as well as more
details on the subject, see [13].

2.1 Radial Enhancements

Let I be a plane graph. A subdivided radial enhancement of I' is defined as a plane graph that
can be constructed as follows: consider I', subdivide every edge once, add a vertex vy inside
each face f of I'. Consider a permutation (Hj, Ho, ..., Hs) of the connected components of
Br(f) and a facial walk of each connected component. Then add edges connecting vy with the
vertices incident to Br(f) in such a way that the first vertices in the cyclic neighborhood of vy
are the vertices of H; and appear in the order of the fixed facial walk. Then the vertices of Hy
follow, etc. Observe that in the resulting embedding, every face that is incident to an edge of
E(T) is (planar) triangulated. This triangulation may have multiple edges unless the boundary
of each face of I' is a cycle, as can be seen in the two distinct examples of a subdivided radial
enhancement of a disconnected plane graph I' in Figure 1.
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Figure 1: A disconnected plane graph I' and two members of Rr.

Notice that the vertices of the resulting plane graph can be partitioned into three indepen-
dent sets: the original vertices of T' denoted by V,(I), the subdivision vertices denoted by Vy(T'),
which are the ones that were introduced after subdividing the edges, and the radial vertices
denoted by V,.(I"), which are the ones that were added inside each face. Notice also that the
edges of the resulting plane graph can be partitioned into two independent sets: the subdivision
edges denoted by Es(I') and the radial edges, denoted by E,(I'), that were introduced after
adding the radial vertices.

We denote by Rrp the set of all different (in terms of topological isomorphism) subdivided
radial enhancements of I'. Observe that if " is connected, then the boundary of each face of '
is connected and we obtain the following.

Observation 1. For every connected plane graph T', R(T') is uniquely defined and thus Rrp
contains only one member.

From the subdivided radial enhancement’s construction we obtain the following.

Observation 2. For every plane graph T' and every R(T') € Ry it holds that |E(R(T))| =

O([ED)))-

Given a plane graph T'" and a graph R(I') € Ry, for every integer i > 1, we denote by
RY(T) the graph R(R*"YT)), where RY(T') = R(I'). We define then V(') = V(R"}(T)),
Vi=Vy(R—1T)), and V! = V,.,(R"~}(T")). For notational consistency, we define V.}(T") = V,(I'),
VIT) = V(') and V}(T') = V,(T'). We also define the sets of edges E!(I") which are the edges
obtained in R¥(T) after subdividing the edges E:}(T") and EX(T') = E(RY(T"))\ EL(T). Let T be
a plane graph and R(I") be a member of Rr. For each vertex u of R(I"), we define the function
R71:V(R()) —» V(I')UE() U F(T) as follows:

o if uc V,(R(T)) = V(L) then R~(u) = u,
o ifu € Vy(R(I)) then R™!(u) = f,, where f, € F(T) is the face in which u was added, and
)

o if u € V5(R(T)) then R™!(u) = e,, where e, € F(Q) is the edge whose subdivision created
u.

We will call R~1(u) the preimage of u.

Lemma 1. Let I' be a plane graph (possibly with multiple edges). Then for every R(I') € Rr,
it holds that R3(T) is 3-connected. Moreover, for every plane graph T' each member of Rr is
connected and if T is i-connected, then R(T') is (i + 1)-connected, for i € [2].

In order to prove this lemma and only, we also need the following definitions as well as the
next observation. Given a plane graph I', an alternating face walk is defined as a sequence of
the form (ay,ag,...,ax), for kK > 1, such that:



e for every i € [k — 1], either a; € V(I') U E(I'), a;4+1 € F(I'), and q; is in the boundary of
a1, or a; € F(T), a;41 € V(I') U E(T"), and a;41 is in the boundary of a;,

o for every i,j € [k], i # j = a; # aj;.

We will call a; and aj, the endpoints of the alternating face walk. The length of an alternating
face walk (a1,aq,...,ax) is k. The alternating face distance between two elements u,v of T' is
the smallest k& for which there exists an alternating face walk of length k joining them.

The following observation follows directly from the definition of an alternating face walk.

Observation 3. Let I' be a plane graph, R(T") be a subdivided radial enhancement of T', and
u,v € V(R(T')). Then R(T') contains a (u,v)-path if and only if T’ contains an alternating face
walk with endpoints R~ (u) and R~ (v).

Proof of Lemma 1. The assertion that every member of R(I") is connected follows immediately
from Observation 3 together with the fact that a plane graph I' always contains an alternating
face walk between any pair {z,y} C V(I') U E(T).

Suppose now that I' is connected but R(T") is not 2-connected and let s € V(R(T)) be a
cut-vertex of R(I'). Then s cannot be a radial vertex otherwise I' would not be connected.
Moreover, s cannot be a subdivision vertex, since the endpoints of the corresponding edge of I'
are connected to every neighbor of s that is a radial vertex (which is, at least one). Therefore s
must be an original vertex of I' and also, consequently, a cut-vertex of I'. We choose a pair of
vertices u,v in V(R(T')) \ {s} in such a way that it satisfies the following conditions:

o If ur := R~ (u) and vr := R™!(v) are the preimages of u and v in I' then every alternating
face walk joining them in I' contains s, and

e among all pairs satisfying the above condition they have the shortest alternating face
distance.

Let us first assume that the shortest alternating face walk joining them has length k£ > 3.
Let up. be the element of the alternating face walk that is the unique neighbor of ur in this walk
and assume that uf- # s. Then u. and vr are joined by an alternating face walk w of length
k — 1. Thus, from the choice of u and v, there exists an alternating face walk joining u}. and vr
that does not contain s and hence we can trivially extend w’ to an alternating face walk joining
ur and vr that does not contain s, a contradiction. Thus uf. = s. Let then v} be the unique
neighbor of vp in the alternating face walk. Then the alternating face walk joining ur and v,
contains s and has length k£ — 1. From the choice of u, v there exists an alternating face walk w’
joining ur and v} that avoids s. Then, w' can trivially be extended to an alternating face walk
joining ur and vr that avoids s. This is, again, a contradiction. Thus, any shortest alternating
face walk joining ur and vr has length 3. This implies that the shortest alternating face walk
between ur and vr is (ur, s,vr). Moreover, ur,vr € F(I'). Then by utilising the edges that are
incident to s and the faces f where s € bd(f) we may find an alternating face walk joining up
and vr that avoids s, a contradiction. Therefore, R(I") is 2-connected.

Suppose now that I' is 2-connected but R(T") is not 3-connected. Let then s,t be a cut-pair
of R(T") and sr, tr be their respective preimages in R(I'). Notice that neither s nor ¢ is a radial
vertex, as otherwise I' would contain a separator of size less than 2. Again, as previously, we
choose a pair of vertices u,v in V(R(T)) \ {sr,tr} in such a way that it satisfies the following
conditions:

e If up := R~1(u) and vr := R™(v) are the preimages of u and v in T then every alternating
face walk joining them in I' contains at least one of the sp and tr, and



e among all pairs satisfying the above condition they have the shortest alternating face
distance.

We first show that if w is a shortest alternating face walk joining wp, vr then it contains
exactly one of the sp, tpr. Towards, a contradiction let us assume that both sp and ¢ belong
to w. Then as sp,tr € V(I') U E(I") the elements do not appear consecutively in w. Let zr be
an element that appears between st and tr in w. Then there exists an alternating face walk
joining ur and zr and an alternating face walk joining xzp and vr such that both of them have
length strictly less than the length of w. From the choice of v and v, we obtain that there
exist two alternative face walks w, and w, joining xr with ur and vr respectively and such
that none of them contains any of sp,tr. By combining them, we may obtain an alternating
face walk joining ur and vr and containing neither st nor ¢r, a contradiction. Thus w contains
exactly one of the sp and tr, say sr. Let us assume that w has length & > 3 and let up. be the
element of the alternating face walk that is the unique neighbor of ur in this walk and assume
that ul. # sp. Then u}. and vr are joined by an alternating face walk w’ of length k — 1. Thus,
from the choice of v and v, w’ does not contain sr and hence the alternating face walk joining
ur and vr does not contain sr or tr, a contradiction. Thus uf. = sp. Let then v, be the unique
neighbor of vr in the alternating face walk w. Then the alternating face walk joining ur and vy,
contains sp and has length k£ — 1. From the choice of u, v there exists an alternating face walk
w’ joining ur and v} that avoids sp. Then, w’ can trivially be extended to an alternating face
walk joining ur and vr that avoids sp. This is a contradiction. Thus, any shortest alternating
face walk joining up and vr has length 3. Moreover, w = (up, sp,tr). If sp € V(T') then as
above we may find an alternating face walk joining ur and vr that avoids sr, a contradiction.
Therefore, sp € E(I'). However, in that case, sp belongs to the boundary of both faces ur and
ur and at least one of the endpoints of sr, say zr, is different from ¢r. Therefore, (ur, zr, vr) is
an alternating face walk of I" avoiding both sr and tr, a contradiction. We conclude that R(T")
is 3-connected. O

Remark 1. If T' is 2-connected then R(T) can also be shown to be 4-connected. However,
3-connectivity is sufficient for our purposes.
2.2 Graph Structures

A key-concept in our algorithms is the notion of the vertex and the edge structure which is
formally defined as follows. Let G be a simple planar graph, k,l € N, (S1,S52,...,5) be a
near-partition of V(G) and E1, E», ..., E; be a near-partition of E(G). A vertex structure G is
a tuple (G, S1,Sa,...,S5;) and an edge structure G’ is a tuple (G, E1, Es, ..., E)).

Let G = (G, A, X4,...,X;) and D = (D, B,Y1,...,Y]) be vertex structures, where [ € N.
We say that D is a contraction of G, denoted by D <. G, if and only if there exists a function
o : V(G) — V(D) satisfying the following contraction properties:

1. ifu,v € V(D),u#v e o l(u)not(v) =0,

2. for every u € V(D), G[o~!(u)] is connected,

3. {u,v} € E(D) & Glo~ (u) Uo1(v)] is connected,
4. 0(A) C B, and

5. for every i € [I] and every x € Y; it holds that |c~!(z)| = 1 and o~ !(2) € X;.



In particular, a graph D is a contraction of a graph G if (D,V (D)) <. (G,V(G)) and we
write D <. G. Notice that <. defined for graphs is the usual contraction relation where only
conditions 1, 2, and 3 apply. Observe that for any two vertex structures G and D, where G
and D respectively are their associated planar graphs, D <. G implies that D <. G.

We will also need the following proposition, which follows from the results in [1].

Proposition 1. There exists an algorithm that receives as input a vertex structure G, whose
graph has m edges and treewidth at most h, and a vertex structure D, whose graph is connected
and has k edges, and outputs whether D <. G in 20k+h+klogh) .y speps.

Let G = (G, S1,...,5]) be a vertex structure on a planar graph G, where [ € N. Given a
possibly empty @ C V(G), notice that the tuple (Q, S1\@, ..., S;\Q) also forms a near-partition
of V(G). Then, we can define the following operator on vertex structures:

d(GvQ) = (G7Q>SI\Qa--'7Sl\Q)'

Obviously, d(G, Q) is also a vertex structure on G.

Let T' be a plane graph and consider an R(I') € Rp. By Lemma 1 and Observation 1,
the graph R3(T") is uniquely defined according to R(T'). The following operators on (I', R(I'))
uniquely define a vertex and an edge structure:

p(I R(D) = (R),V(D), V), V;}(I), VA(T), V(I), Vi(T), V()
e(l,R(T)) = (R*D),B{(T), E}X(I)).

The underlying graph of the above structure is the general graph of R3(T') and the vertex
sets that form the partition of V(R3(I')) are the original vertices V(I'), followed by the sets
of the subdivision and the radial vertices of each of the three subdivided radial enhancements.
Moreover, the edges are separated to those that have been obtained in R3(I") only by subdividing
original edges of the graph and those that where obtained after adding radial vertices and edges
and subdividing those edges.

Throughout the rest of the paper we will only use structures defined by those three operators.
The main purpose is to associate three subdivided radial enhancements to a given plane graph
so that (7) the resulting graph is 3-connected and therefore uniquely embeddable, so we can
disregard the embedding and treat it as a combinatorial object, and (ii) the vertices and edges
of the original graph and each subdivided radial enhancement are distinguishable. In addition,
both in PSC and the PTMC problems we try to match the faces of the pattern graph to faces,
or parts of faces, of the host graph, the radial enhancements and the corresponding structures
seem to be the appropriate tool to use, since we actually need to match just the radial vertices
that are added inside each face.

Given a graph GG and a non-negative integer k, we define the ball around a vertex v of G as
the subgraph Bg(v) of G induced by the set of vertices at distance at most k from v. Consider

now the subgraph G of G induced by the set of vertices that lay outside a given ball Bg(v),

ie., G = G\ BL(v), and consider the set C(G) of all its connected components. Then by

contracting all the edges of every C' € C(G) to a single vertex in G, denoted v¢, we obtain the
k-contracted graph around v, that will be denoted by Gg,k). We can now make this contracted
graph into a structure as follows. Given a vertex structure G = (G, 0, S1,...,5;) and a non-
negative integer k, we define the k-contracted vertex structure around a vertex v of the graph
Gas G = (Gq(]k), {ve | C €C(@)},S,,...,S]), where S! = S; N BE(v) for every i € [I].



3 An FPT algorithm for the PSC problem

Given a plane graph I' we define the set of non-edges of I': E(I') = (V(2F)) \ E(T'). A set of
non-edges S C E(I") will be called insertable if there is a way to add the edges to I" such that
no two edges of E(I') U S intersect (apart from any common endpoints). Finally, we define the
following relation between two plane graphs I' and A. We say that A < T' if there exists a set
S C E(T) of insertable edges of T" such that A <., IV, where I is obtained from I' after adding
S. Then PSC asks, given two plane graphs I' and A, whether A <T.

The main idea of our algorithm is to create two families of vertex structures, one from the
host graph I'" and the other from the pattern graph A, such that A < I' if and only if there
are two structures D and G from each of the above families such that D <, G. Then, we
bound the size of these families and use the algorithm from Proposition 1 to check all pairs of
their members for the required property. From now on, in this section, whenever we refer to a
structure we will assume that it is a vertex structure.

We define the first family of structures based on the host graph. Given a plane graph T,
a subdivided radial enhancement of it, R(I'), and a positive integer k, we define the following
family of structures:

Gr.rry k= {d(P(L, R(T)). ) | v e V(D))

Obviously, |Gr rr)kl = [V ('), regardless of the choice of R(I') and k. In the following lemma
we bound the treewidth of the underlying graphs of all members of this family.

Lemma 2. Let T be a plane graph, R(I") a subdivided radial enhancement of I', k € N, v € V(T'),
and G, = d(p(F,R(F)),@)&k) € Gr,rr)k- Then the underlying graph G., of the structure G,
has treewidth at most 3(k + 1) and size O(|E(L)|).

Proof. Observe that the diameter of G, is, by construction, at most k + 1 and that G, remains
planar. From [4, Theorem 4] we obtain that G, has treewidth at most 3(k + 1). For the
size, notice first that G, = R3(F)1(]k). From Observation 2, |[E(R3(T"))| = O(|E(T)|) and since
R3D)W <., R¥(T), it follows that |E(G,)| = O(|E(T)]). O

In order to define the second family of structures based on the pattern graph we need the
following two definitions.

A facial extension of a connected plane graph A is a connected plane graph A™ satisfying
the following properties:

1. A C AT,
2. V(AT)\ V(A) is an independent set in A*, and
3. for every distinct 2,y € V(A1) \ V(A), Na+(z) € Na+(y).

We will denote by Fa the family of all facial extensions of the graph A.

Given a connected plane graph A and a subset L C FE(A) of its edges, we denote by
span(A, L) the set of all spanning subgraphs of A that contain all the edges in E(A) \ L. Note
that such subgraphs could also contain some edges in L. A pattern-guess of a connected plane
graph A is an element A* of span(A™, E(A)), for A* € Fa. That is, a spanning subgraph of a
facial extension AT of A containing at least all the edges in E(A1)\ E(A). The family of all
possible pattern-guesses A* of A will be denoted by PGAa.

Now, given a connected plane graph A we define the following family of structures:

Ha = {d(p(A", R(A)). V(A)\ V() | A® € PGa, R(A®) € Ras}.



In the following lemma we bound the size of this second family and also the size and diameter
of the underlying graphs of all members of the family.

Lemma 3. If A is a connected plane graph then |Ha| = 20(EM1og B gnd, for any struc-
ture D € Ha, the underlying graph D of D has size and diameter bounded by O(|E(A)]).

Proof. First, note that D = R3(A*), for some A* € PGa. Then, recall that since A* is a
spanning subgraph of a facial extension AT of A, the edges of A* consist of the vertices of
AT and some of the edges of AT. By the construction of AT, in each face of A the number
of added vertices is a linear function of the size of the boundary of the face. Therefore, since
AT is plane, |[E(AT)| is a linear function of |E(A)|. Thus, |[E(A*)| = O(JE(A)|) and from
Observation 2 we get |E(R3(A*))| = O(|E(A*)]) = O(|E(A)]). Obviously, since R3(A*) is
connected, diam(R3(A*)) < |E(R3(A%))| = O(|E(A))]).

Second, note that |Ha| < |PGa| - max{|Ra~| | A* € PGa}. If A* is disconnected, then
Ra- may contain at most O(|E(A)[!) = 20(EA)ogE(A)) members. It is easy to see why this
holds. In the construction of the subdivided radial enhancement, inside each face there will be
created regions linear to the number of edges that are adjacent to that face. Then, the different
connected components that lie in that face can be placed inside any of these regions and more
edges will be added, equal to size of the facial walks around the connected components (i.e, up
to twice the size of the boundary of the connected components). All these can be bounded by
a factorial function of the size of the boundary of the face and since the number of faces of the
graph is linear to the number of edges, the above bound is reached.

A pattern-guess A* of PGa is constructed by first choosing a facial extension AT € FAa.
Now, observe that in order to enumerate all the possible facial extensions of A, we can restrict
ourselves to the enumeration of the facial extensions of a single face F' of size ¢ as, due to
planarity, the sum of the degrees of its faces is a linear function of the number of its edges.
Each facial extension of the face F' can be constructed by adding at most g vertices inside F' in
layers, such that in each layer the neighborhoods of the vertices are non-crossing partitions of the
boundary of F', where a non-crossing partition P of a set S is a partition with the extra property
that if w1, ug, us, ug are vertices (not necessarily successive but strictly in that order) of the facial
mapping of F, then VSi, Sy € S if {u1,us} € S; and uy € Sy then uq ¢ S2. Since the non-
crossing partitions of a set of size ¢ can be bounded by the ¢g-th Catalan number, i.e., by O(49) =
20(@) | the total number of the facial extensions of A can be bounded by 20V (&)l log|V(A)]) —
20(IEAog[E(A)) | since A is connected. Therefore |Fa| = 20UE@AI1og[EA))  After choosing
AT, we then select an element of span(A™, E(A)), i.e., we choose and remove a subset of E(A)
from A™. This way we can obtain any member of PGa. Hence, we conclude that

|PGA| = ol E(A)] ., 9O(IE(A)[log |[E(A)]) — 9O(IE(A)[-log |E(A)])

and thus [Ha| = 20(E(8)og |EA))) -

The next two lemmata will lead us to Theorem 1 which ensures the correctness of our
algorithm.

Lemma 4. Let T' be a plane graph and A be a connected plane graph. If for every R(I') € Rp
there exists a positive integer ¢ and two structures G € Gp gy and D € Ha, such that
D <. G, then A <T.

Proof. Suppose now that for every R(I') € Rr there exist two structures G € Gp rr),. and
D € Ha, such that D <. G. This is the same as saying that for every R(I') € Rr there
exist a AT € Fa, a A* € span(AT, E(A)), and an R(A*) € Ra~ such that d(p(A*, R(A*)), B)
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<. d(p(T', R(T")),M). Let then I be the plane graph that results from R3(T) if we contract all
connected components of R3(I")[c~1(B)]. It follows immediately that I ~, R3(A*). Let

a: V() UF() = V(R}A%) U F(R3(A*))

be a topological isomorphism between I and R3(A*). Then, for each edge {u,v} € E(A)\E(A*)
there is a face f € F(I') such that both a~'(u) and a~!(v) belong to a member of the facial
mapping of f. Hence, the set S = {{a"'(v),a " (v)} | {u,v} € E(A)\ E(A*)} is insertable in
I'. Hence, A <T. O

Lemma 5. Let I" be a plane graph and A be a connected plane graph. If A X T, then for every
R(T) € Rr there exist two structures G € Or,rr),c and D € Ha, such that D <. G, where c is
a constant such that nia;x{diam(R‘?(A*))} <ec.

To prove Lemma 5 we need the following lemma, which asserts the following: given the
subdivided radial enhancements of the host and pattern graphs, we can restrict our search for
the pattern graph to subgraphs of the host graph of bounded diameter (by some function that
depends onlyon the size of the pattern graph).

Lemma 6. Let G = (G,0,51,...,5;) and D = (D, B, Z1,...,Z;) be two structures, where B
is an independent set and | € N. Then D <. G if and only if there ezists some v € V(G) such

that D <, ngk), where k := diam(D).

Proof. Suppose first that D <. G, i.e., there exists a function o : V(G) — V(D) satisfying the
contraction properties. Then D <. G, and thus there exists a minor D’ of G such that D ~ D’.
Moreover, notice that all vertices of V(D) \ B are mapped to single vertices of G. Then, there
exists a vertex v € V(D') C V(G) such that D\ B ~ D'\ (¢~ }(B)) C BE(v). Consider now
the structure G = (Gy,{uc | C € C(G)},S),...,S)), where G, is the k-contracted graph
around the vertex v, G = G\ BE(v) and S! = S; N BE(v), for every i € [I]. Observe that
Gy = BE(v)W{uc | C € C(G)}. Let then the function p : V(G,) — V(D) be defined as follows.

o p(u) = o(u), for every u € V(BE(v)).
e p(uc) = v, where v € B and there exists v € C such that o(u) = v.

Note then that since D'\ o~1(B) C BE(v) it holds that p~(D) = ¢~1(D). This implies that p

satisfies the first three contraction properties. Moreover, since p(uc) € B, for every C' € C(G),

then p({uc | C € C(G)}) C B and thus, p satisfies the fourth contraction property as well.
Finally, as S, C S; N Bg(v), then p also satisfies the fifth contraction property. Therefore for
the chosen v € V(G) we obtain that D <, a®.

Suppose now that there exists a vertex v € V(G) such that D <. Gq(,k). Then there exists
a function o : V(G,) — V(D) satisfying the contraction properties. Notice that ¢ <. @
(where every vertex of Bg(v) is mapped to itself and every vertex uc is mapped to the connected
component C'). Thus, there exists a function p : V(G) — V(G,) satisfying the contraction

properties. It is easy to confirm that o o p: V(G) — V(D) satisfies the contraction properties
and therefore D <. G. O

We are now ready to prove the section’s main result.

Proof of Lemma 5. First of all, we know that such a constant ¢ exists from Lemma 3 and that in
fact ¢ = O(|E(A)]). Since A < T, there exists an insertable set of non-edges S C E(I') and two
plane graphs IV = (V(T'), E(I') U S) and Iy, such that I'y C I" and A =, I'g. Without loss of

11



generality we may assume that all edges of S are also edges of I'g. Let then o : V/(I'g)UF (I'g) —
V(A)UF(A) be a topological isomorphism between I'g and A. For every edge e = {u, v} of S let
ea = {a(u),a(v)}. We define the sets S, = {e, | e € S}, S2 = S, N E(A), and S = S, \ S2.

We first construct a graph A™ € Fa. For this, we add a set of vertices and edges embedded
inside some of the faces of A in such a way that edges intersect only at their common endpoints.
In particular, for each face f € F(A) with facial mapping w(f) do the following:

e For each edge e = {u,v} that lies inside the region enclosed by a~!(w(f)) in I' and
whose endpoints belong to I, add the edge {a(u),a(v)} in the interior of f in A in
such a way that (i) edges intersect only at their common endpoints and (ii) after we
extend the mapping « so that it takes into account those edges of I' that were added in
A, the following must hold: for any connected component that was inside f and, after
the addition of the edges, is in a face f’, the preimages of the vertices of that connected
component in Iy are inside the region enclosed by a~*(w(f’)).

e Consider the faces fi, f2,..., fj that form the partition of f after the addition of the new
edges. For every such face f; let p; be the region enclosed by a~'(w(f;)) in I'. Notice
that since AT is connected, the boundary of a~'(w(f;)) is connected. For every i € [4]
let Cp, be the set of all connected components that lie entirely in the region enclosed by
a Y (w(fi)) in T'. Let Cgi denote the set of all connected components in Cp, that do not
have any neighbors in Br/(f;). For every C,, € Cp,, let S,, be its neighborhood in Br(f;).
Consider the Hasse diagram defined by the sets .5, and without loss of generality, let Sq,
Sa, ..., Sq be its maximal elements. Let then O, = {C; € C), \Cgi | S; C S}, t €q]. For
every t € [q], add a vertex u; in f; and make it adjacent to the vertices in «(.S;) (notice
that since the boundary is again connected there is a unique way to construct the cyclic
neighborhood of u; up to cyclic permutations). We call O; the origin of uy.

The resulting graph A™ is, by definition, a member of Fa. See an example of such a construction
in Figure 2.

Figure 2: The construction of A*. The new vertices are the vertices of B = V(A*)\ V(A).

To construct A* from AT, for every edge {u,v} € S, we remove the edge {a(u), a(v)} from
AT, Since {a(u),a(v)} € E(A), it follows that

A* € span(AT, E(A)).
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We now define a function g : E(A*) U F(A*) — E(I') U F(T'). Let f € F(A*) with facial
mapping w(f). Observe that there is at least one face f' € F(I") with facial mapping w(f’),
such that for every facial walk w = (u1,...,ur) € w(f) there is a facial walk v’ € w(f’) of
length at least k& and a subsequence (v1,...,v;) of w’ (up to cyclic permutations) with the
following properties: v; = a(u;) if v; € A and v; € V(C), for some C in the origin of u;, if
u; € V(A*)\ V(A).

Notice that due to planarity the regions defined by those walks (unless the walks are trivial)
are mutually nested. Of all such faces (if there are multiple), let f’ be the one whose region
contains all other regions. Then, go(f) = f’. We will call the connected component whose
vertices belong to that walk the outermost connected component.

Recall that, by construction, the new vertices of V(A*)\ V(A) form an independent set.
Thus, for each edge e = {u,v} € E(A*) at most one of its endpoints belongs in V(A*) \ V(A).
If both endpoints u,v of e belong to V(A), then we define go(e) = {a 1 (u),a"t(v)} € E(T).
Otherwise exactly one of u and v, say v, belongs to V(A*) \ V(A). In this case, we define
gole) = {a"(u),v'} € E(T), where v/ is a neighbor of a~!(u) in the outermost connected
component in the origin of v.

Let now R(I') be an arbitrary subdivided radial enhancement of I'. In order to construct
a subdivided radial enhancement R(A*) of A recall that we first subdivide all edges of R(A*)
and then add a radial vertex uy inside each face f € F(A*). For every f let ry,(f) be the
radial vertex of R(I') that was added in go(f). Consider the cyclic neighborhood of rg,(f) in
R(T'). Notice that it can be broken down in si,s9,...,s; segments where s; is a facial walk
w; of w(go(f)). Let w; be the subsequence of the walk that corresponds to a walk z; in w(f).
Add edges between the uy and the vertices of the boundary of uy in such a way that the cyclic
neighborhood of uy is (21, 22, ..., 2). Notice that for every subdivision vertex x of R(A*) that
appears between u; and u;41 in the facial walk of w, there is a subdivision vertex v, appearing
between v; and v;11 in the walk w of w(f). We add an edge {u¢, v, } so that v, appears between
u; and u;41 in the cyclic neighborhood of uy (this can be done in a unique way). We extend
the mapping go restricted to E(A*) to the mapping g1 by mapping every edge {uy,u;} to the
edge {rg,(f),vi}. We also map the edges {uy,z} to the edges {ry (), v.}. Notice that g; can
be extended to F(R(A*)) similarly to go. In the same fashion we extend g; to the function go
on the graphs R?(T') and R?(A*) and then to g3 on the graphs R3(T") and R3(A*). Recall that

d(p(T, R()),0) = (R*(T),0,V (D), V,(T), V;}(T),..., V}(I), VX)),
and that
d(p(A*, R(AY)),B) =
= (R*(A"), V(A") \ V(A), V(A), VA", VHAY), ..., VI(AY), VI (AY)).

Let now o : V(R3(T')) — V(R3*(A*)) such that:

13



u ifveV(T),uecV(A),and a (u) =v e V(I

z if v € VX(T) and there exists u € VZ(A*) with gi(e) = €,i € [3],

where z (resp. v) is the subdivision vertex of the edge e (resp. ¢€)

w if v € V¥(T') and there exists u € V!(A*) with ¢*(f) = f',i € [3],

where w (resp. v) is the radial vertex added in face f (resp. f’)

x  where x € B such that the distance between v and the vertices in
O, in R3(T) is minimized

It is quite straightforward to verify that o satisfies the five required contraction properties
and thus d(p(A*, R(A*)), B) <. d(p(T', R(T")), D). Therefore, since these two structures sat-

isfy the conditions of Lemma 6, we conclude that there exists some v € V(I') such that
d(p(A*, R(A%)), B) <. d(p(T, R(I)), )32 A Notice now that d(p(A*, R(A*)), B) €
Ha and that d(p(T, R(T)), )T D) is 4 minor of d(p(T, R(T)),0)¢ € Gr pry and we
have proven our claim. O

The next theorem is a direct consequence of Lemma 4 and Lemma 5.

Theorem 1. Let I' be a plane graph and A be a connected plane graph. It holds that A <X T
if and only if for every R(I') € Rr there exist two structures G € Gr g, and D € Ha, such
that D <. G, where c is a constant such that Hi%x{diam(R‘g(A*))} <ec.

Theorem 2. There exists an algorithm that, given as input an n-edge plane graph I' and a
connected k-edge plane graph A, decides whether A < T in 20(klogk) . 2 grens.

Proof. Let I and A be two plane graphs, where A is connected. From Theorem 1, we have
A =T if and only if for every R(I') € Rr there exist two structures G € Gr gy and D € Ha,
such that D <. G, where c is a constant such that max{diam(R3(A*)) | A* € PGa} < c =
O(|E(A)]). Thus, in the first step the algorithm fixes an arbitrary R(I') € Rr and constructs the
families Gr p(r),. and Ha. By definition, |Gr gr) | = n and from Lemma 3, [Ha| = 20 (k-log k)
Therefore the algorithm needs to check all possible pairs of structures which are 20(klogk) . .
To do that we can use the algorithm from Proposition 1, since from Lemma 2, the underlying
graphs of all structures in Gp ). have treewidth O(k). The algorithm from Proposition 1
checks each pair in 29(108k) .y steps, therefore the whole algorithm outputs an answer in at
most 20k10gk) .n2 stens. For a more detailed description of the algorithm, see also Algorithm 1.

O
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Input : An encoding an n-edged plane graph I' and a k-edged plane graph A.
Question: Is it true that A < T'?

arbitrarily construct an R(I') € Rr;
foreach facial extension AT of A do
foreach pattern-guess A* based on AT do
construct a member of PGa;
/] |PGA| =20F1ek) vy Lemma 3
end
end
construct Rax based on PGAa;
construct the family Ha based on Rax and PGa;
/] |Ha|=20klogk) by Lemma 3
set ¢ > max{diam(R3(A*)) | A* € PGa};
// ¢=O(k) by Lemma 3
foreach u € V(I') do construct a member of the family Gr pr) . ;

© 0w N O kW N =

I T = S TS O oY
B W N = O

foreach G € Gr r),. do // n steps
foreach D € Ha do // O(klogk) steps
if D <. G then return True;
// in 20(1ogc) .y steps using the algorithm of Proposition 1 since
the underlying graph of G has treewidth < 3(c+ 1) by Lemma 2

[T S
N O«

18 end

19 end

20 return False;

21 // the correctness of the algorithm is ensured by Theorem 1

Algorithm 1: Algorithm of Theorem 2

4 An FPT algorithm for the PTMC problem

We need the following definitions and results before we are ready to prove the main result of
this section.

Given a plane graph I' and a non-negative integer k, we say that a graph I is a k-face
completion of I" if it can be obtained from T in the following way; for every f € F(I') we add
a set By of at most k edges to I' such that the endpoints of the edges in Ey are vertices of I’
that belong to the boundary of f, all the edges Ey lie inside f, they do not intersect I' in any
points other than their endpoints, and finally they do not intersect each other.

Let r and ¢ be integers such that r € N>3,q € N>1. A (r,q)-cylinder, denoted by C, g,
is the Cartesian product of a cycle on r vertices and a path on g vertices. We will refer to
r as the length and ¢ as the width of C,,. Note here that C,, is a 3-connected graph and
thus, by Whitney’s Theorem, it is uniquely embeddable (up to homeomorphism) in the sphere.
Furthermore, C; 4 has exactly two non-square faces f1 and fo that are incident only with vertices
of degree 3. We call one of the faces f1 and fs the interior of C;., and the other the exterior of
C'q. We call the vertices incident to the interior (exterior) of C, , base (roof) of C, 4.

Let I' be a plane graph. We give the definition of the graph I, ; for r € N>3 and ¢ € N>3. Let
fi € F(T')and let ©%,..., @ﬁn be the connected components of Br(f;). For each @;, we denote by
oj; the length of a facial walk of @; We then add a copy C’]’: of (¢, -7, g)-cylinder in the embed-
ding of I" such that @; is contained in the interior of C; and all ©%, ..., 3'._1, ceey ®§»+1 ceey GfOi
are contained in the exterior of CJ’ Then we partition the base of Cji- into 0;,; parts @, | € 0j;
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. . . . T4 .
each consisting of r consecutive base vertices. Let (u}l,uil, . ,ujji’z, ujlz) be a facial walk of
I b b} K

©j,i. We join by r edges the vertex uj, to all the vertices of the set @, [ € 0;;. We apply this
enhancement for each connected component of the boundary of each face of I' and we denote
the resulting graph by I, ,.

We call a face f; of fnq non-trivial if By (f;) has more than one connected components
9

LI @f)i. Notice that if f; is non-trivial, each @; is the roof of some previously added cylinder.
For each such cylinder, let J; be a set of r consecutive vertices of its roof. We add inside f; a copy
Cy, of Cy,.rq such that its base is a subset of f; and let {Iy,...,1,,} be a partition of its roof in
pi parts, each consisting of r consecutive base vertices. For each x € {1,...,p;} we add r edges
each connecting a vertex of J; with some vertex of I, in a way that the resulting embedding
remains plane (there is a unique way for this to be done). We apply this enhancement for each
non-trivial face of fr,q and the resulting graph is the graph I';. ;. Notice that I, ; is not uniquely
defined as its definition depends on the choice of the sets J,. From now on, we always consider
an arbitrary choice for I', , and we call I',, the (7, q)-cylindrical enhancement of I'. Finally,
given a plane graph I and 7, ¢ € N>3. Let Vlgmq = V() and V¥, = V(['v4) \ V(I') and notice
that degpw(v) < 4, for every v € V', . (For an example, see Figure 3.) Given a positive
integer k, we denote by I'j, the graph Lo gk

Figure 3: This figure depicts the construction of I's o from I' (I is the graph on the left).

Lemma 7 ([2]). Let T' be a plane graph and let f be a face of T'. Let also M be a plane graph
such that M C cl(f), E(M) N E(Br(f)) =0 and V(M) C V(Br(f)). Then there is a closed

curve K in f meeting each edge of M twice.
We define the dual of the plane graph I', denoted by IV = (V’, A’) in the following way:
1. for every f € F(I'), we add a vertex vy € V' mapped to a point of f,

2. for every two faces f, f' € F(T') and every edge e € bd(f)Nbd(f’) we add an arc ey y» € A’
joining vy, vy and meeting I' only at a single point of e.

A planar graph G is outerplanar if there exists an embedding I" in 3 and a face f € F(T)
such that every vertex of I" belongs to bd(f). We define the weak dual of such an embedding T’
of an outerplanar graph by removing from its dual the vertex that is contained in the interior
of its unique face f that contains all vertices of I' in its border.

Lemma 8. Let I' be a cycle with n vertices and k chords such that no two chords share a
common endpoint. Let also I' be embedded on ¥ in such a way that if K is the curve defined by
the vertices and the edges of I' then all the chords of I' are contained in its interior. Then I is
an embedded topological minor of the (n,k + 1)-cylinder C' where the vertices of ' are mapped
on wvertices of the roof of C and the paths joining the edges of the cycle contain only vertices

and edges of the roof of C.
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Proof. We prove this lemma by induction on k. Notice that if I" has at most one chord then
the statement holds trivially.

Assume that the lemma holds for every cycle with [ < k chords and let T" be a cycle with k
chords. Notice that I' is an outerplanar graph and consider its weak-dual, which by definition
is a tree, say T. Let e;, i € [k] be the chords that bound the faces of T that correspond to
leaves of T'. We call these chords simplicial. From the induction hypothesis I\ {e; | ¢ € [k]} is
a topological minor of the (n,k — i 4+ 1)-cylinder, say C’, and the paths joining the edges of T’
contain only vertices and edges of the roof of C’. Let C” be the graph obtained from the C’ by
subdiving each edge of C’ that has exactly one endpoint in its roof exactly once and add edges
between the subdivided edges so as to obtain the (n, k — i+ 2)-cylinder, say C'. Notice then that
'\ {ei | i € [k]} is an embedded topological minor of C' such that the paths joining the edges
of I' contain only vertices and edges of the roof of C. Finally, since no two chords of I' share a
common endpoint observe that we may find paths joining the simplicial edges {e; | i € [k]} by
using the newly added vertices and edges of C'. By the construction, it is easy to verify that
the paths joining the edges of I' in C' form indeed the model of an embedded topological minor
of I. O

Observation 4. Let r € N>3 and ¢ € N>o. For every plane graph T', |V (I';4)| = O(|V(I')])
and |E(Trq)] = O(E(T)]).

Let G be a graph. We say that two paths in G are disjoint if they don’t share common
internal vertices. Given a collection P of pairwise disjoint paths of G, we define L(P) = {{x,y} |
x and y are the endpoints of a path in P}.

Given a plane graph I" and an open set A of ¥, we define I'(A) as the graph whose edge set
consists of the edges of I' that are subsets of A and whose vertex set consists of their endpoints.

Proposition 2. Let I be a plane graph, k € N> and let Tt be a k-face completion of I'. For
every face f € F(T'), there is a collection P of k disjoint paths in the graph Ty (f) such that
L(P) = E(I'*(f)).

Proof. Let f; € F(T') be a face of I'. By the assumption, there are at most k edges of I'"
contained in f;. Let {s;,t,}, ¢ € {1,...,k} be those k edges. From now on we will call them
completion edges. Let also ©1,05,...,0] be the gonnected components of Br(f;). Notice that
for every completion edge e either there exists a ©% such that both endpoints of e are vertices of
©j or there exist disjoint O and @}, where each of them contains exactly one of the endpoints
of e. For every edge e for which there exists an ©% that contains both endpoints of e, we say
that e is internal to @}. For every edge e for which there exist disjoint @} and @;, where each
of them contains exactly one of the endpoints of e we say that e is an outgoing edge of @; and
0.

We first consider the case where p; > 2. From Lemma 7, there exists a closed curve Ky, in
fi meeting each completion edge twice such that int(Ky,) contains only points of f;. Moreover,
notice that for every connected component O’ there exists a closed curve K C X \cl(Ky,) in f
such that (1) ©) C int(K7), (2) K meets each internal edge of O} exactly twice, (3) K meets
each outgoing edge of ©] exactly once and (4) for j # 7', KNk} = (). Finally, observe that
we may choose the curves K7, j € [p;], and Ky, in such a way that Ky, C X\ cl(K}), j € [pi].

At every point in X where a completion edge meets a curve Ky, or K}, j € [p;] we add
a new vertex. For every j € [p;], we denote the set of new vertices on K5 by V}. We also
denote by V} the vertices on Ky,. Note here that by definition [V [,[V/| < 2-k. Notice
that every vertex v € V]%i has exactly one neighbor in (J iclpi] V. That is, for every vertex
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v E V]?i there exists exactly one j € [p;] such that N(v) N ij‘ # (). We partition V]?i to the sets
f/ji ={v e V;i | N(v)N Vji # (}. Finally observe that, due to the planarity of the embedding,
for every j € [p;] the vertices of ‘7; appear consecutively in Ky,.

Recall that for every j € [pi], @; defines a closed curve in ¥ and let A; = A[@;, KJ’} denote
the annulus between the curve defined by ©% and K. Without loss of generality we may assume
that the cylinder C; of I'g.p 8. is embedded inside A; in such a way that V]Z are consecutive
vertices of the roof of C} and that Vj - J; It is then easy to see that for every edge inside the
annulus A; (which is part of a completion edge) we may find a path in C’; joining its endpoints
in I'y.

Let now int(Ky,) be the open disk of 3 \ Ky, that contains only points of the completion
edges. Without loss of generality we may also assume that the cylinder Cy, is embedded inside
int(Ky,) in such a way that f/j’ C Ij, for every j € [p;]. Observe that the curve Ky, together
with the edges in its interior forms a cycle @) on 2 - k vertices with k chords where no two
chords share a common endpoint. From Lemma 8, () is an embedded topological minor of the
(2 -k, k+ 1)-cylinder C such that all vertices of @) are mapped on vertices of the roof of C' and
the paths joining the edges of the cycle contain only vertices and edges of the roof of C. Thus,
by appropriately subdividing C' we may see that @ is also a topological minor of C,. Therefore,
for the edges in int(Ky,) there exist vertex disjoint paths in CY, joining their endpoints. This
concludes the proof that there exists a collection P of k disjoint paths in the graph f‘k< fi) such
that L(P) = E(TT(f:)).

In the special case where p; = 1, let us consider only the closed curve Ky, in f; that meets
each completion edge twice and add a vertex at every point where a completion edge meets a
curve K. Then as above the curve Ky, together with the edges in its interior forms a cycle
Q on 2 - k vertices with k chords where no two chords share a common endpoint. Again, from
Lemma 8, @) is an embedded topological minor of the (2 - k, k + 1)-cylinder C' such that all
vertices of () are mapped on vertices of the roof of C' and the paths joining the edges of the
cycle contain only vertices and edges of the roof of C'. Thus, by appropriately subdividing C
we may see that @ is also a topological minor of C}. Therefore, for the edges in int(K7y,) there
exist vertex disjoint paths in C! joining their endpoints. This concludes the proof that there
exists a collection P of k disjoint paths in the graph I (f;) such that L(P) = E(T'H(f;)). O

From the proof of [2, Theorem 2] we obtain the following lemma.

Lemma 9. Let k be a positive integer. Let T be a plane graph and {(s;,t;) | i € [k]} be k pairs
of terminals of I' such that the graph with vertez set J;cpy{si ti} and edge set {{s;,t;} | i € [k]}
is connected. Let also f be a face of T' and T'" be a face completion of f. If T contains k
internally vertex disjoint paths joining the terminals (s;,t;), then there exists a face completion
I’ of f with at most k¥ edges.

We are now ready to prove one of the main results of this section.

Theorem 3. Let I' and A be plane graphs where A is connected and k = |E(A)|2‘E(Ai‘. There
exists a_k-face completion T of T such that A <eyn T if and only if A <5, Tk where
S=V(IE)\V(I) = VIZTQ-k,S‘k'

Proof. Suppose that A <4, Tk, no vertex of A is mapped to a vertex of V(') \ V(I'), and
that P is the collection of disjoint paths in Tk, corresponding to edges of A. Let P’ be family
of the maximal (according to the number of vertices) subpaths of the paths in P that consist
only of edges of E(I';)\ E(T)). Let I't be the graph obtained from T';, by removing all vertices
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of (I'y, \I") that do not belong to any path of P’ and contracting all paths in P’ to a single edge.
Then by construction, I'" is a completion of T" such that A <4, I'".

We now show that if there exists a a completion I't of I such that A <.g, I then A <epm Tk
and no vertex of A is mapped to a vertex of V(I'y) \ V(I'). Let I't be a completion of T' such
that A <g, It where |E(T'") \ E(T')| is minimal. From Lemma 9 we may assume that in each
face f € F(T') at most k edges have been added in I'". Suppose not and let f € F(T') be a face
of T where more than k edges have been added in T't. Let also {{s;,t;} | i € |[E(A)|} be the
pairs of vertices of I' corresponding to the endpoints of the edges of A. Clearly, in I'" there
exist internally vertex disjoint paths joining the pairs {s;,t;}. Let I be the graph obtained from
I't after we remove the completion edges that have been added to the face f of I' in it. As I'T
and T only differ in the edges of f and f is a face of I there clearly exists a completion of the
face f of T' (that is, I'") such that there exist |E(A)| internally vertex disjoint paths joining
the pairs {s;,t;}. From Lemma 9, there exists a face completion I” of f in I with at most
k edges. However, I is also a completion of I' that contains |E(A)| internally vertex disjoint
paths joining the pairs {s;, t;}. Moreover, in every face of I" except f the same amount of edges
as in I'" has been added and strictly less edges have been added in f, a contradiction to the
minimality of I'T.

Proposition 2 yields that for every face f € F(I') there exist a collection P of k disjoint
paths in 'y (f) such that L(P) = E(I't(f)). Therefore, we conclude that A <., I'; and by
construction no vertex of A is mapped to a vertex of V/(T') \ V(). O

Proposition 3 ([11, 10]). There exists an algorithm Ay that given a planar graph G and a non-
negative integer q outputs either a tree decomposition of G of width at most 18q or a subdivided
wall W of G of height q and a tree decomposition D of the compass Ky of W of width at most
18¢ in time O4(|E(G)|).

Proposition 4 ([11]). There exists a function f : N>1 — N>g and an algorithm As that, given
a planar graph T, an k-vertex planar graph A, and a subdivided wall W as a subgraph of T
of height f(k) whose compass has treewidth at most £, outputs an edge e = {u,v} of I' where
degp(v),degr(u) > 2 such that A <cp, T if and only if A <epn T'\ {e}. This algorithm runs in
Or (| E(T)) steps.

Lemma 10. Let T" and A be two plane graphs and V. C V(T'), where | = max{degp(v) |v € V'}.
There exist two plane graphs I and A" such that

o degp(v) =1, for every v € V(I') \ V(I'), every edge in E(T')\ E(T') has one endpoint in
'\ T,

o |E(T)] < (21+3)[BD)], |BA)] < (20 +3)E(A)], tw(I") = tw(I), and

o A<V T if and only if A <0 T

etm

Moreover z'f~1~1 is a spanning subgraph of T such that A' <eem T’ then A <V T'\ E, where
E=E{)\ E).

Proof. For every vertex v € V(I') \ V let (v1,vs,...,v5) be the cyclic neighborhood of v. We
add (I + 1)k new pendant neighbors to v in such a way that in its new cyclic neighborhood
exactly (I + 1) vertices appear between v; and v;11, i € [k], where vy = v1. Let I denote the
new graph.

For every vertex u € V(A) let (u1,ug,...,up) be the cyclic ordering of the neighborhood of
u. We add (I + 1)p new pendant neighbors to u in such a way that in the new cyclic ordering
exactly (I 4 1) vertices appear between w; and u;y1, ¢ € [p], where up1; = uj. Let A’ denote
the new graph.
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Let f be an embedded topological minor model of A in I" where every vertex of A is mapped
to a vertex of V(T') \ V. Then by using the newly added pendant vertices in IV we may extend
it to an embedded topological minor model of A’ in I".

Conversely, let f be an embedded topological minor model of A’ in IV. Notice that all
vertices of V(A) in A’ have degree greater than [. Observe also that by construction all vertices
of V(I") that are not vertices of V(I') \ V are the vertices of V" and the newly added pendant
vertices and thus, have degree at most [. This implies that no vertex of A can be mapped to a
vertex of V in I, Tt follows that if e € E(A) then the path joining its endpoints in the model
of A’ in I does not contain any of the newly added pendant edges. Therefore, the restriction
of f to vertices of A and paths that model edges of A leads to an embedded topological minor
model of A in I' where no vertex of A has been mapped to a vertex of V.

Let now I' be a spanning subgraph of I, where E = E(I") \ E(I), such that A’ is an
embedded topological minor of . Since the degree of every vertex in I' does not increase after
removing edges, as above we obtain that if f is an embedded topological minor model of A in
I no vertex of A has been mapped to a vertex of V. Therefore, again, the restriction of f to
vertices of A and paths that model edges of A leads to an embedded topological minor model
of A in I' \ E where no vertex of A has been mapped to a vertex of V.

Observe that by construction |E(I)| < (21+3)|E(')| and |E(A")| < (21+3)|E(A)|. Finally,
the fact that tw(I'") = tw(T") follows from the folklore observation that the addition of pendant
vertices on a graph does not increase its treewidth. O

Proposition 5. Let ¢ be a fized positive integer. Let A be a k-edge plane graph and I be a plane
graph with tw(I') > 18 f((2¢+3) - k), where f : N>1 — N>q is the function of Proposition 4 and
V C V(T') where degp(2) < ¢, for every z € V. Then, there exists an algorithm A that, given T’
and A, outputs an edge e = {u,v} € E(T) such that degp(v),degp(u) > 2 and A <Y, T if and
only if A\ {e} <V, T. This algorithm runs in Oy(|E(T)|) steps.

—etm

Proof. Observe first that for every edge e € E(I'), if A <Y, T\ {e} then clearly A <Y, T.
Let IV and A’ be the graphs of Lemma 10. Run algorithm A; of Proposition 3 with input
I'" and f((2¢ + 3) - k). As tw(I') > 18f((2¢ + 3) - k), Ay outputs a subdivided wall W of
height f((2¢+ 3) - k) that is a subgraph of I'” and whose compass Ky has treewidth at most
18f((2¢+3) - k).

Run algorithm As of Proposition 4 with input IV, A’ and W. The output of Ay is an edge
e = {u,v} € E(I") such that A" <., I if and only if A" < T\ {e}. Recall that all edges of

E(I")\ E(T') have one endpoint of degree 1. Thus, e is an edge of I'. We will prove that A <Y, T

—etm
if and only if A <Y, T\ {e}. Observe first that for every edge ¢’ € E(T), if A <Y, T'\ {¢'}
then clearly A <Y, T. Thus, let us assume that A <Y, T'. Then from Lemma 10, A’ <, T,

Therefore, from the choice of e, A" <.y, IV \ {e}. Since I\ {e} is a spanning subgraph of T,
again from Lemma 10, A <V, T\ {e}. Since |E(I')| < (2¢+ 3) - |[E(T')], it is clear that the

—etm

overall algorithm runs in Oy (|E(T)|) steps. O

The proof of the following theorem follows by repetitive applications of the algorithm of
Proposition 5.

Theorem 4. There ezists an algorithm that given two plane graphs T and A and a set V- C V(I")
with degr(z) < ¢, for every z € V outputs a graph I, withT' Cg, T’ and tw(I'") = O(f(|E(A)])),
for some computable function f such that A <Y, T if and only if A <Y, T". This algorithm
runs in Opa) (1E(T)]) steps.
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Let T" be a connected plane graph and Z C V(I'), we define the following pair of vertex and
edge structures:

GF,Z = (d(p(r, R(F))v Z)? e(F7 R(F)))

Given two connected plane graphs A and I' and Z C V(I') we say that Ga g is a restricted
topological minor of Gr z, denoted by Ga g <;tm Gr,z, if and only if there exist two functions

f1: V(R¥(A)) — 2VE D) and f, : B(R}(A)) — 2BE @) gatisfying the following:
1. for every z € V(A), fi(z) € V(I)\ Z and | f1(z)] = 1,
2. for every @ € Uieig]V (R (A)), fi(2) ¢ Uicis)(V(R(T))) and |f1(z)| = 1,
3. for every x,y € Ujep) V (RL(A)) is connected and fi(x) N fi(y) =0,

4. for every zy € E3(A), G[f2(zy)] is a path between fi(x) and fi(y) and fa(zy) C E3(T),
and

5. for every xy € E3(A), G[f2(zy)] is a path between some vertex of fi(x) and some vertex

of f1(y).

We will use the following three observations:

Observation 5. Let A, T and © be three plane graphs, O be a subdivision of ©, and Z C V(T').
If A is topologically isomorphic to © and O, <% T, then A <% T.

s —etm

Observation 6. Let © be a connected plane graph and I' be a plane graph. If © st I, then
Go g <rtm Gr,z.

Observation 7. If a connected plane graph I' is a subdivision of a connected plane graph ©,
then G@Jz) <rtm GF,@.

Theorem 5. Let T, A be two connected plane graphs and Z C V(I'). Then A <%, T if and
only if GA,@ <rtm GF,Z-

Proof. Let us make clear what kind of information about I' and A is encoded in the structures
GF,Z and GA’Q.

We first prove that A <Z T implies that Ga g <,sm Gr z. Suppose that A <7 T. Then,
there exist functions p; : V(A) — V(I') and p2 : E(A) — P(I') that satisfy conditions (1)-(3) of
the definition of embedded topological minors and let © be the union of all paths in p2(E(A)).
It is clear that © is connected and is a subdivision of I'(p2), that does not contain any vertex
in Z, thus we get, from Lemma 7, that Gr(,,) 9 <rtm Ge,z. We also have that © <Z T (we
just delete every vertex of I' that does not belong to any path of pa(E(A))) and thus from
Lemma 6 that Grp,,) ¢ <rtm Gr,z. Finally, as A is topologically isomorphic to I'(p2), we get

that GA(P2>:@ <rtm Gr,z, which is what we wanted to prove.

Now we prove that Ga(p,),0 <rtm Gr,z implies that A <Z.T.
For any connected plane graph A, let V" (A) = V.1(A) UV2(A) U V2(A) and V¥(A) = VI(A)U
VZ(A)UVZ(A). Suppose that Ga ()¢ <rtm Gr,z. Then, there exist two functions fi : V(H) —
2V(G) and fo : E(H) — 2F(©) that satisfy conditions (1)-(5) of the definition of restricted
topological minors, where H = R3(A) and G = R3(T'). Let = be the connected graph obtained
by the union of all paths in fo(E(H)). Observe that by deleting from H all vertices in V"(A) and
by dissolving all vertices in V¥(A) we obtain the initial plane graph A. Let G’ be the connected
plane graph obtained by deleting from G(f2) all vertices in V" (I') and G* the connected plane

graph obtained by dissolving all vertices of V*(T') in G'. As H and G(fs) are 3-connected
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and thus uniquely embedded, we finally obtain that A and G* are topologically isomorphic.
Moreover, G’ is a subdivision of G* and G’ <% T, as it is obtained from I' by deleting every

vertex that does not belong to any path of fy(E(A)). Thus, from Lemma 5, we get that
A <Z T, which is what we want. O

—etm

Our algorithm for PTMC. Let I" and A be two plane graphs, where A is connected. From
Therorem 3 we construct a cylindrical enhancement I'y, of ', where the vertices of the set
S = Vi 1. s have degree bounded by a constant such that A, I' are a yes instance if and only

if A §ftm ['). Then, the algorithm of Theorem 3 with inputs Iy, A, S outputs a graph I” with
IV Cgp T and tw(IY) = O(f(|E(A)|)). Moreover, Theorem 5 translates IV, A, and S to two
structures Ga g and Gr,g, for which A §*§tm I if and only if Ga g <ptm Gr,s. Notice that
the relation Ga g <;tm Gr,s can be expressed in Monadic Second Order Logic. Finally, by
observing that tw(R3(I')) = O(f(|E(A)|)) we can employ Courcelle’s Theorem [6] to obtain an

F(IE(A)]) - m? time algorithm, for some computable function f.

5 Extensions

Our approach for the PSC problem can also solve the PLANE INDUCED SUBGRAPH COMPLE-
TION problem, with the same running time, where instead of an embedded subgraph we ask for
an embedded induced subgraph. The only modification would be at the definition of a facial
extension of A where we would additionally require that every connected graph A™ contains A
as an induced subgraph.

In the PTMC problem the connectivity of A is only required in the proof of Proposition 3
(that has been moved to the appendix). We would like to remark here that if we disregard
the embedding of A then the Proposition holds for disconnected graphs as well. In this case
by modifying the algorithm for PTMC we may obtain an FPT algorithm that given a plane
graph I' and a planar graph D decides whether there exists a face completion of I, say I'", such
that D is a rooted topological minor of I'. That is, each vertex of D is mapped to a specified
vertex of I'. Notice that this approach also permits us to solve the PLANAR DISJOINT PATHS
COMPLETION problem where we allow edge additions inside all faces of I (in contrast to [2]
where edge additions are allowed only inside a specified face of T').

Finally, with the same cylindrical enhancement that we apply for PTMC and the extra
restriction that the sets of vertices of the enhanced graph that are contracted to a vertex of
the pattern graph A contain only vertices of the initial graph we can solve the PLANE MINOR
COMPLETION problem. In these last two cases, however, only the existence of an FPT algorithm
is verified (since both would be derived by Courcelle’s Theorem).
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