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Abstract. We describe a multimedia, multilingual and multimodal research
system (CIMWOS) supporting content-based indexing, archiving, retrieval and
on-demand delivery of audiovisual content. CIMWOS (Combined IMage and
WOrd Spotting) incorporates an extensive set of multimedia technologies by
seamless integration of three major components – speech, text and image proc-
essing – producing a rich collection of XML metadata annotations following
the MPEG-7 standard. These XML annotations are further merged and loaded
into the CIMWOS Multimedia Database. Additionally, they can be dynamically
transformed for interchanging semantic-based information into RDF documents
via XSL stylesheets. The CIMWOS Retrieval Engine is based on a weighted
boolean model with intelligent indexing components. A user-friendly web-
based interface allows users to efficiently retrieve video segments by a combi-
nation of media description, content metadata and natural language text. The
database includes sports, broadcast news and documentaries in three languages.

1 Introduction

The advent of multimedia databases and the popularity of digital video as an archival
medium pose many technical challenges and have profound implications for the un-
derlying model of information access. Digital media assets are proliferating and most
organizations, large broadcasters as well as SMEs are building networks and technol-
ogy to exploit them. Traditional broadcasters, publishers and Internet content provid-
ers are migrating into increasingly similar roles as multimedia content providers.
Digital technology today allows the user to manipulate or interact with content in
ways not possible in the past. The combination of PCs and networks allows the indi-
vidual to create, edit, transmit, share, aggregate, personalize and interact with multi-
media content in increasingly flexible ways. The same technology allows content to
be carried across different platforms. In fact, much of the information that reaches the
user nowadays is in digital form: digital radio, music CDs, MP3 files, digital satellite
and digital terrestrial TV, personal digital pictures and videos and, last but not least,
digital information accessed through the Web. This information is heterogeneous,
multimedia and, increasingly, multi-lingual in nature.

The development of methods and tools for content-based organization and filtering
of this large amount of multimedia information reaching the user through many and
different channels is a key issue for its effective consumption and enjoyment. There
are several projects aiming at developing advanced technologies and systems to tackle
the problems encountered in multimedia archiving and indexing [1], [2], [3].
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The approach taken in CIMWOS was to design, develop and test an extensive set
of multimedia technologies by seamless integration of three major components –
speech, text and image processing – producing a rich collection of XML metadata an-
notations and allowing the user to store, categorize and retrieve multimedia and multi-
lingual digital content across different sources (TV, radio, music, Web).

This paper is organized as follows: in the next three sections we focus on technolo-
gies specific to Speech, Text, and Image respectively. These technologies incorporate
efficient algorithms for processing and analyzing relevant portions from various digi-
tal media and thus generating high-level semantic descriptors in the metadata space.
CIMWOS architecture for the integration of all results of processing is presented in
the following section. Evaluation results are reported in the next section and finally
future work is drawn in the last section.

2 Speech Processing Component

When transcribing broadcast news we are facing clean speech, telephone speech, con-
ference speech, music, and speech corrupted by music or noise. Transcribing the
audio, i.e. producing a (raw) transcript of what is being said, determining who is
speaking, what topic a segment is about, or which organizations are mentioned, are all
challenging problems due to the continuous nature of the data stream. One speaker
may also appear many times in the data.

We would also like to determine likely boundaries of speaker turns based on non-
speech portions (silence, music, background-noise) in the signal, so that regions of
different nature can be handled appropriately.

The audio stream usually contains segments of different acoustic and linguistic
nature exhibiting a variety of difficult acoustic conditions, such as spontaneous
speech (as opposed to read or planned speech), limited bandwidth (e.g. telephone in-
terviews), speech in presence of noise, music or background speakers. Such adverse
background conditions lead to significant degradation in performance of the speech
recognition systems if appropriate countermeasures are not taken. The segmentation
of the continuous stream into homogeneous sections (speaker and/or acous-
tic/background conditions) also poses serious problems. Successful segmentation
however, forms the basis for further adaptation and processing steps. Consequently,
adaptation to the varied acoustic properties of the signal or to a particular speaker, and
enhancements of the segmentation process, are generally acknowledged to be key ar-
eas for research to render indexing systems usable for actual deployment. This is re-
flected by the effort and the number of projects dedicated to advance the state-of-the-
art in these areas.

In CIMWOS, all of these tasks are being taken care by the Speech Processing
Component (SPC). The SPC comprises the Speaker Change Detection module (SCD),
Automatic Speech Recognition engine (ASR), Speaker Identification (SID) and
Speaker Clustering (SC). The ASR engine is a real-time, large vocabulary, speaker-
independent, gender-independent, continuous speech recognizer [4], trained in a wide
variety of noise conditions encountered in the broadcast news domain.
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3 Text Processing Component

After processing the audio input, text-processing tools operate on the textual stream
produced by the SPC and perform the following tasks: Named Entity Detection
(NED), Term Extraction (TE), Story Detection (SD) and Topic Classification (TC).

3.1 Named Entity Detection (NED) and Term Extraction (TE)

The task of the Named Entity Detection (NED) module is to identify all named loca-
tions, persons and organizations in the transcriptions produced by the ASR compo-
nent.  CIMWOS uses a series of basic language technology building blocks, which are
modular and combined in a pipeline [5]. An initial finite state preprocessor performs
tokenization on the output of the speech recognizer. A part-of-speech tagger trained
on a manually annotated corpus and a lemmatizer carry out morphological analysis
and lemmatization. A lookup module matches name lists and trigger-words against
the text, and, eventually, a finite state parser recognizes NEs on the basis of a pattern
grammar. Training the NED module includes populating the gazetteer lists and semi-
automatically extracting the pattern rules. A corpus of 100.000 words of gold tran-
scriptions of broadcast news per language (English, Greek) already tagged with the
NE classes was used to guide system training and development.

The term extraction (TE) module involves the identification of single or multi-
word indicative keywords (index terms) in the output of the ASR. Systems for auto-
matic term extraction using both linguistic and statistical modeling are reported in the
literature [6]. The term extractor in CIMWOS follows the same architecture: linguistic
processing is performed through an augmented term grammar, the results of which are
statistically filtered using frequency-based scores.

NED and TE modules were tested on pre-selected sequences of Greek broadcasts
[10]. The NED module obtained a 79-80% precision and a 52-53% recall for locations
and persons. Lower recall is due to missing proper names in the vocabulary of the
ASR engine as also the diversity of domains found in broadcasts. The TE module
automatically annotated the same data, scoring a 60% recall and a 35% precision.

3.2 Story Detection (SD) and Topic Classification (TC)

The basis of the Story Detection (SD) and Topic Classification (TC) modules is a
generative mixture-based Hidden Markov Model (HMM). The HMM includes one
state per topic and one state modeling general language, that is, words not specific to
any topic. Each state models a distribution of words given the particular topic. After
emitting a single word, the model re-enters the beginning state and the next word is
generated. At the end of the story, a final state is reached. SD is performed running
the resulting models on a fixed-size sliding window, noting changes in topic-specific
words as the window moves on. The result of this phase is a set of ‘stable regions’ in
which topics change only slightly or not at all. Building on the story-boundaries thus
located, TC classifies the sections of text according to the set of topic models (and a
general language model). The modeled inventory of topics is a flat, Reuters-derived
structure containing about a dozen of main categories and several sub-categories. The
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annotators had the freedom to add one level of detail to each topic during transcrip-
tion. Several iterations were needed to arrive at a level of topics shallow enough to
provide reasonable amounts of training data per topic but still fine-grained enough to
allow for flexibility and detail in queries.

4 Image Processing Component

The Image Processing Component (IPC) consists of modules responsible for video
segmentation and keyframe extraction; detection and identification of faces at any lo-
cation, scale, and orientation; recognition of objects given knowledge accumulated
from a set of previously seen “learning views”; and video text detection and recogni-
tion. A brief description of these modules is given in the following subsections.

4.1 Face Detection and Identification (FD/FI)

The FD and FI modules spot faces in keyframes and associate them with names.
Given a keyframe extracted from the video by the AVS module, the FD module will
attempt to determine whether or not there are any faces in the image and, if present, to
return the image location and extent of the face. In spite of expanding research in the
field, FD remains a very challenging task because of several factors influencing the
appearance of the face in the image. These include identity, pose (frontal, half-profile,
profile), presence or absence of facial features such as beards, moustaches and
glasses, facial expression, occlusion and imaging conditions. In face recognition and
identication, intra-personal variation (in the appearance of a single individual due to
different expressions, lighting, etc.) and extra-personal variation (variations in ap-
pearance between persons) are of particular interest.

In CIMWOS, both FD and FI modules [7] are based on Support Vector Machine
models. The FD module was trained on an extensive database of facial images with a
large variation in pose and lighting conditions. Additionally, a semantic base of im-
portant persons was compiled for FI training. During the FI stage, faces detected by
the FD module in the keyframes are compared to the model corresponding to each
face in the semantic base. Scores resulting from the comparison guide the module to
identify a candidate face or classify it as “unknown.”

4.2 Object Recognition (OR)

Object Recognition (OR) is used to spot and track pre-defined “objects” of interest.
The objects can be scenes, logos, designs, or any user-selected image parts of impor-
tance, manually delineated on a set of “example views,” which are used by the system
to create object models. In CIMWOS, the object's surface is decomposed in a large
number of regions (small, closed areas on the object's surface) automatically extracted
from the keyframes. The spatial and temporal relationships of these regions are ac-
quired from several example views. These characteristics are incorporated in a model,
which can thus be gradually augmented as more object examples are assimilated [8].



The CIMWOS Multimedia Indexing System 623

This methodology has two fundamental advantages: first, the regions themselves
embed many small, local pieces of the object appearance at the pixel level. Thus, even
in the case of occlusion or clutter, they can reliably be associated with training exam-
ples, since a subset of the object's regions will still be present. The second strong
point is that the model captures the spatio-temporal order inherent in the set of indi-
vidual regions and requires it to be present in the recognition view. This way the
model can reliably and quickly accumulate evidence about the identity of the object in
the recognition view, even in cases where only a small amount of recognized regions
is found (e.g.: strong occlusion, difficult illumination conditions, which might make
many individual regions hard to spot).

Thanks to the good degree of viewpoint invariance of the regions, and to the strong
model and learning approach developed, the OR module can cope with 3-D objects of
general shape, requiring only a limited number of learning views. This way objects
can be recognized in a wide range of previously unseen viewpoints, in possibly clut-
tered, partially occluded, views.

4.3 Video Text Detection and Recognition (TDR)

Text in a video stream may appear in captions produced by the broadcaster, or in la-
bels, logos etc. The goal of the TDR module is to efficiently detect and recognize
these textual elements by integrating advanced Optical Character Recognition (OCR)
technologies. Since text often conveys semantic information directly relevant to the
content of the video (such as a politician's name or an event's date and location), TDR
is recognized as a key component in an image/video annotation and retrieval system.
However, text characters in video streams usually appear against complex back-
grounds and may be of low resolution, and/or of any colour or greyscale value. The
direct application of conventional OCR technology has been shown to lead to poor
recognition rate. Better results are obtained if efficient location and segmentation of
text characters occurs before the OCR stage.

The CIMWOS TDR module is based on a statistical framework using state-of-the-
art machine learning tools and image processing methods [9]. Processing consists of
four stages: Text detection aims at roughly and quickly finding blocks of image that
may contain a single line of text characters. False alarms are removed during the text
verification stage, on the basis of a Support Vector Machine model. Text segmenta-
tion uses a Markov Random Field model and an Expectation Maximization algorithm
to extract pixels from text images belonging to characters, with the assumption that
they have the same colour/grey scale value. During the final processing stage, all hy-
potheses produced by the segmentation algorithm are processed by the OCR engine.
A string selection is made based on a confidence value, computed on the basis of
character recognition reliability and a simple bigram language model.

5 Integration Architecture

The critical aspect of indexing the video segment is the integration of image and lan-
guage processing. Each scene is characterized by the metadata that appear in it.  All
processing modules in the corresponding three modalities (Audio, Image and Text)
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converge to a textual XML metadata annotation scheme following the MPEG-7 de-
scriptors. These XML metadata annotations are further processed, merged and loaded
into the CIMWOS Multimedia DataBase.

The merging Component of CIMWOS is responsible for the amalgamation of the
XML annotations and the creation of one self-contained object that is compliant with
the CIMWOS Database. Additionally, the resulting object can be dynamically trans-
formed into RDF (http://www.w3.org/RDF/) documents, for interchanging semantic-
based information, via XSL stylesheets (http://www.w3.org/Style/XSL).

The CIMWOS Integration architecture (Fig 1) follows a N-tier scenario by inte-
grating a data services layer (storage & retrieval of metadata), a business services
layer incorporating all remote multimedia processors (audio, video and text intelligent
engines), and a user services layer which basically includes the user interface (UI) and
web access forms.

Metadata ServerApplication Server

CIMWOS

Merger

CIMWOS
Modules

CIMWOS

DB

CIMWOS Loader CIMWOS

DB

Fig. 1. CIMWOS Architecture

CIMWOS retrieval engine is based on a weighted Boolean model. Each video
segment is represented by its XML metadata annotation object. Boolean logic is ef-
fectively combined with a metadata-weighting scheme for the similarity measure
which is a function of three factors: metadata-level weights based on the calculated
overall precision of each multimedia processor, value-level statistical confidence
measures produced by the different engines and tf*idf scores for all textual elements
(spoken words). A more detailed description of the retrieval engine can be found in
[10].

6 Evaluation

In this section, we focus on the assessment of the Multimedia Information Retrieval
(MIR) CIMWOS system response to user queries. The evaluation of each contributing
module is reported elsewhere [10]. The accuracy of the integrated environment's re-
trieval capabilities were tested on Greek news broadcasts, on the basis of groundtruth
annotations created by users of different expertise.
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6.1 Evaluation Materials and Method

Evaluation and validation were divided in two phases. During the first phase, the
overall success in retrieval of passages relevant to a particular topic was assessed on
pre-selected sequences of Greek broadcasts. During the second phase of the validation
the retrieval task was repeated, this time on new video material, for which boundaries
of relevant stories for each topic had been previously identified by human annotators.

A group of three individuals (2 men, 1 woman) was set up to carry our validation
from an end-user viewpoint. They had different extensive backgrounds in working
with multimedia objects: an archivist of audiovisual material for the Greek state tele-
vision, a postgraduate student in journalism and media studies, and a historian spe-
cialized in the creation and management of historical archives.

We used 35.5 hours of digital video during the two validation phases. The material
consisted of Greek news broadcasts by state and private TV networks between March
2002 and July 2003. Each video file corresponded to one news broadcast. For the first
validation phase we used 15 videos (henceforth, Collection A) of approximately 18
hours total duration, captured in BETA SP and transcribed in MPEG-2. For the sec-
ond phase we used 15 broadcasts (henceforth, Collection B) amounting to approxi-
mately 17 hours of video, captured via standard PC TV cards in MPEG-2. Biblio-
graphic data (creator, duration and format, etc.) were recorded in the project's media
description format. The fact that the video collection spanned a relatively long time
period ensured the diversity of the news stories presented in the broadcasts.

Gold annotations of each collection were created by the user group, using XML-
aware editors for the compilation of groundtruth data. The CIMWOS query interface
offers different views of the results, and each user was responsible for storing results
in reusable XML files containing information about the criteria used in each query.  A
user familiar with the test collection was responsible for the generation of a list of in-
teresting topics. The user then located manually all relevant sequences, allowing the
association of start and end timestamps with each topic.

During search, users generated queries for each topic of the list based on their own
judgment, using combinations of Terms, Named Entities and/or ASR Text. Users
formed 5 queries, on average, for each topic. Using the HTML interface, they could
browse the results to assess their overall satisfaction with the results.

Users found the returned passages to be short and fragmented in the results from
queries on Collection A videos. This was attributed to the fact that passage identifica-
tion was based on automatic segmentation and clustering by the speech recognition
module, based on speaker turns. For Collection B testing, a different approach was
taken to produce more intuitive passage segmentation. Manual identification of rele-
vant segments was again undertaken, but this time segmentation was based on the sto-
ries contained in each broadcast. The story boundaries were then aligned to the ASR
transcriptions, thus avoiding the temporally short passages observed phase A.

6.2 Results

We collected each version for each user's query as an XML file, and tested against
gold data. Results are shown in Table 1.
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Further testing included filtering out results that scored less than 60% in the
CIMWOS DB ranking system. Although a decrease in the system's recall was ob-
served in the case of Collection B, this filter significantly increased precision in both
validation phases.

The MIR validation phase confirmed the hypothesis that not all metadata annota-
tions are equally important in terms of retrieval accuracy and users’ satisfaction. The
experiments showed that accurate TDR and OR combined with a state-of-the-art ASR
engine (10-20% WER in BNs) can adequately support most retrieval tasks specifi-
cally in case the search unit is the story and not the passage (speaker turns). Moreo-
ver, FD/FI information should be combined with ASR/NED and SID (speaker identi-
fication) results in order to increase the accuracy of the named persons.

Table 1. Retrieval results on Greek video collections

Precision Recall F-measure
Collection A 34.75 57.75 43.39
Collection A + 60% Filter 45.78 53.52 49.35
Collection B 44.78 50.24 47.36
Collection B + 60% Filter 64.96 37.07 47.20

7 Future Work

The three major components – speech, text and image – of the multimodal indexing
subsystem incorporated in the CIMWOS integrated platform produce a rich set of
metadata indices following MPEG-7 descriptors, allowing for flexibility in retrieval
tasks. Our future work focuses on semantically enriching the contents of multimedia
documents with topic, entity and fact information relevant to user profiles; developing
suitable cross-language cross-media representations; and building classification and
summarization capabilities incorporating cross-language functionality (cross-language
information retrieval, categorization and machine translation of indicative summaries)
based on statistical machine translation technology.
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