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Abstract

We provide general inequalities that compare the surface area S(K) of a convex body K in R™ to
the minimal, average or maximal surface area of its hyperplane or lower dimensional projections. We
discuss the same questions for all the quermassintegrals of K. We examine separately the dependence
of the constants on the dimension in the case where K is in some of the classical positions or K is
a projection body. Our results are in the spirit of the hyperplane problem, with sections replaced by
projections and volume by surface area.

1 Introduction

The starting point of this article are two inequalities of the second named author about the surface area of
hyperplane projections of projection bodies. In [I0] it was proved that if Z is a projection body in R™ then

(1.1) 1 Z| = i S(Pei(2)) < buS(Z),
(= n—1

where S(A) denotes the surface area of A, P¢1 (Z) stands for the orthogonal projection of Z to the hyperplane
¢+ perpendicular to a vector £ € S*~1, and
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where w,,, is the volume of the Euclidean unit ball B* in R™. Note that b, ~ 1 and that (1.1} is sharp;
there is equality if Z = BY. Conversely, in [I1] it was proved that if Z is a projection body in R™ which is a
dilate of a body in isotropic position, then
(1.3) | Z| " Juax, S(Per(2)) = c(logn)~28(2),
€sn-

where ¢ > 0 is an absolute constant.

Our first aim is to discuss similar inequalities for the surface area of hyperplane projections of an arbitrary
convex body K in R™. In what follows, we denote by Jx the minimal surface area parameter of K, defined
by

= Te GL(n)}.

(1.4) dx = min {S(T(K)) J|IT(K)]

It is known that cy/n < dx < ¢'n for every convex body K in R™, where ¢, ¢’ > 0 are absolute constants (see
Section 2 for definitions, references and background information).
Our analogue of (1.1)) is the following theorem.

Theorem 1.1. There exists an absolute constant c; > 0 such that, for every convex body K in R™,

L. 20,0 10k
1.5) K|» min S(P:1(K)) < — S(K) < S(K).
( K] main | S(Pes (K)) o ) Jn (K)



This inequality is sharp e.g. for the Euclidean unit ball. Note that ¢;0x/v/n < ¢y/n for every convex
body K in R™, and hence we have the general upper bound

(1.6) |K|» (i, S(Pei (K)) < ev/n S(K).

Our method employs an estimate for the minimal volume of a hyperplane projection of K: one has

n

(1.7) grgin |Per (K)| < ev/n|K —
< n—1

for an absolute constant ¢ > 0.
Assuming that K is in the minimal surface area position we have a converse of Theorem [I.1

Theorem 1.2. Let K be a convex body in R™ which is in the minimal surface area position. Then,

(1.8) KIS min, S(Pe: (K) > % S(K),

where ¢ > 0 is an absolute constant.

The estimate of Theorem is sharp; we provide an example in which the two quantities in are of
the same order, using extremal (with respect to minimal hyperplane projections) bodies of minimal surface
area that were constructed in [12].

In the case where K is a projection body, one can see that holds true with ¢y/n replaced by b, (see
Section 3). This leads to an alternative proof of with a weaker (by a factor of 2) constant.

Theorem 1.3. Let Z be a projection body in R™. Then,

(1.9) | Z|= in S(Pe1(Z)) < 2b, S(Z).
= n—1

It should be noted that there are convex bodies which are not projection bodies but their minimal surface
area parameter Jk is of the order of y/n; an example is given by B, the unit ball of /7. On the other hand,
there exist projection bodies whose minimal surface area parameter is of the order of n; an example is given

by the cube. Thus, the estimates of Theorem and Theorem complement each other. In our next
result we replace min S(P¢. (K)) by the expectation of S(Ps.(K)) on the sphere.

Theorem 1.4. Let K be a convex body in R™. Then,

(1.10) K| [ 8P () do(e) < W;TB:”H

S(K)? (K)?,
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where co > 0 is an absolute constant.

A consequence of Theorem is that if K is in some of the classical positions (minimal surface area,
isotropic or John’s position, or it is symmetric and in Lowner’s position) then

(1.11) KIE [ (P (1)) do(e) < ey ().

The reason is that, in all these cases, the surface area of K satisfies an inequality of the form S(K) < en|K]| =
(see Section 2 for a brief description of the classical positions of a convex body and for a proof of this last
assertion).

Passing to lower bounds, our analogue of (1.3 is the following theorem.



Theorem 1.5. Let K be a convex body in R™. Then,

(112 [ SR do(©) > ca (),

where cz > 0 is an absolute constant.

A consequence of Theorem is that if K is in the minimal surface area, minimal mean width, isotropic,
John or Lowner position, then

(1.13) K[ (P (1) do(e) > e5(5),

where ¢ > 0 is an absolute constant. In particular,

(1.14) K|+ nax S(Per(K)) = ¢S(K).
= n—1

Note that (1.14]) is stronger than (1.3]); moreover, for bounds of this type there is no need to assume that K
is a projection body. In fact, our proof of Theorem shows that (1.13]) continues to hold as long as

(1.15) S(K)™T < o|K|*
for an absolute constant ¢ > 0. This is a mild condition which is satisfied not only by the classical positions

but also by all reasonable positions of K.
All these inequalities are proved in Section 4. Our main tools are a result from [7] stating that

(1.16) S(Per(K)) < 2(n—1) S(K)

| Pes (K) n |K]|
for every convex body K in R™ and any & € S"~1, estimates from [J] for the volume of the projection body
of a convex body in terms of its minimal surface area parameter, and Aleksandrov’s inequalities. For the
class of projection bodies, we prove and use the following sharp estimate (Lemma : if Z is a projection
body in R™ then

nb,,

. n-1
(1.17) min [P (Z)| < |Z]| .

cesn—1 n—1

In Section 5 we study the same questions for the quermassintegrals V,,_(K) = V((K,n — k), (B%,k))
of a convex body K and the corresponding quermassintegrals of its hyperplane projections. We obtain the
following estimates:

(i) For every 1 < p < n— 2 we have

PO (p+ Dwp_10x c(p+1)0k
. n n—1— 1 g - n— < - = n—
(L1 JKIF i Vaoop(Pes () et By, () < L)
and
(1.19) 5B / Vo (Pes (K)) do(e) < @F ezt S ey
gn—1 Nnwny, |K o

(ii) If Z is a projection body in R™ then, for every 1 < p < n — 2 we have

(1.20) 1Z|% min V1 p(Per(2)) < (p+ Dby Ve p(2).

ges’nfl




(iii) If K is in the minimal surface area, isotropic or John’s position, or it is symmetric and in Lowner’s
position, then, for every 1 < p < n — 2 we have

(1.21) K

L Ve (P (K)) dol€) < clp+ DV Vi ().

(iv) For every 1 < p < n — 2 we have
wn,1 n—1—p

(122 [ Ve (Pes (K)) o) > Sk Vi ()55

n—p
Wn

(v) If K is in the minimal surface area, isotropic or John’s position, or it is symmetric and in Lowner’s
position then, for every 1 < p < n — 2 we have

¥

1 W, — CE
(128) K[ Vi (P (1) do() > V1) >

n—p
n

€1\ 2m
a Vi (K).
~) (K

The proofs employ the same tools as in the surface area case. The main additional ingredient is a general-
ization of ([1.16]) to subspaces of arbitrary dimension and quermassintegrals of any order, proved in [5]: If K
is a convex body in R™ and 0 < p < k < n, then, for every F' € G,, 1,

Vap(K) 1 Vip(Pr(K))

(1.24) K[ 7 () [Pe(E)

This inequality allows us to obtain further generalizations of the results of Section 4; we can compare the
surface area of a convex body K to the minimal, average or maximal surface area of its lower dimensional
projections Pr(K), F' € G 1, for any given 1 < k < n — 1. This is done in Section 6.

There are several questions that arise from this work and we hope that the reader might find them
interesting; these are stated explicitely throughout the text.

2 Notation and background

We work in R™, which is equipped with a Euclidean structure (-,-). We denote by || - ||2 the corresponding
Euclidean norm, and write B for the Euclidean unit ball and S™~! for the unit sphere. We denote the unit
ball of £ by BZ, 1 < p < oo. In particular, we also write @, for the cube B, = [-1,1]" and C,, = [—3, "
for the cube of volume 1. Volume is denoted by |-|. We write wy, for the volume of Bf and o for the rotationally
invariant probability measure on S"~!. The Grassmann manifold G,, ;. of k-dimensional subspaces of R”" is
equipped with the Haar probability measure v, . For every 1 <k <n —1 and F € G, we write Pr for
the orthogonal projection from R™ onto F, and we set B = By N F and Sr = S"~! N F. Finally, we write
A for the homothetic image of volume 1 of a symmetric convex body A C R", i.e. A := |A|_%A.

The letters c¢,c’,c1,co etc. denote absolute positive constants which may change from line to line.
Whenever we write a ~ b, we mean that there exist absolute constants cq,cy > 0 such that cia < b < coa.
Also, if K, L C R™ we will write K ~ L if there exist absolute constants c1, co > 0 such that c; K C L C o K.

We refer to the books [6] and [14] for basic facts from the Brunn-Minkowski theory and to the book
[1] for basic facts from asymptotic convex geometry. We also refer to [3] for more information on isotropic
convex bodies.

2.1. Convex bodies. A convex body in R” is a compact convex subset K of R™ with non-empty interior.
We say that K is symmetric if # € K implies that —x € K, and that K is centered if its barycenter |—11(‘ fK xdx

is at the origin. The support function of a convex body K is defined by hx(y) = max{(z,y) : € K}, and
the mean width of K is

(2.1) w(K) = /SH hic (0) dor ().
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The circumradius of K is the quantity R(K) = max{|lz|2 : © € K} ie. the smallest R > 0 for which
K C RBj. If 0 € int(K) then we write 7(K) for the inradius of K (the largest r > 0 for which rBy C K)
and we define the polar body K° of K by

(2.2) K°:={yeR":(z,y) <1lforallz e K}.

The volume radius of K is the quantity vrad(K) = (| K|/ |B§\)1/ ". Integration in polar coordinates shows
that if the origin is an interior point of K then the volume radius of K can be expressed as

23) )= ([ polas)

where ||0||x = min{t > 0:0 € tK}. We also define
(2.4) M) = [ 10l doto)

2.2. Mixed volumes. From Minkowski’s fundamental theorem we know that if Ky, ..., K,, are non-empty,
compact convex subsets of R™, then the volume of t; K1 + - - - +t,,, K, is a homogeneous polynomial of degree
n in t; > 0. That is,

(25) |t1K1++thm| = Z V(Kilv'“;Kin)til"'tinv

1<ty inSm

where the coefficients V(Kj,, ..., K; ) are chosen to be invariant under permutations of their arguments.
The coefficient V (K7, ..., K,) is the mixed volume of K, ..., K,. In particular, if K and C are two convex
bodies in R™ then the function |K + ¢C| is a polynomial in ¢ € [0, 00):

n

(2.6) K +tCl =" (’;) Vi (K,C) 14,

=0
where V,,_;(K,C) = V((K,n — j),(C, j)) is the j-th mixed volume of K and C' (we use the notation (C, j)
for C,...,C j-times). If C' = BY then we set V,,_;(K) :=V,_;(K,By) = V((K,n — j), (B%,7)); this is the
j-th quermassintegral of K. Note that
1 .. |K+tC|—|K]
= lim ——MM—

n t—0+ t

(2.7) Vo1 (K, C) =

)

and by the Brunn-Minkowski inequality we see that

n—1
n

(2.8) Vao1(K,C) = |K|5 |C]Mm

for all K and C (this is Minkowski’s first inequality). The mixed volume V,,_; (K, C) can be expressed as

1

(2.9) Vaa(K,0) = /S he(®)dok(6),

where o is the surface area measure of K. In particular, the surface area of K satisfies
(2.10) S(K) =nV,_1(K).

We will also use the Aleksandrov inequalities: if K is a convex body in R™ then the sequence
1

®

(2.11) Qu(K) = <1 /G Py (E9) dun,k<F>)

Wk
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is decreasing in k. This is a consequence of the Aleksandrov-Fenchel inequality (see [4] and [14]). In
particular, for every 1 < k < n — 1 we have

1
k

(2.12) ('I(')}l < (1 /G |PF(K)|dyn,k(F)> < w(K).

Wk

2.3. Classical positions. Let K be a centered convex body in R™. We introduce the classical positions of
K that we are going to discuss; we set the notation and provide some background information.

Minimal surface area position. We say that K has minimal surface area if S(K) < S(T(K)) for every
T € SL(n). Recall that the area measure oy of K is the Borel measure on S™~! defined by

(2.13) ok (A) = A({z € bd(K) : the outer normal to K at x belongs to A}),

where A is the usual surface measure on K. Petty ([I3], see also [9]) proved that K has minimal surface area
if and only if ok satisfies the isotropic condition

(2.14) S(K) =n L (€.6)%doxc(0)

for every & € S"71. From the isoperimetric inequality we know that S(K) > nwé | K |an1 The reverse
isoperimetric inequality of K. Ball [2] states that if & has minimal surface area and volume 1 then S(K) <
S(Cy) = 2n in the symmetric case and S(K) < S(A,) < ¢on in the not necessarily symmetric case, where
A, is a regular simplex of volume 1 in R™ and ¢y > 0 is an absolute constant.

Minimal mean width position. We say that K is in minimal mean width position if w(K) < w(T(K)) for
every T' € SL(n). It was proved in [§] that K has minimal mean width if and only if

(2.15) w(K) =n /S 60 hc(0)do(6)

for every £ € S, From results of Figiel-Tomczak, Lewis and Pisier (see [I, Chapter 6]) it follows that if a
symmetric convex body K in R™ has minimal mean width then

(2.16) M(K)w(K) < ¢y log(dix + 1)

where di := d(K, BY) is the Banach-Mazur distance from K to BY and ¢; > 0 is an absolute constant. If
we assume that |K| = 1 then it is easy to check that M (K) > ¢/y/n, and hence from we see that
w(K) < ey/nlog(dx + 1). Then, a simple argument shows that a not necessarily symmetric convex body of
volume 1 in R™ that has minimal mean width satisfies a similar bound: w(K) < ¢y/nlogn.

Isotropic position. For every centered convex body K of volume 1 in R™ and any ¢ > 1 we define

(2.17) I,(K) = (/K ||x||§dx)1/q.

We say that K is in the isotropic position if Io(K) < Ix(T(K)) for every T € SL(n). This is equivalent to
the existence of a constant Lx > 0 such that

(2.18) / (2, &) dw = Ly
K
for every £ € 8”1, It is known that if K is centered then

(2.19) /K<x,§>2dx ~ |K Ner|2
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for every & € S"~!. Therefore, if K is isotropic we see that all hyperplane sections K N&+ of K have volume
equal (up to an absolute constant) to L.

John and Léwner position. We say that a convex body K is in John’s position if the ellipsoid of maximal
volume inscribed in K is a multiple of the Euclidean unit ball BY. We say that a convex body K is in
Lowner’s position if the ellipsoid of minimal volume containing K is a multiple of the Euclidean unit ball
B3. One can check that this holds true if and only if K° is in John’s position. The volume ratio of a centered
convex body K in R" is the quantity

(2.20) vr(K) = inf { (|5K||> ! : £ is an ellipsoid and £ C K} .

The outer volume ratio of a centered convex body K in R™ is the quantity ovr(K) = vr(K°). K. Ball proved
in [2] that if K is in John’s position then vr(K) < vr(C},) =~ y/n in the symmetric case and vr(K) < vr(A,) ~
v/n in the not necessarily symmetric case; in fact, the reverse isoperimetric inequality follows from this fact.

2.4. Surface area and inradius. Let K be a centered convex body in R™. Recall that the inradius r(K)
of K is the largest r > 0 for which rBf C K. Using the monotonicity of mixed volumes we may write

1
2.21 K) = nV, 1 (K, B}) < nV,_ (K, —K).
(2:21) S(K) = nVaa (€, B) < nViuca (K. 5
Since the mixed volumes are homogeneous with respect to each of their arguments and V(K, ..., K) = | K|,

we have the following general estimate for the surface area S(K) of K.

Lemma 2.1. Let K be a convez body in R™ with 0 € int(K). Then,

(2.22) S(K) < :‘J[Ié)

Using Lemma [2.1] we obtain upper bounds for the surface area of a body which is in isotropic, John’s or
Lowner’s position.

Proposition 2.2. Let K be a centered convex body of volume 1 in R™.
(i) If K is isotropic then S(K) < ecn/Lg < ¢'n, where ¢,¢’ > 0 are absolute constants.

(i) If K is in minimal surface area position or in John’s position then S(K) < cn, where ¢ > 0 is an
absolute constant.

(iil) If K is symmetric and in Lowner’s position then S(K) < cn, where ¢ > 0 is an absolute constant.

(iv) If K is symmetric and in the minimal mean width position then S(K) < cnlogn, where ¢ > 0 is an
absolute constant.

Proof. The inclusion Lx By C K for an isotropic symmetric convex body K in R™ is clear since
hic(u) = [1¢udll Lo () 2 (1 udll2 ) = L

for every u € S"~1. This shows that r(K) > Lk in this case. If K is centered but not necessarily symmetric,
then we still have hx (u) > cLk: to see this, we use the fact that e~ max{|K N (t0+01)| : t € R} < |[KNHL|
(see [3, Chapter 2]) and then write

Lthg(u) = crhg(u)|K N0+ > cg/ |K N (t + 61)| dt
0

=cl{zr e K : (x,0) > 0}| > cs,



where ¢z > 0 is an absolute constant (the last inequality follows from Griinbaum’s lemma, see [3, Chapter
2]). To conclude the proof of (i) we recall that L > ¢ for any convex body K in R™.
Assume that K is in John’s position. Then, using the volume ratio estimate we see that

\/ﬁ ~ |K| %_Vr C\/T
z2) x5~ (pomy) = vu0<evm

which implies that r(K) > ¢, and hence S(K) < ¢~ !n. It follows that if K is in minimal surface area position
we also have S(K) < ¢ 'n.

Next, assume that K is symmetric and in Loéwner’s position; this time we use the fact that R(K) <
vnr(K) by John’s theorem, and then

(2.24) 1=|K[Y" <|R(K)By|V™ < cR(K)/vn < er(K).
Finally, if K is symmetric and in the minimal mean width position we can use the direct estimate
(2.25) R(K®) < ev/nw(K°) = ey/nM(K) < ' logn

which is a consequence of (2.16) and of the fact that w(K) > ¢y/n by Urysohn’s inequality. This shows that
r(K) =1/R(K°) > ¢/logn, and (iv) follows. 0

Note. The example of the cube C,, shows that the bounds (i), (ii) and (iii) of Proposition are sharp up
to an absolute constant.

3 Projections of projection bodies

A zonoid is the limit of Minkowski sums of line segments in the Hausdorff metric. Equivalently, a symmetric
convex body Z is a zonoid if and only if its polar body is the unit ball of an n-dimensional subspace of an
Li-space; i.e. if there exists a positive measure u (the supporting measure of Z) on S"~! such that

(3.1 hola) = llelz = 5 [ lwadlduty)

The class of origin-symmetric zonoids coincides with the class of projection bodies. Recall that the projection
body IIK of a convex body K is the symmetric convex body whose support function is defined by

(3-2) hnx (€) = [P (K), e 8"

From Cauchy’s formula

(33 Pe(K) =5 [ 6.0 o),
where o is the surface area measure of K, we see that the projection body of K is a zonoid whose supporting
measure is ox. Minkowski’s existence theorem implies that, conversely, every origin-symmetric zonoid is
the projection body of some symmetric convex body in R™. Moreover, if we denote by C, the class of
origin-symmetric convex bodies and by Z, the class of origin-symmetric zonoids, Aleksandrov’s uniqueness
theorem shows that the Minkowski map II : C,, — Z, with K — IIK, is injective. Note also that Z, is
invariant under invertible linear transformations and closed in the Hausdorff metric.

Let K be a convex body of volume 1 in R™. Then, the volume of IIK and of its polar body II* K satisfy
the bounds (see [9])

(3.4) <6K) < |IK| < w, <w”18K)

n NWn,



and

4"n"
on
nlo%

NWn,

(35) on (22} <IN <

wn—laK

All these inequalities are sharp as one can see from the examples of the ball and the cube.

Our next lemma provides an estimate for the volume of the minimal hyperplane projection of a zonoid.
Lemma 3.1. Let Z be a zonoid in R™. Then,

n

by . one
3.6 i P (Z)] < VA
(3.6) min, [P (2)] < 2212

Proof. We write Z = I1K for some convex body K. Recall the volume formula for zonoids

1 1
BN 2= Ve (ZTE) = Vo (1Z) = [ hna@dow(©) = - [ 1P (@)l dox(©).
Therefore,
S
(3.5) 21> 28 i (P ().

On the other hand, by (3.4) we have

wn718K|K n;l < bnS(K)

(3.9) |Z|w = [IK|* <

n—1 n_l )
nwnp"

where we used the definition (T.2) of the constant b, and the fact that S(K) > dx|K|™+ by the definition
(1.4) of the minimal surface area parameter dx. Then,

K n— K
S i (P (2) < 12141277 < 25D 71,

3.10
( ) n  gesn— n—1

and the result follows. O

Since every projection of a zonoid is a zonoid, a simple induction argument leads to the following general
result.

Theorem 3.2. Let Z be a zonoid in R™. Then, for every 1 < k < n —1 we have

k
11 i Pr(Z2)| < Z|n,
(3.11) P 1Pr(2)] < ok 2]
where
L sb ~ow
s s—1
(3.12) Onk = II — = II =
s=k+1 s=k+1 Ws

Question 3.3. The example of the ball shows that Lemma[3.1]is sharp. It would be interesting to establish
the precise constant in Theorem [3.2]



4 Surface area of hyperplane projections

Our generalization of (1.1 is in terms of the minimal surface area parameter dx of K.

Theorem 4.1. Let K be a convex body in R™. Then,

. 2b, 0K 10K
4.1 K|» min S(P:1(K)) < — S(K) < S(K),
(1) KTF i, (P () < 2258 8(06) < S 51

where ¢1 > 0 is an absolute constant and O is the minimal surface area parameter of K. Therefore, in
general we have that

(4.2) (K| min S(Pex (K)) < v/ S(K).

The main ingredient in the proof is the next result from [7].

Lemma 4.2. If K is a convez body in R™ then

S(Pes (K) _ 2(n—1) S(K)

(4.3) PB)] S K

for every £ € S*L.

Proof of Theorem (4.1} From (4.3) we have

2(n—1)
(4.4) K[ S(Fer (K)) < = S(K) [ Pex (K))
for every £ € S"~1. Therefore,
(4.5) K| min S(Pe (K) < 22N S(K) min [P (K)|
' cesn-1 & S oon cesn1 &
Next, we observe that
(46) i [P () = _min i (€) = (1K),
Since
1 Wp— 8 n—1
(4.7) MK |v < 222K g
nwnn
we get
(4.8) P(TK) < vrad(ITK) < 219K | e 2t
n
Going back to (4.5) we see that
. 2(n — 1w, 10Kk n-1
4.9 K S(P.. (K)) < S(K) |K|*,
(19 K| min, S () < 20108 g4) g
and this proves (4.1)). O
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Question 4.3. It would be interesting to decide whether there exist convex bodies K such that

(4.10) IK|* min S(Pe.(K)) > ev/n S(K).

Eesnfl

This would show that Theorem is asymptotically sharp. Note that in the case of the Euclidean ball one
has

(4.11) B}

We can prove an inequality which is reverse to (4.1) for any convex body K which is in the minimal
surface area position, using the following fact (see Theorem 1.2 in [7]): for any convex body K in R™ and
any £ € S"~! one has

Vn_Q(K) Vn72(P§i (K))

#12) Wi (K) S [P ()

Note that

(4.13) Vi 2(K) = wn [Qu-a ()" > won [Qu-1 (B))"2 = i T Va1 (K)) 5,
while

(4.14) 2V 1(K) = S(K), (n—1)Vy_s(Per (K)) = S(Pes (K))

and if K is in the minimal surface area position by (2.14) we also have

S(EK) _ Vaa(K)

@) P =g [ Jwldo > g [ g o =

2 2 2n 2
Combining the above we get
n—Dwi! n—2
(1.16) S (1)) > Dy ey
Therefore, we have
1
ES . n—1 wfj n—2 1 n—1 nt n—2 1
@1n) P min, S (k) > Oy et gt = DO g kg
gesn 4pn=T
Since S(K) = 0k |K\"T_l7 we get:
R
(4.18) K[F min S(Po(K) > P2 U9 T gk,
Sn—l 6 n—2 _—
s dnn=rOp !

This proves the following;:

Theorem 4.4. Let K be a convex body in R™ which is in the minimal surface area position. Then,

1 C
. " i 1 > — R
(4.19) K[F min S(Pe (K)) > = S(K)

where ¢ > 0 is an absolute constant.
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Remark 4.5. Theorem is sharp. In [12] it is proved that there exists an unconditional convex body Ky
of volume 1 in R™ which has minimal surface area and satisfies

. C1
(4.20) (uin, | Pes (Ko)| < N

where ¢; > 0 is an absolute constant. From (4.5) we see that

(421) Kol min S(Pe. (Ko)) < 21

Juin S(Ko) min [Pes(Ko)| <

cesn— S(Ko),

SIE

and since |Ky| = 1 we get:

Proposition 4.6. There exists an unconditional convex body K in R™ which has minimal surface area and
satisfies

1 C
4.22 Kol|» in S(P:1(Kp)) < —= S(Ky),
(4.22) | Ko 5612121 (Pex (Ko)) NG (Ko)
where ¢ > 0 is an absolute constant.

Next, assume that K = Z is a zonoid. Repeating the previous argument, but using now Lemma [3.1] in
order to estimate r(I1Z), we obtain an alternative proof of ([1.1)) (with a weaker, by a factor of 2, constant).

Theorem 4.7. Let Z be a zonoid in R™. Then,

(4.23) | Z|= (i, S(Pei(2)) < 2b, S(2).
6 n—
Proof. We have
(4.24) 1z min S(Pe(2) < 2PN 92y min (P (7)) < 20D M gigy %
’ gesn—1t & = n gesn—t & = n n—1
by Lemma Dividing by |Z |% we get the result. O

Question 4.8. It would be interesting to decide whether in the case of zonoids one has

(n—1)

(4.25) 2] 5(Pe(2)) < 5(2) [P+ (2)]

for every ¢ € S"~!. This improvement of (4.3 (for the class of zonoids) would give a sharp version of
Theorem 7

Next, we pass to estimates for the average surface area of hyperplane projections of K.
Theorem 4.9. Let K be a convex body in R™. Then,
2b,,
(4.26) K] S(Per (K))do(§) < —3

Sn—1 s

S(K)? < %SW,

where ¢; > 0 is an absolute constant.

Proof. From (4.3 we have

(4.27) |K|S(Per(K)) < =———



for every £ € S"~!. Integrating on S”~! and using the identity

nwr,
(4.29) S() =22 [ P ()] do(e)
we get
2(n—1

(4.29) K| [ s (k) dote) < D s) [Pl dote)

S'n.fl S'n.fl

_ 2(n— 1) wp—1 S(K)?
no nw,
Since
2(n — 1) wp—1 2bn

(4.30) e = 7
we get the result. O

Now, let us assume that K is in the minimal surface area, isotropic or John’s position, or it is symmetric
and in Lowner’s position. Then, from Proposition 2.2l we know that

(4.31) S(K) < con

where ¢y > 0 is an absolute constant. From Theorem we get:

Theorem 4.10. Let K be a convex body in R™. If K is in the minimal surface area, isotropic or John’s
position, or it is symmetric and in Lowner’s position, then

(4.32) KIE [ (P () do(6) < xS ()
where co > 0 is an absolute constant.

Note. If K is symmetric and in the minimal mean width position, using Proposition [2.2] again, we get a
weaker (by a logn term) result:

(4.33) KIE [ (P () do(6) < cavnliogm) S(E)

where ¢y > 0 is an absolute constant.

We pass now to lower bounds. Our analogue of (1.3)) is the next theorem.

Theorem 4.11. Let K be a convex body in R™. Then,

(4.34) /S S(Pe(K))do(€) > cs S(K)=T,

where c3 > 0 is an absolute constant.
Proof. We write

n—lwn 1

(4.35) /SWIS(PQ(K))GZU(E) s /sn l/sn 1m§¢ P gyr (K)| dog. (0) do(€)

(n—1)wn—1

_ (n=Dwn / | Pp(K)| dvp o (F).
Gnon—2

Wn—2

13



From the Aleksandrov inequalities it follows that

(4.30) (wn12 /| n=n2|PF<K>|dun,n_2<F>>“ > (o5 [ reolan©)
()"

(4.37) /S S(Per(K))do(§) > % S(K)"=t > e38(K)n T,

which gives

where c3 > 0 is an absolute constant. ]

Now, let us assume that K is in the minimal surface area, minimal mean width, isotropic, John or Lowner
position. Then, from Proposition (or from simple estimates in the cases of a not necessarily convex body
K that are not covered there) we know that, e.g.

(4.38) S(K) < con? |K|™5,

where ¢y > 0 is an absolute constant. It follows that

(4.39) S(K)™T < (con?) ™7 [K|* < el K7,
where ¢4 > 0 is an absolute constant. Then,

n—

(4.40) \K|% S(K)"= > ;' S(K).

Thus we have proved:

Theorem 4.12. Let K be a convez body in R™. If K is in the minimal surface area, minimal mean width,
isotropic, John’s or Lowner’s position, then

(4.41) KIE [ (P () do(€) > 65 S(E).

where c5 > 0 is an absolute constant.

Note. The proof of Theorem shows that continues to hold as long as the mild condition
(4.42) S(K)™T < ¢|K|*

is satisfied by K with an absolute constant ¢ > 0.

5 Quermassintegrals of hyperplane projections
A generalization of (4.3)) to subspaces of arbitrary dimension and quermassintegrals of any order was given
in [5].

Theorem 5.1. Let K be a convex body in R™ and let 0 < p < k < n. Then for every k-dimensional subspace
F of R, if Pp(K) denotes the orthogonal projection of K onto F, we have

VoK) 1 Viey(Pe(K))

(5:1) K[ 7 () (Pe(K)]

14



Setting k =n — 1, for every 1 < p < n — 2 we have

anp(K) > 1 anlfp(PEJ-(K))

5.2 2

2 Kl p+l P (K)

Therefore,

(5.3) K| min Vi1 p(Pe (K) < (p+ 1) Vo p(K) _min_|Pes (K],

gesn—1 gesn—1
and using (4.8) and Lemma we immediately get the following theorem.

Theorem 5.2. Let K be a convex body in R™. For every 1 < p < n — 2 we have

(5.4) K

% min Vn_l_p(PgL (K)) g (p+ ]‘)wn—laK Vn_p(K) < Cl(p+ ]‘)8K

< Vi (),
gesn—1 W, vn p(K)

where ¢1 > 0 is an absolute constant. If Z is a zonoid in R™ then, for every 1 < p < n — 2 we have

(5.5) |Z|w (i Vao1p(Pes (2)) < (0 Dbn Vo (2).
Starting from (|5.2)) and integrating on the sphere we get

(5.6) | K| . Vic1-p(Per (K))do(§) < (p+ 1)V p(K) /Sn_1 |Per (K)| do(€)

_ ey gk,

nwy,
Dividing by |K|nv;L1 we get:
Theorem 5.3. Let K be a convex body in R™. For every 1 < p < n — 2 we have

P + 1)wn,1 S(K)

(5.7) K| /S V(P () do(6) < Vo p(K).

n

In particular, if K is in the minimal surface area, isotropic or John’s position, or it is symmetric and in
Léwner’s position, then we have

(5.8) K [ Virip(Pes (K)) o) < 1o+ )iV (),

where ¢; > 0 is an absolute constant.
For the lower bound, an analogue of Theorem [4.11} we first observe that
(5.9) Viep(K) = wn [Qn—p(K)]" 7P and  Vio1-p(Pes (K)) = wno1 [Quo1—p(Pes (K))" 7P

for every &€ € S"~1. Then, we write

o Wn—1

(5.10) /S o Vrerep (P () dor(§) = 2 /5 . /G I | P (K)|d(E) do(€)
_ Wp—1
e P s (F)

= Wn—1 [Qn-1-p(K)]" 177

15



From the Aleksandrov inequalities we have Qn—1-p(K) > Qn—p(K), and hence

(5.11) /S  Vaerp(Per (K)) do(€) > wan [Qn—p(K)]" 7277

n—l—p

> Wn1 (Vn—p(K)> np

Wn

which gives the next theorem.
Theorem 5.4. Let K be a convex body in R™. For every 1 < p < n — 2 we have
wn71 n—1—p

(5.12) L%j%+ﬂ&dK»w@> e WV p (K55

n—p
Wn

Using the monotonicity of mixed volumes we may write

K]

(5.13) Vn—p(K) < Vn—P((Kvn 7p)v (T(K)71K7p)) < T(K)P'

Now, let us assume that K is in the minimal surface area, isotropic or John’s position, or it is symmetric
. . " 1 .
and in Lowner’s position. Then, r(K) > ¢g|K|» for an absolute constant ¢ > 0, and (5.13]) gives

(5.14) K5 > Vo (K).
Therefore,
1 n—1—-p n{p 1 n—1—p %ip
(5.15) |K|" [Vn—p(K)] P20 [Vn—p(K)]"HP [Vn—p<K)] nTr =6 Vn—p(K)-

From Theorem [5.4] we get:

Theorem 5.5. Let K be a convex body in R™, which is in the minimal surface area, isotropic or John’s
position, or it is symmetric and in Lowner’s position. For every 1 < p < n — 2 we have

D

(5.16)  |K|* [3 Ve (P () do() > T v () >

n—p
Wn,

C1

2y
) V7L—P(K)7

n

where ¢; > 0 is an absolute constant.

P
Note that (<)%= > ¢, for an absolute constant c; > 0 as long as p < cn/(logn).

6 Surface area of projections of higher codimension

Recall that mV,,_1(A) = S(A) for every convex body A in R™. Therefore, setting p = 1 in Theorem We
get:

Lemma 6.1. Let K be a convez body in R™ and let 1 < k <n —1. Then for every k-dimensional subspace
F of R™ we have

S(UE) _ m S(Pe(K))

(6.1) K| ~ k(n—k+1) [Pp(K)|

We first prove an analogue of Theorem |4.7]

16



Theorem 6.2. Let Z be a zonoid in R™ and let 1 < k <n—1. Then,

(6.2) 215 min S(Pr(2)) < 0 S(2),

where gn i is the constant in Theorem [3.2]
Proof. From (6.1)) we see that

kE(n—k+1)

k(n —k+ 1) &
6.3 Z in S(Pp(Z)) < S(Z in |Pr(2)|< ———o0nx S(2)|Z]|",
63) 120 min S(Pe(2) < T2 S(Z) min P(Z)) < S 0, 8(2)]
where in the last step we have also used Theorem Dividing by |Z |% we get the result. o

Definition 6.3. For every convex body K in R" and every 1 < k < n — 1 we introduce the parameter

1

(6.4) pr(K) == W

/ |Pe ()] dvg i (F).
G,k

Using Lemma [6.1] and applying the same argument as in the proof of Theorem [4.9] we get:
Theorem 6.4. Let K be a convex body in R™ and let 1 <k <n—1. Then,

k

E(n—k+1)

(65) KI5 [ SPe) o (B) < S S() ().
Proof. From Lemma we have
(6.6) 1K1 8(Pe(K)) < BT g0y by (i)

n
for every F' € G, 1. Integrating with respect to v, , on G, 1 we get

E(n—k+1)

(6.7) K| [ SPe) o () <

‘ﬂK)A;IPﬂKNd%$@%

and the result follows. O

Remark 6.5. Let us assume that K is in the minimal surface area, isotropic or John’s position, or it is
. . . oy 1
symmetric and in Léwner’s position. From (5.13]) and the fact that r(K) > co|K|= we get

1 wyg 1 wyg |K| Wi
6.8 Pk K) = ka K < — ek — .
(6.8) () |K|n wn () |K|% Wn cg*k|K|Tk wneh ™k

Then, Theorem [6.4] gives the following analogue of Theorem [1.10}

Theorem 6.6. Let K be a convexr body in R™. If K is in the minimal surface area, isotropic or John’s
position, or it is symmetric and in Lowner’s position, then

(69 RIS [ SRR dunet) < M D g
G,k n WnCy

where cog > 0 is an absolute constant.

The lower bound of Theorem [4.11| can be generalized as follows.
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Theorem 6.7. Let K be a convex body in R™. For every 1 < k < n— 1 we have

(6.10) / S(PF(K))dyn,,c(Fp&MS(K)E.
Gn,k ’I’],(,‘_),n)ﬁ

Proof. We write

k
(6.11) [ s@eydna) =22 [ [P (K)]do(€) dva(F)

Gk Wk-1JG, , JENgL
k
_ / \Pe(K)| dvn 1 (E).
WE—1 Gn,k—l

From the Aleksandrov inequalities we have

1

(612 (w;_l L |PE<K>|dvn,k1(E>>H (= |PEL<K>do<s))"ll

()"

WV

which gives

(6.13) [ ) ) > s,
Gn,k (nwn)ﬁ
as claimed. O

Now, let us assume that K is in the minimal surface area, isotropic or John’s position, or it is symmetric
and in Lowner’s position. Then, from Proposition 2:2] we know that

(6.14) S(K) < con| K|,

where ¢y > 0 is an absolute constant. Therefore,

k-1 1 n—k k—1 1

(6.15) K| S(K) T > ——— S(K) "1 S(K) 1 = ———S(K),

and Theorem [6.7] implies the following.

Theorem 6.8. Let K be a convexr body in R™. If K is in the minimal surface area, isotropic or John’s
position, or it is symmetric and in Lowner’s position, then

n

(6.16) K

— / S(Pp(K)) dvnp(F) = Ok S(K),
Gn,k n—1

where cg > 0 is an absolute constant.
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