
Convex bodies with minimal mean widthA.A. Giannopoulos, V.D. Milman and M. Rudelson�
1 Introdu
tionLetK be a 
onvex body in Rn , and fTK j T 2 SL(n)g be the family of its positions.In [GM℄ it was shown that for many natural fun
tionals of the formT 7! f(TK); T 2 SL(n);the solution T0 of the problemminff(TK) j T 2 SL(n)gis isotropi
 with respe
t to an appropriate measure depending on f . The purposeof this note is to provide appli
ations of this point of view in the 
ase of the meanwidth fun
tional T 7! w(TK) under various 
onstraints.Re
all that the width of K in the dire
tion of u 2 Sn�1 is de�ned by w(K;u) =hK(u) + hK(�u), where hK(y) = maxx2Khx; yi is the support fun
tion of K. Thewidth fun
tion w(K; �) is translation invariant, therefore we may assume that o 2int(K). The mean width of K is given byw(K) = ZSn�1 w(K;u)�(du) = 2 ZSn�1 hK(u)�(du);where � is the rotationally invariant probability measure on the unit sphere Sn�1.We say thatK has minimal mean width if w(TK) � w(K) for every T 2 SL(n).The following isotropi
 
hara
terization of the minimal mean width position wasproved in [GM℄:Fa
t A 
onvex body K in Rn has minimal mean width if and only ifZSn�1 hK(u)hu; �i2�(du) = w(K)2nfor every � 2 Sn�1. Moreover, if U 2 SL(n) and UK has minimal mean width, wemust have U 2 O(n). 2�Resear
h of the third named author was supported in part by NSF Grant DMS-9706835. 1



Our �rst result is an appli
ation of this fa
t to a \reverse Urysohn inequality"problem: The 
lassi
al Urysohn inequality states that w(K) � (jKj=!n)1=n where!n is the volume of the Eu
lidean unit ball Dn, with equality if and only if K is aball. A natural question is to ask for whi
h bodies Kan := maxjKj=1 minT2SL(n)w(TK)is attained, and what is the pre
ise order of growth of an as n ! 1. Examplessu
h as the regular simplex or the 
ross-polytope show that an � 
pnplog(n+ 1).On the other hand, it is known that every symmetri
 
onvex body K in Rn has animage TK with jTKj = 1 for whi
hw(TK) � 
1pn log[d(XK ; `n2 ) + 1℄;where XK = (Rn ; k�kK) and d denotes the Bana
h-Mazur distan
e. This statementfollows from an inequality of Pisier [Pi℄, 
ombined with work of Lewis [L℄, Figieland Tom
zak-Jaegermann [FT℄. John's theorem [J℄ implies thatminT2SL(n)w(TK) � 
2pn log(n+ 1);for every symmetri
 
onvex body K with jKj = 1, and a simple argument based onthe di�eren
e body and the Rogers-Shephard inequality [RS℄ shows that the sameholds true without the symmetry assumption. Therefore,
pnplog(n+ 1) � an � 
3pn log(n+ 1):Here, we shall give a pre
ise estimate for the minimal mean width of zonoids (thisis the 
lass of symmetri
 
onvex bodies whi
h 
an be approximated by Minkowskisums of line segments in the Hausdor� sense):Theorem A Let Z be a zonoid in Rn with volume jZj = 1. Then,minT2SL(n)w(TZ) � w(Qn) = 2!n�1!n ;where Qn = [�1=2; 1=2℄n.For our se
ond appli
ation, we 
onsider the 
lass of origin symmetri
 
onvexbodies in Rn . Every symmetri
 body K indu
es a norm kxkK = minf� � 0 : x 2�Kg on Rn , and we write XK for the normed spa
e (Rn ; k � kK). The polar bodyof K is de�ned by kxkKÆ = maxy2K jhx; yij = hK(x), and will be denoted by KÆ.Whenever we write (1=a)jxj � kxkK � bjxj, we assume that a; b are the smallestpositive numbers for whi
h this inequality holds true for every x 2 Rn .We 
onsider the average M(K) = ZSn�1 kxkK�(dx)2



of the norm k � kK on Sn�1, and de�ne M�(K) = M(KÆ). Thus, M�(K) is halfthe mean width of K. We will say that K has minimal M if M(K) �M(TK) forevery T 2 SL(n). Equivalently, if KÆ has minimal mean width.Our purpose is to show that if K has minimal M , then the volume radius ofK is bounded by a fun
tion of b and M . A
tually, it is of the order of b=M . Thepre
ise formulation is as follows:Theorem B Let K be a symmetri
 
onvex body in Rn with minimal M , su
h that(1=a)jxj � kxkK � bjxj, x 2 Rn . Then,bM � � jKjj(1=b)Dnj�1=n � 
 bM log� 2bM � ;where 
 > 0 is an absolute 
onstant.Our last result 
on
erns optimization of the width fun
tional under a di�erent
ondition. We say that an n-dimensional symmetri
 
onvex bodyK is in the Gauss-John position if the minimum of the fun
tionalEkgkTKunder the 
onstraint TK � Dn is attained for T = I . That is, KÆ has minimalmean width under the 
ondition TK � Dn (it minimizes M under the 
onditiona(TK) � 1).We 
an 
onsider this optimization problem only for positive self-adjoint opera-tors T . Sin
e the norm of T should be bounded to guarantee that TK � Dn andthe norm of T�1 should be bounded as well, there exists T for whi
h the minimumis attained. Denote by 
 the standard Gaussian measure in Rn . Then, we have thefollowing de
omposition.Theorem C Let K be in the Gauss-John position. Then there exist: m � n(n +1)=2, 
onta
t points x1; : : : ; xm 2 �K \Sn�1 and numbers 
1; : : : ; 
m > 0 su
h thatPmi=1 
i = 1 andZRn(x
 x� I)kxkKd
(x) = ZRn kxkKd
(x) � mXi=1 
ixi 
 xi! :The Gauss-John position is not equivalent to the 
lassi
al John position. Ex-amples show that, when K is in the Gauss-John position, the distan
e between Dnand the John ellipsoid may be of order pn= logn.2 Reverse Urysohn inequality for zonoidsThe proof of Theorem A will make use of a 
hara
terization of the minimal surfa
eposition, whi
h was given by Petty [Pe℄ (see also [GP℄): Re
all that the area measure3



�K of a 
onvex body K is de�ned on Sn�1 and 
orresponds to the usual surfa
emeasure on K via the Gauss map: For every Borel V � Sn�1, we have�K(V ) = � (fx 2 bd(K) : the outer normal to K at x is in V g) ;where � is the (n � 1)-dimensional surfa
e measure on K. If A(K) is the surfa
earea of K, we obviously have A(K) = �K(Sn�1). We say that K has minimalsurfa
e area if A(K) � A(TK) for every T 2 SL(n). With these de�nitions, wehave:2.1. Theorem A 
onvex body K in Rn has minimal surfa
e area if and only ifZSn�1hu; �i2�K(du) = A(K)nfor every � 2 Sn�1. Moreover, if U 2 SL(n) and UK has minimal surfa
e area,we must have U 2 O(n). 2Re
all also the de�nition of the proje
tion body �K of K: it is the symmetri

onvex body whose support fun
tion is de�ned by h�K(�) = jP�(K)j where P�(K)is the orthogonal proje
tion of K onto �?, � 2 Sn�1. It is known that Z is a zonoidin Rn if and only if there exists a 
onvex body K in Rn su
h that Z = �K. By theformula for the area of proje
tions, this 
an be written in the formhZ(x) = 12 ZSn�1 jhx; uij�K(du):Then, the 
hara
terization of the minimal mean width position and Theorem 2.1imply the following:2.2. Lemma Let Z = �K be a zonoid. Then, Z has minimal mean width if andonly if K has minimal surfa
e area.Proof: The proof (modulo the 
hara
terization of the minimal mean width position)may be found in [Pe℄: By Cau
hy's surfa
e area formula,A(K) = n!n!n�1 ZSn�1 hZ(�)�(d�):If f2 is a spheri
al harmoni
 of degree 2, the Funk-He
ke formula shows thatZSn�1 f2(u)jhu; �ij�(du) = 
nf2(�)for all u; � 2 Sn�1, where 
n is a 
onstant depending only on the dimension.Therefore,ZSn�1 f2(u)hZ(u)�(du) = 12 ZSn�1 ZSn�1 f2(u)jhu; �ij�(du)�K (d�)= 
n2 ZSn�1 f2(�)�K (d�):4



Sin
e u 7! hu; �i2 is homogeneous of degree 2, this impliesZSn�1 hZ(u)hu; �i2�(du) = 
n2 ZSn�1hu; �i2�K(du)for every � 2 Sn�1. The 
hara
terizations of the minimal mean width and theminimal surfa
e area positions make it 
lear that Z has minimal mean width if andonly if K has minimal surfa
e area. 2Our next lemma is a well-known fa
t, proved by K. Ball [B℄:2.3. Lemma Let fujgj�m be unit ve
tors in Rn and f
jgj�m be positive numberssatisfying I = mXj=1 
juj 
 uj :If Z =Pmj=1 �j [�uj ; uj ℄ for some �j > 0, thenjZj � 2n mYj=1��j
j �
j : 2We apply this result to the proje
tion body of a 
onvex body with minimal surfa
earea.2.4. Lemma If K has minimal surfa
e area, thenA(K) � nj�Kj1=n:Proof: We may assume that K is a polytope with fa
ets Fj and normals uj , j =1; : : : ;m. Then, Theorem 2.1 is equivalent to the statementI = mXj=1 
juj 
 ujwhere 
j = njFj j=A(K) (see [GP℄). On the other hand,�K = A(K)2n mXj=1 
j [�uj ; uj ℄:We now apply Lemma 2.3 for Z = �K, with �j = A(K)2n 
j :j�Kj � 2n�A(K)2n �n : 2Remark. An alternative proof of Lemma 2.4 may be given through Barthe'sreverse Bras
amp-Lieb inequality (see [Ba℄). In the previous argument, equality5




an hold only if (uj)j�m is an orthonormal basis of Rn . This means that if K is apolytope then equality in Lemma 2.4 
an hold only if K is a 
ube.Proof of Theorem A: Let Z be a zonoid with minimal mean width and volumejZj = 1. By Lemma 2.2, Z is the proje
tion body �K of some 
onvex body K withminimal surfa
e area. We havew(Z) = 2 ZSn�1 hZ(u)�(du) = 2 ZSn�1 jPu(K)j�(du) = 2!n�1n!n A(K):By Lemma 2.4, the area of K is bounded by njZj1=n = n. We have equality whenK is a 
ube, and this 
orresponds to the 
ase Z = Qn. Therefore,w(Z) � w(Qn) = 2!n�1!n : 2Remark. Urysohn's inequality and Theorem A show that if Z is a zonoid withjZj = 1, then �nr 2�epn � minT2SL(n)w(TZ) � �nr 2�pn;where �n; �n ! 1 as n!1.3 Volume ratio of symmetri
 
onvex bodies withminimal MFor the proof of Theorem B we will need the following fa
t whi
h was proved in[GM℄:3.1. Theorem Let K be a symmetri
 
onvex body in Rn with minimal M . Then,for every � 2 (0; 1) there exists a [(1��)n℄-dimensional subspa
e E of Rn su
h that(1) br(�) jxj � kxkK � bjxj ; x 2 E;where r(�) � 
 bM�1=2 log( 2bM� ), and 
 > 0 is an absolute 
onstant. 2A
tually, the proof of Theorem 3.1 shows that the statement holds true fora random [(1 � �)n℄-dimensional subspa
e E of Rn . One 
an assume that forevery k � n� n
 log2 n we have the result with probability greater than 1� 1n (thisformulation is 
orre
t when n � n0, where n0 2 N is absolute). This assumption onthe measure of subspa
es satisfying (1) implies that there is an in
reasing sequen
eof subspa
es E1 � E2 � : : : � Ek0 , where k0 = [n � n
 log2 n ℄ and dimEk = k, sothat (1) holds for ea
h Ek with r = r(k=n).We will also need the following 6



3.2. Lemma Let K be a symmetri
 
onvex body in Rn , su
h that (1=a)jxj �kxkK � bjxj. If E is a k-dimensional subspa
e of Rn , thenjKjjDnj � �Ca( nn� k )1=2�n�k jK \EjjDkj ;where C > 0 is an absolute 
onstant.Proof: Let E be a k-dimensional subspa
e of Rn . Repla
ing K by (1=a)K, we mayassume that a = 1, so K � Dn. Using Brunn's theorem we see thatjKj = ZPE? (K) jK \ (E + y)jdy � jPE?(K)jjK \ Ej� jK \ EjjDn�kj:This shows thatjKjjDnj � jDkjjDn�kjjDnj jK \ EjjDkj � �C nn� k�(n�k)=2 jK \EjjDkj : 2Proof of Theorem B: We �rst observe thatab � Cn logn:Indeed, let e 2 Sn�1 be su
h that kekK = b and let 
 be a standard normal variable.Then 
b = Ek
ek � EkgkK :Similarly, 
a � EkgkKÆ :Multiplying these inequalities, we obtainab � CEkgkKEkgkKÆ � Cn logn:The last inequality follows from the fa
t that M is minimal for K, and Pisier'sinequality [Pi℄.Assume now that b = 1. Let t = [logn℄. For s = 1; 2; : : : ; t put ks = [(1�1=s)n℄and let Es = Eks be a subspa
e from our 
ag. Then by Theorem 3.1 we have(1=as)jxj � kxkK � jxj on Es, whereas � r((n � ks)=n) � 
M s1=2 log� 2sM � � s � 
M log� 2M� =: s � 
(M)Now, Lemma 3.2 shows thatjKjjDnj � �Capt�n�kt jK \ EtjjDkt j � (Cn log2 n)n= logn jK \ EtjjDkt j� Cn jK \ EtjjDkt j 7



and jK \ Es+1jjDks+1 j � (Cass)ks+1�ks jK \ EsjjDks j� �C
(M)s2�ks+1�ks jK \ EsjjDks j ;for all s = 1; 2; : : : ; t. Sin
e a1 � 
(M), we have jK \ E1j=jDk1 j � 
(M)k1 . Hen
e,multiplying the inequalities above, we getjKjjDnj � Cn(C
(M))kt�k1
(M)k1 tYs=2 s2(ks+1�ks):By the de�nition of ks,tYs=2 s2(ks+1�ks) � exp 
n � tXs=2 log ss2 ! � e
n;therefore � jKjj(1=b)Dnj�1=n � C1
(M):The left hand side inequality is an immediate 
onsequen
e of H�older's inequality:� jKjj(1=b)Dnj�1=n = b�ZSn�1 kxk�nK �(dx)�1=n� b�ZSn�1 kxkK��1 = bM : 24 Gauss-John positionWe prove Theorem C. Consider the following optimization problem:(1) F (T ) = ZRn kT�1xkKd
(x)! minunder the 
onstraint Hx(T ) = jTxj2 � 1 � 0 for x 2 K:Assume that the body K is in the Gauss-John position, namely the minimum in (1)is attained for T = I . LetW be the set of the 
onta
t points ofK: W = �K\�Sn�1.First we apply an argument of John [J℄ to show that we 
an 
onsider only �nitelymany 
onstraints. Sin
e the paper [J℄ is not easily available, we shall sket
h the8



argument. Let T be a self-adjoint operator and let Ts = I + sT . We shall provethat if ddsHx(Ts)js=0 < 0for every x 2 W , then ddsF (Ts)js=0 � 0:Indeed, assume that a = supx2W ddsHx(Ts)js=0 < 0:Let W" be an "-neighborhood of W : W" = fx 2 Kjdist(x;W ) < "g. There existsan " > 0 su
h that ddsHx(Ts)js=0 < a2for every x 2 W". So, there exists s0 > 0 su
h that for any 0 < s < s0 and anyx 2W" Hx(Ts) < Hx(I) � 0:On the other hand, if x 2 K nW" thenHx(Ts) � jHx(Ts)�Hx(I)j+Hx(I):Here, jHx(Ts)�Hx(I)j = ���jTsxj2 � jxj2��� � kTk(1 + kTk)sand supx2KnW"Hx(I) = supx2KnW" jxj2 � 1 < 0sin
e K nW" is 
ompa
t.Thus for a suÆ
iently small s we have Hx(Ts) < 0 for all x 2 K. So, sin
e I isthe solution of the minimization problem (1),ddsF (Ts)js=0 � 0:Sin
e ddsHx(Ts)js=0 = hrHx(I); T i and ddsF (Ts)js=0 = hrF (I); T i, this meansthat the ve
tor �rF (I) 
annot be separated from the set frHx(I)jx 2 Wg bya hyperplane. By Carath�eodory's theorem, there exist M � n(n + 1)=2 
onta
tpoints x1 : : : xM 2 W and numbers �1 : : : �M > 0 su
h that(2) �rF (I) = MXi=1 �irHxi(I) = MXi=1 �ixi 
 xi:Now we have to 
al
ulate rF (I). 9



We have F (T ) = (2�)�n=2 ZRn kT�1xkKe�jxj2=2dx= (2�)�n=2 detT � ZRn kxkKe�jTxj2=2dx;so, rF (I) = �(2�)�n=2 ZRn kxkKe�jxj2=2dx� I� (2�)�n=2 ZRn kxkKe�jxj2=2x
 xdx= ZRn(I � x
 x) � kxkKd
(x):Combining it with (2) we obtainZRn(I � x
 x) � kxkKd
(x) + MXi=1 �ixi 
 xi = 0:Taking the tra
e, we getTr�ZRn(I � x
 x) � kxkKd
(x)�= n ZRn kxkKd
(x)� ZRn jxj2 � kxkKd
(x)= n Z 10 rne�n2=2dr ZSn�1 k!kKdm(!)� Z 10 rn+2e�n2=2dr ZSn�1 k!kKdm(!)= � ZRn kxkKd
(x):Finally, putting �i = 
i RRn kxkKd
(x), we obtain the de
ompositionZRn(I � x
 x)kxkKd
(x) = ZRn kxkKd
(x) MXi=1 
ixi 
 xi! ;where PMi=1 
i = 1. This 
ompletes the proof of Theorem C. 2We pro
eed to 
ompare Dn with the John ellipsoid in the Gauss-John position:Proposition Let K be a symmetri
 
onvex body in Rn whi
h is in the Gauss-Johnposition. Then,(i) (2=�)1=2n�1Dn � K � Dn;(ii) It may happen that 
plog nn Dn is not 
ontained in K.10



Proof: (i) Let T0 be an operator whi
h puts K into the maximal volume position.Then minF (T ) � F (T0) � n. From the other side, if there exists y 2 Sn�1 su
hthat kykKÆ < (2=�)1=2n�1 thenZRn kxkKd
(x) � ZRn jhx; y=kykKÆijd
(x) � (2=�)1=2 � 1=kykKÆ > n:(ii) Let K = Bn�11 + [�en; en℄. Let T be a positive self-adjoint operator su
hthat TK is in the Gauss-John position. We �rst prove that T is a diagonal operator.Let G � O(n) be the group generated by the operators Ui = I�2ei
ei; i = 1; : : : ; nand let m be the uniform measure on G. Noti
e that UiK = K for every i. Then,ZRn kxkTKd
(x) = ZG ZRn kUxkTU(K)d
(x)dm(U)� ZRn



�ZG U�1T�1U dm(U)� x



d
(x):Put W = ZGU�1T�1Udm(U) = diag(T�1):We 
laim that W � �diag(T )��1Indeed, sin
e for any i hei; diag(T�1)eii = hei; (T�1)eiiand hei; �diag(T )��1eii = hei; T eii�1;the 
laim follows from the fa
t that for any � 2 Sn�1h�; T�1�i � h�; T �i � 1:Let S = diag(T ). Sin
e W � S�1, we haveF (T ) = ZRn kxkTKd
(x) � ZRn kWxkKd
(x) � ZRn kS�1xkKd
(x) = F (S):[Noti
e that sin
e TK � Dn,SK = �ZGU�1TU dm(U)� (K) � Dn;so the restri
tions of the optimization problem (1) are satis�ed.℄Let now G0 � O(n) be the group generated by the operators Uij = I� ei
 ei�ej 
 ej + ei 
 ej + ej 
 ei for i; j = 1; : : : ; n� 1; i 6= j. Arguing the same way we
an show that there exist a; b > 0 su
h that F (S) � F (T0), whereT0 = a n�1Xi=1 ei 
 ei!+ ben 
 en11



Sin
e the verti
es of T0K are 
onta
t points,a2 + b2 = 1:We have kxkT0K = max a�1 n�1Xi=1 jxij; b�1jxnj! :Denote kxk1 =Pn�1i=1 jxij and let t = t(x) = (b=a) � kxk1. Then, (b) = ZRn kxkT0Kd
(x)= ZRn�1� 1p2� Z t�t a�1kxk1e�x2n=2dxn + 2p2� Z 1t b�1xne�x2n=2dxn� d
(x)= ZRn�1�2akxk1�(t) + 2p2� b�1e�t2=2� d
(x);where �(t) = (1=p2�) R t0 e�u2=2du. We have to show that b � 
plognn . We mayassume that b � 
=n. Putting a = (1� b2)1=2 and di�erentiating, we get after some
al
ulations ddb (b) = ZRn�1�2a�3bkxk1�(t)� 2p2� b�2e�t2=2� d
(x)Sin
e b � 
=n and kxk1 � Cn with probability at least 1/2, we have �(t) > 
 withprobability 1/2, for some absolute 
onstant 
 > 0. So,ddb (b) � �
� Cb�2 exp(�
n2b2);whi
h is positive when b � 
plogn=n. 2Remark. The dual problemf(T ) = ZRn supy2TKhx; yid
(x) ! maxunder the 
onstraint hx(T ) = jTxj2 � 1 � 0 for x 2 Kis very di�erent. The examples suggest that the matrix T for whi
h the maximumis attained may be singular.
12
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