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Abstract

In [39] Tikhomirov verified the Hadwiger-Boltyanski Illumination Conjecture for the class
of 1-symmetric convex bodies of sufficiently large dimension. We propose an alternative ap-
proach which allows us to settle the conjecture for this class in all dimensions in a uniform
way. We also demonstrate that an alternative approach was indeed needed for the low
dimensions. Finally, with this alternative method it is possible to solely use illuminating
sets which consist of pairs of opposite directions; we thus also answer a question by Lassak,
who has suggested this may be possible for any origin-symmetric convex body. As a conse-
quence of this, we can also confirm the X-ray conjecture by Bezdek and Zamfirescu for all
1-symmetric convex bodies.

1 Introduction

Let K be a convex body in the Euclidean space Rn, by which we mean a convex, compact set
with non-empty interior. Thinking of K as a solid object, the notion of illuminating it can
be defined in a very intuitive way: given a boundary point x of K, we say that a point ‘light
source’ p illuminates x if the halfline originating from p and passing through x intersects the
interior of K at a point not lying between p and x; in other words, if there exists t > 1 such
that p + t(x − p) ∈ intK. By compactness, we can find finite sets {p1,p2, . . . ,pM} of ‘light
sources’ such that each boundary point x of K is illuminated by at least one point in the set, and
moreover by picking points pi which are sufficiently distant from K, we can hope to find such
sets of relatively small size M . The smallest cardinality that such a set of point ‘light sources’
illuminating K can have is called the illumination number of K. We denote it by I(K).

A possibly less intuitive way to define illumination, which nevertheless leads to the same
quantity for each body K, is the following: given a non-zero vector d ∈ Rn (a direction) and a
boundary point x of K, we say that d illuminates x if there exists ε > 0 such that x+εd ∈ intK.
A set of directions D = {d1, d2, . . . , dM ′} such that:

for each boundary point x of K,
there is at least one di ∈ D which illuminates x,

will be called an illuminating set for K. The smallest cardinality of such a set coincides with
the illumination number I(K) of K, as defined previously.

The former definition of illumination was introduced by Hadwiger [25], while the latter one
was proposed by Boltyanski [10].

The Hadwiger-Boltyanski Illumination Conjecture. For every convex body K in Rn, we
should have I(K) ⩽ 2n.

Moreover, the inequality should be strict, except in the case of the cube and of its affine
images (parallelepipeds) in Rn.
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An excellent reference on the history of the conjecture, related problems, and progress up
to recent years is the survey [6]. We also refer to the monographs [4, 14] and the surveys
[3, 12, 33]. It is worth noting that the illumination number I(K) of K is always equal to its
covering number, that is, the minimum number of copies of intK that we need in order to cover
K. In other words, I(K) = N(K, intK), with the latter number having already appeared in the
so-called Covering Conjecture. Levi in 1955 [30] had considered and fully settled the problem
of bounding N(K, intK) for planar convex bodies (showing that N(K, intK) = 3 for K ⊂ R2,
except if K is a parallelogram, in which case N(K, intK) = 4). Motivated by that, in 1957
Hadwiger [24] posed the analogous question in higher dimensions.

Hadwiger’s Covering Problem. Is it true that for every convex body K in Rn one has that
N(K, intK) ⩽ 2n? Moreover, are parallelepipeds the only equality cases?

There is also an equivalent formulation by Gohberg and Markus [23], where one covers K
by smaller homothetic copies of it. In this paper we will exclusively work with Boltyanski’s
definition of illumination.

Aside from Levi’s solution in R2, in all other dimensions the general problem is open. In
dimension 3 Lassak [28] has shown that, if K is centrally symmetric, that is, K = −K (or more
generally, K − x = x −K for some x ∈ R3), then I(K) ⩽ 8 = 23. Thus, short of the equality
cases, the conjecture in R3 is settled for symmetric convex bodies, but it remains open for the
not-necessarily symmetric case, with the best known upper bound being 14 (due to Prymak
[35]). We also refer to a very recent paper by Arman, Bondarenko and Prymak [1], where the
reader can find all the progress to date and the most recent improvements on the bounds for
other low dimensions.

A longstanding general upper bound (which remains the best known when specialised to the
symmetric case) was already given in 1964 by Erdös and Rogers [20]:

I(K) = N(K, intK) ⩽
vol(K −K)

vol(K)
θ(K) ⩽

vol(K −K)

vol(K)
n
(
lnn+ ln lnn+ 5

)
where θ(K) is the asymptotic lower density of the most economical covering of Rn by copies
(translates) of K. Erdös and Rogers adapted an earlier proof by Rogers [36] which was giving
the first polynomial-order, and essentially best known to date, bound on θ(K). Combining their
conclusion with the celebrated Rogers-Shephard inequality [37], one is led to the bound I(K) ⩽
C4n

√
n lnn for every convex body K ⊂ Rn, where C is an absolute constant (moreover, in the

symmetric case one gets I(K) ⩽ C ′2nn lnn). More recently, subexponential improvements to
this general upper bound were given in [26], [18] and [21], with the latter two papers attaining
almost exponential improvements. The main novelty in these three papers is the use of results
from Asymptotic Convex Geometry on the concentration of volume in high-dimensional convex
bodies. Note however that neither the initial approach in [26], nor the more recent refinements,
can contribute anything to the bound in the symmetric case, which would be the most relevant
one for the current paper.

The Illumination Conjecture has been fully settled for certain special classes of convex
bodies. Again, we refer the reader to the survey [6] for a comprehensive list of references up to
2016. Just as examples, we mention that:

• Levi also showed in [30] that I(Q) = n+ 1 for all smooth convex bodies Q in Rn (smooth
here means that at each boundary point there is a unique supporting hyperplane).

• Martini [32] settled the conjecture for the class of belt polytopes (which contains the
zonotopes). This was later extended by Boltyanski and Soltan [15, 16] to zonoids (limits
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of zonotopes), and by Boltyanski [11] to belt bodies (see also [13]; note that n-dimensional
belt polytopes are already dense in the full space of n-dimensional convex bodies with
respect to the Hausdorff metric, and that belt bodies are a ‘delicately-defined’ proper
extension of those, forming another dense subclass of convex bodies).

Observe that, just as the previous bullet point also shows, knowing the conjecture for
a dense subclass of convex bodies is not enough to settle it for all bodies, and thus the
aforementioned results used more intricate arguments to pass from zonotopes to zonoids
and from belt polytopes to belt bodies.

• The conjecture is fully settled for convex bodies of constant width. For dimensions n ⩾ 16,
this is due to Schramm [38], who gave an exponential upper bound for the illumination
number of such convex bodies which is slightly ‘corrected’ by a small polynomial factor in
the dimension; this ‘corrected’ upper bound can be checked to be < 2n as soon as n ⩾ 16.
For the remaining dimensions we have: [29], [40] (see also [8, Section 11]) dealing with
n = 3, [7] dealing with n = 4, and [17] dealing with 5 ⩽ n ⩽ 15.

• Tikhomirov [39] settled the conjecture for 1-symmetric convex bodies of sufficiently large
dimension (we recall the definition of 1-symmetric below). His result is the main motiva-
tion for the current paper.

• Bezdek, Ivanov and Strachan [5] confirmed the conjecture for centrally symmetric cap
bodies in dimensions n = 3 (see also [27]), n = 4, and n ⩾ 20. They further showed
that, if the cap body is 1-unconditional, then the Illumination Conjecture holds in all
dimensions (and in that case I(K) ⩽ 4n once n ⩾ 5).

• Gao, Martini, Wu and Zhang [22] verified the conjecture for polytopes which arise as the
convex hull of the Minkowski sum of a finite subset of the lattice Zn and of the unit-volume
cube

[
−1

2 ,
1
2

]n
.

Finally, Livshyts and Tikhomirov [31] settled the conjecture for convex bodies in sufficiently
small neighbourhoods of the cube (with respect to either the geometric or the Hausdorff dis-
tance). Given that I(K) = N(K, intK) is an upper semicontinuous quantity (see e.g. [34]), the
bound 2n can already be deduced for bodies sufficiently close to [−1, 1]n, so their result is about
settling the equality cases (and indeed they show that, if dist(K, [−1, 1]n) is small enough, and
K is not a parallelepiped, then 2n − 1 is a sharp upper bound for I(K)).

Returning to the most relevant results for the current paper, let us first recall that a convex
body K in Rn is called 1-symmetric if

x = (x1, x2, . . . , xn) ∈ K implies that (ϵ1xσ(1), ϵ2xσ(2), . . . , ϵnxσ(n)) ∈ K
for any choice of signs ϵi ∈ {±1}, 1 ⩽ i ⩽ n, and any permutation σ on [n] = {1, 2, . . . , n}.

K is called 1-unconditional if we only require that

x = (x1, x2, . . . , xn) ∈ K implies that (ϵ1x1, ϵ2x2, . . . , ϵnxn ∈ K
for any choice of signs ϵi ∈ {±1}.

We already mentioned Tikhomirov’s result, saying that there is an absolute constant C0 such
that, as long as the dimension n ⩾ C0, then for every 1-symmetric convex body K ⊂ Rn which
is not a multiple of the cube [−1, 1]n, one has I(K) ⩽ 2n − 1 (no explicit lower bound for C0

is given in [39], nor have we tried to find one here; however, it should become clear in the next
sections that a direct adaptation of Tikhomirov’s method would not work in all low dimensions,
and hence the restriction n ⩾ C0 is not merely an artefact of the proof).
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Of relevance, regarding the illumination of 1-symmetric or 1-unconditional convex bodies,
are also the following three results in dimension 3: as we mentioned, Lassak [28] showed that
I(K) ⩽ 8 for every origin-symmetric convex body K in R3. Moreover, he showed this while
using illuminating sets consisting of 4 pairs of opposite directions (and posed the question
whether this is possible to do in higher dimensions as well). Bezdek [2] showed that I(P ) ⩽ 8
for any polytope in R3 which has a non-trivial affine symmetry. Finally Dekster [19] obtained
the same bound for any convex body K in R3 which is symmetric about a plane. (Observe that
any of these latter assumptions would be satisfied by a 1-symmetric or 1-unconditional body in
R3.)

The main purpose of this paper is to complement Tikhomirov’s approach, and settle the
illumination conjecture for 1-symmetric convex bodies in all dimensions (we deal with all di-
mensions ⩾ 3 in a uniform way, that is, our approach is not affected by the dimension, and thus
we also provide an alternative proof for the cases which Tikhomirov had already settled). We
also explain why a statement in Tikhomirov’s paper ([39, Lemma 8]) does not hold in all the
generality in which it is stated (see Section 3), and, simply for completeness, we give in its place
a similar-looking result in the same spirit (see Theorem 19). That said, it should be stressed
that Tikhomirov’s result remains unaffected, as his proof can be ‘rectified in-house’ by slightly
rearranging the components of the proof, and where each one of them is used (see Remark 10).

Finally, all the illuminating sets that we use in this paper can be chosen to consist of pairs
of opposite directions. We thus answer Lassak’s conjecture too for 1-symmetric convex bodies
of dimension n ⩾ 3, and, as a consequence, we can also confirm the X-ray conjecture by Bezdek
and Zamfirescu in this class (see Section 5 for details).

To describe our results and approach in detail, and compare it with Tikhomirov’s, we first
need some additional notation and definitions, so we defer doing so to Subsection 2.1.

2 Preliminaries, and precise statements of our results

We write [n] for the set {1, 2, . . . , n}, and e1, e2, . . . , en for the standard basis vectors of Rn. For
any vector x ∈ Rn, we will denote by Zx the set {i ∈ [n] : xi = 0}.

Given a subset A of Rn, we will denote its interior and its boundary by intA and by bdA
or ∂A respectively. Recall that if A is a non-empty convex set, then its affine hull

aff(A) :=
{
µ1a1 + µ2a2 + · · ·+ µℓaℓ : ℓ ⩾ 1, ai ∈ A and µi ∈ R with µ1 + µ2 + · · ·+ µℓ = 1

}
coincides with the smallest affine subspace of Rn which contains A, and that, in the subspace
topology on aff(A), A has non-empty interior. We call this the relative interior of A and denote
it by relintA. Moreover, we call A\ relintA the relative boundary of A, and denote it by relbdA.

Recall that K is called a convex body if it is a compact convex set with non-empty interior.
If K is also origin-symmetric, that is, K = −K, then we know that K is the unit ball of a
certain norm on Rn, which is given by x ∈ Rn 7→ ∥x∥K := inf{t > 0 : x ∈ tK}.

We also recall that the illumination number of any convex body is an affine invariant: namely
I(K) = I(TK + z) for any invertible linear transformation T ∈ GL(n) and any (translation)
vector z.

Therefore, without loss of generality, we can assume that all the 1-symmetric convex bodies
B ⊂ Rn which we consider satisfy ei ∈ ∂B for all i ∈ [n]. This is equivalent to saying that
∥ei∥B = 1 for all i ∈ [n]. We will denote this subclass of n-dimensional 1-symmetric convex
bodies by Sn (observe that any n-dimensional 1-symmetric convex body has a dilation which is
a member of this subclass).
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Analogously, by simply multiplying by a diagonal matrix (but not necessarily a multiple of
the identity now), we can assume that a given 1-unconditional convex body U ⊂ Rn satisfies
∥ei∥U = 1 for all i ∈ [n]. We will denote this subclass of n-dimensional 1-unconditional convex
bodies by Un.

We recall the following necessary and sufficient condition for illumination (even though in
the sequel we will mostly work with the definition by Boltyanski mentioned in the Introduction).

Remark/Criterion A. Let K be a convex body in Rn, let x ∈ ∂K, and let d be a direction
in Rn. Then d illuminates x if and only if,

for every outer normal vector u of K at x, we have ⟨d, u⟩ < 0

(where ⟨·, ·⟩ denotes the standard dot product on Rn).

Lemma 1. Let U be a 1-unconditional convex body in Rn. Suppose that x is a point in U, and
that y ∈ Rn satisfies:

for all i ∈ [n], |yi| ⩽ |xi|.

Then y ∈ U as well.
Moreover, if we have that

for all i ∈ [n], |yi| < |xi| or |yi| = |xi| = 0,

then y ∈ intU.

Proof. This follows quickly from the 1-unconditionality of U and convexity: given these, U
contains the (possibly lower-dimensional) parallelepiped Px with vertices the point x and all its
coordinate reflections. It is clear that, if |yi| ⩽ |xi| for all i ∈ [n], then y ∈ Px ⊆ U.

Moreover, if we actually had that x ∈ intU, then Px ⊂ intU (as the convex hull of interior
points of U). Thus, if we now assume that, for all i ∈ [n], |yi| < |xi| or |yi| = |xi| = 0, then we
can find some t ∈ (0, 1) such that |yi| ⩽ t|xi| for all i ∈ [n], and we can apply the above with
the point tx ∈ intU instead of x: we will have y ∈ Ptx ⊂ intU, as claimed.

Corollary 2. Let U be a 1-unconditional convex body in Rn, and let x ∈ ∂U. Then x is
illuminated by any direction d ∈ Rn which satisfies

Zd = Zx, and di · xi < 0 for all i ∈ [n] \ Zx

(recall that Zx is the set of indices in [n] which correspond to the zero coordinates of x).

In particular, U is illuminated by the set {−1, 0, 1}n \ {⃗0}.

Proof. Simply note that there is ε > 0 small enough so that, for the displaced vector x+ εd, we
will have |(x+ εd)i| < |xi| for all i ∈ [n] \ Zx. Thus x+ εd ∈ intU by the previous lemma.

It is also worth clearly stating the following

Remark 3. If B is a 1-symmetric or 1-unconditional convex body in Rn, and x ∈ B, then,
by Lemma 1, we also have that |xi|ei ∈ B for all i ∈ [n]. Thus, if B ∈ Sn or ∈ Un, then
∥x∥∞ := max

i∈[n]
|xi| ⩽ 1. In other words, B ⊆ [−1, 1]n.

Lemma 4. Let B be a 1-symmetric convex body in Rn, and let x ∈ ∂B. Suppose that there is
a unique index i0 ∈ [n] such that |xi0 | = ∥x∥∞. Then x can be illuminated by − sign(xi0)ei0.
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Note 5. This is used in [39] as well (see the first part of the proof of [39, Lemma 8]). There it
is proved using Criterion A for illumination; here we provide one more proof, this one based on
the classical definition by Boltyanski.

Proof. Let us look at the coordinates of the displaced vector x̃ = x + |xi0 |(− sign(xi0)ei0): its
i0-th coordinate is zero, while, for i ̸= i0, x̃i = xi.

Since B is 1-symmetric, the following convex combination is contained in it:

wx :=
1

n

 n∑
i=1

|xi|ei +
∑
i ̸=i0

|xi|ei0 + |xi0 |ei +
∑

j /∈{i,i0}

|xj |ej


=

 1

n

n∑
j=1

|xj |

 ei0 +
∑
i ̸=i0

(
n− 1

n
|xi|+

1

n
|xi0 |

)
ei.

We can observe that

1

n

n∑
j=1

|xj | ⩾
1

n
|xi0 | > 0, and also

n− 1

n
|xi|+

1

n
|xi0 | >

n− 1

n
|xi|+

1

n
|xi| = |xi| for all i ̸= i0,

since |xi0 | is the unique maximum coordinate of x in absolute value. Thus we can apply Lemma
1 with wx and x̃ to conclude that x̃ ∈ intB.

An equivalent statement for the next lemma, which will be given right after, can be viewed
in some sense as a more broadly applicable version of the second part of Lemma 1.

Lemma 6. Let K be a convex body in Rn, and let H be an affine subspace of Rn. Suppose that
(intK) ∩H ̸= ∅. Then

relint(K ∩H) = (intK) ∩H and relbd(K ∩H) = (∂K) ∩H.

Proof. From our assumptions, K ∩H is a non-empty convex set. It is clear that (intK)∩H ⊆
relint(K ∩ H) and relbd(K ∩ H) ⊆ (∂K) ∩ H. Observe also that H = aff(K ∩ H) because
(intK) ∩H ̸= ∅.

Fix x0 ∈ (intK) ∩H. Also, let y ∈ relint(K ∩H). Note that, for every s ∈ R, we will have
that

y + s(y − x0) ∈ aff(H) = H = aff(K ∩H).

Since y ∈ relint(K ∩H), we can find sy > 0 small enough so that y+ sy(y−x0) ∈ K ∩H. Then
we can write

y =
sy

1 + sy
x0 +

1

1 + sy

(
y + sy(y − x0)

)
,

which shows that y ∈ intK, as a non-trivial convex combination of two points in K with at least
one of them being an interior point. Thus y ∈ (intK)∩H, which implies that relint(K ∩H) ⊆
(intK) ∩H as well.

From this it also follows that (∂K) ∩H ⊆ relbd(K ∩H), which completes the proof.

As mentioned, we are going to use an equivalent statement of Lemma 6, more obviously
relevant to illumination. In some sense, this could be viewed as a counterpart to Lemma 1 and
Corollary 2, that now applies to arbitrary convex bodies.

Similarly to before, note that, if p ∈ relbd(K ∩H), and if d′ is a non-zero vector in H − p =
{u− p : u ∈ H}, then p+ sd′ ∈ H for any s ∈ R (this is because H − p is a linear subspace of
Rn, and thus d′ ∈ H − p ⇒ sd′ ∈ H − p).
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Corollary 7. Given the same assumptions as before, if p ∈ relbd(K ∩H), and d′ is a non-zero
vector in H − p ⊂ Rn such that p+ εd′ ∈ relint(K ∩H) for some ε > 0, then p+ εd′ ∈ intK.

In other words, if p is (K ∩ H)-illuminated by d′, within H = aff(K ∩ H), then it is also
K-illuminated by d′, viewed within Rn now.

Proof. By Lemma 6, we know that relint(K ∩H) = (intK) ∩H, and hence

p+ εd′ ∈ relint(K ∩H) = (intK) ∩H ⇒ p+ εd′ ∈ intK,

as claimed.

As we will see in the sequel, to justify the illumination of certain boundary points, it makes
sense to also resort to the somewhat indirect reasoning allowed by Corollary 7: for instance,
in certain situations this will enable us to employ partially inductive arguments, or facilitate
working with directions which have some zero coordinates.

We finish the preliminaries with a basic remark on the illumination of certain 1-unconditional
convex bodies. For notational convenience, we write 1 = e1 + e2 + · · ·+ en.

Lemma 8. Let U be a 1-unconditional convex body in Un (recall that this means that ∥ei∥U = 1
for all i ∈ [n]). Assume that 1

21 ∈ intU. Then U is illuminated by the set {−1, 1}n.

Proof. Let x ∈ ∂U, and pick a direction dx from {−1, 1}n such that dx,i · xi < 0 whenever
xi ̸= 0. Then the displaced vector x+ 1

2dx satisfies∣∣(x+ 1
2dx)i

∣∣ = max
(
|xi| − 1

2 ,
1
2 − |xi|

)
⩽ max

(
1− 1

2 ,
1
2 − |xi|

)
= 1

2

whenever xi ̸= 0, and
∣∣(x+ 1

2dx)i
∣∣ = 1

2 if xi = 0 (recall that U ∈ Un implies that U ⊂ [−1, 1]n,
hence |xi| ⩽ 1 for all i ∈ [n]). In short, all coordinates of x+ 1

2dx are ⩽ 1
2 in absolute value.

We now observe that, by our main assumption, there is η > 0 such that(
1
2 + η

)
1 ∈ U.

We can thus apply Lemma 1 to conclude that x+ 1
2dx ∈ intU, and that dx illuminates x.

Note that this result is related to the upper semicontinuity of the illumination number I(·)
at the ‘point’ [−1, 1]n; see [34, Proposition 2.2] for a general argument using the language of
covering.

2.1 Comparing with Tikhomirov’s approach

Tikhomirov’s approach has as its starting point the conclusion of Corollary 2: since {−1, 0, 1}n\
{⃗0} is an illuminating set for any 1-symmetric convex body B in Rn, the objective is to look
among its different subsets for ‘efficient’ illuminating sets of 1-symmetric convex bodies, and to
verify that, for each B ∈ Sn, there is at least one such subset that works.

Tikhomirov distinguishes two main cases, and treats the 1-symmetric convex bodies in each
case differently, based on their geometric distance from the cube [−1, 1]n. Given that, if B ∈ Sn,
then B ⊆ [−1, 1]n, and the vectors ei are common points of B and of [−1, 1]n, we can simply
define the geometric distance here as follows:

dist(B, [−1, 1]n) := inf
{
α ⩾ 1 : [−1, 1]n ⊆ αB

}
.

We can also check that, in this setting, dist(B, [−1, 1]n) = ∥e1 + e2 + · · ·+ en∥−1
B = ∥1∥−1

B .

Tikhomirov’s result follows from the following two propositions.

Proposition B. ([39, Proposition 5]) Let n ⩾ 2 and B ∈ Sn with 1 < dist(B, [−1, 1]n) < 2.
Then one of the following subsets of {−1, 0, 1}n \ {⃗0} is an illuminating set for B:
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• T1 :=
{
(ϵ1, ϵ2, . . . , ϵn) ∈ {−1, 1}n : ∃ i ⩽ n− 1 with ϵi = −1

}
∪ {e1 + e2 + · · ·+ en−1}.

• T2 :=
(
{−1, 1}n−1 × {0}

)
∪ {±en}.

Proposition C. (essentially [39, Proposition 10]) Let n ⩾ 2 andB ∈ Sn with dist(B, [−1, 1]n) ⩾
2. Then B can be illuminated by a set T3 of the form:

T3 =
(
{−1, 1}n−1 × {0}

)
∪R0

where R0 is any subset of {−1, 0, 1}n \ {⃗0} with the property:

for every k ⩽ ⌈n2 ⌉, and for every y ∈ {−1, 0, 1}n with exactly k non-zero coordinates,

there exists z = zy ∈ R0 with exactly 2k − 1 non-zero coordinates (P1)

and such that yi = zi for all i ∈ [n] for which yi ̸= 0.

The remaining key ingredient in Tikhomirov’s method is a probabilistic argument that allows
him to prove that, once the dimension n gets sufficiently large, then there exist subsets R0 of
{−1, 0, 1}n \ {⃗0} with property (P1) which also have cardinality |R0| ⩽ 2n

n . Thus, in sufficiently
high dimensions, we can pick sets T3 of the form described above which are ‘efficient’ illuminating
sets for any B ∈ Sn with dist(B, [−1, 1]n) ⩾ 2.

Observe that we could have also distinguished two main cases in a slightly different way.
For B ∈ Sn define

mB := max
{
k ∈ {1, 2, . . . , n} : e1 + e2 + · · ·+ ek ∈ B

}
.

Equivalently, mB is the largest dimension of a unit subcube [−1, 1]k × {0}n−k contained in B.
By our chosen normalisation for B (that is, given that B ∈ Sn), we have that mB is certainly
⩾ 1 (and thus, well-defined), and also that dist(B, [−1, 1]n) = 1 if and only if mB = n.

Note now that dist(B, [−1, 1]n) ⩾ 2 implies that mB ⩽ n
2 . Indeed, assume that we have

mB > n
2 , and also initially suppose that n is odd. Then by the 1-symmetry of B, and Lemma

1, we will have that

both e1 + e2 + · · ·+ en+1
2

∈ B, and e1 + en+3
2

+ en+5
2

+ · · ·+ en ∈ B.

Thus we will also have that e1 +
1
2

(
e2 + e3 + · · · + en

)
∈ B. By the 1-symmetry again, we get

that

n+ 1

2n
1 =

1

n

∑
i∈[n]

ei +
1

2

∑
j ̸=i

ej

 ∈ B,

which shows that dist(B, [−1, 1]n) = ∥1∥−1
B ⩽ 2n

n+1 < 2.
The proof is analogous and easier in the case that n is even.

Remark 9. The proof of [39, Proposition 10]/Proposition C can be adjusted just slightly so that
the assumption that dist(B, [−1, 1]n) ⩾ 2 is only used in order to ensure that mB ⩽ n

2 . From
then on, one can reach the same conclusion without using the distance assumption anymore.

Indeed, if we know that mB ⩽ n
2 , and we first consider, as Tikhomirov does, a boundary

point x such that
|{i ∈ [n] : |xi| = ∥x∥∞}| > ⌈n2 ⌉, (1)

then we can observe that ∥x∥∞ will have to be ∈ (0, 1). This is given the normalisation B ∈ Sn,
which further implies that ±en cannot be an outer normal vector of B at x. But then, as

8



Tikhomirov shows, one of the directions in {−1, 1}n−1 × {0} will illuminate x, because of (1)
as well.

For any of the remaining boundary points y, we will have that |{i ∈ [n] : |yi| = ∥y∥∞}| ⩽ ⌈n2 ⌉,
and then, exactly as Tikhomirov shows, a direction from the set R0 with property (P1) will
illuminate y (no matter which such set R0 we chose to work with).

Remark 10. Tikhomirov breaks down the proof of [39, Proposition 5]/Proposition B into the
proof of two lemmas.

[39, Lemma 7] states that, if B ∈ Sn and 1 < dist(B, [−1, 1]n) < 2, then either B is
illuminated by the set T1 (using the notation of Proposition B), or we necessarily have that
∥e1 + e2∥B > 1 (equivalently, we have e1 + e2 /∈ B). Note that of course both statements can
be true as well.

On the other hand, [39, Lemma 8] states that, if n ⩾ 2 and B ∈ Sn satisfies ∥e1+ e2∥B > 1,
then B can be illuminated by the set T2 (again, using the notation of Proposition B). In the
next section we will show that this statement does NOT hold in such generality.

We should stress however that [39, Lemma 8] could be completely bypassed in Tikhomirov’s
approach. Indeed, if we have that ∥e1 + e2∥B > 1 ⇔ e1 + e2 /∈ B, then we will certainly have
that mB ⩽ n

2 . Thus, Tikhomirov’s method works based on the following main ingredients:

• If B ∈ Sn satisfies 1 < dist(B, [−1, 1]n) < 2 and ∥e1 + e2∥B = 1, then necessarily B is
illuminated by the set T1 and I(B) ⩽ 2n − 1.

• On the other hand, if dist(B, [−1, 1]n) ⩾ 2 or ∥e1 + e2∥B > 1, then we certainly have that
mB ⩽ n

2 . Thus, as we explained in Remark 9, a slight adjustment of the proof of [39,
Proposition 10] gives that B can be illuminated by some set T3 (of the form described in
Proposition C).

• The final part of Tikhomirov’s proof, which is probabilistic, guarantees the existence of
sets T3 with cardinality |T3| ⩽ 2n−1 + 2n

n , as long as n is sufficiently large.

Our approach has some parallels to Tikhomirov’s approach. We adopt a similar starting
point, but instead of working with illuminating sets which are subsets of {−1, 0, 1}n \ {⃗0}, we
will work with subsets of the set

Gn(δ) :=

d ∈ Rn : ∃ i ∈ [n] such that d = ±ei +
∑

j∈[n]\{i}

±δej

 , (2)

(where δ ∈ (0, 1) will be a small, suitably chosen parameter), or very minor variations of such
subsets. Note that the main feature of all directions in Gn(δ) is that they are small perturbations
of some standard basis vector ei (‘small’ because, as we will see, δ will be chosen smaller and
smaller as the dimension grows).

Our main results are as follows.

Theorem D. For every n ⩾ 2, we can find a subset In of Gn
(
(n + 1)−1

)
with cardinality

|In| = 2n such that In will illuminate all 1-symmetric convex bodies in Rn.

Theorem E. (see Theorem 23) Let n ⩾ 3 and let B ∈ Sn with dist(B, [−1, 1]n) > 1. Then we
can slightly modify the set In from Theorem D to get an illuminating set for B as follows: we
completely remove one pair of directions from In, and also slightly alter the ‘small’ coordinates
of another pair (the altered directions will still be perturbations of standard basis vectors; also,

9



the directions that we choose to replace/modify will have some relation to the pair of removed
directions so as to ‘make up’ for the absence of those too). It follows that I(B) ⩽ 2n − 2.

Theorem E settles the Illumination Conjecture for all 1-symmetric convex bodies of any
dimension n ⩾ 3. Moreover, as we will see, we can essentially use the same illuminating set for
all 1-symmetric convex bodies in Rn which are not multiples of the cube, with the only variation
coming from how small the ‘small’ coordinates of the pair of altered directions will be (and this
will only depend on how small dist(B, [−1, 1]n)− 1 is).

Just for completeness, we can also provide some counterparts for the claimed [39, Lemma 8]
and for [39, Proposition 10], the latter dealing with 1-symmetric convex bodies B which satisfy
dist(B, [−1, 1]n) ⩾ 2; see Theorems 19 and 21. We call these results counterparts because they
deal with the same subclasses of 1-symmetric convex bodies as [39, Lemma 8 and Proposition
10] respectively, and because we can also use illuminating sets which are similar in form and
function to T2 and T3.

The rest of the paper is organised as follows. In Section 3 we elaborate on why [39, Lemma
8] cannot hold in such generality, and also on why Tikhomirov’s core approach may not be
suitable for ‘efficient’ illumination of all cases in low dimensions (even if the proofs were to
be modified). We prove Theorem D in Section 4. Then Theorem E/Theorem 23, as well as
Theorems 19 and 21, are established in Section 5. Finally, in Section 6 we extend our main
result to a slightly larger subclass, of ‘almost’ 1-symmetric convex bodies, or (1+δn)-symmetric
bodies, where δn will depend on the dimension (for the exact definition, see Section 6).

3 ‘Tricky’ convex bodies

We present examples of 1-symmetric convex bodies in Sn which cannot be illuminated by the
corresponding set T2 in Rn (recall the notation in Proposition B) or even small variations of it
(even though they satisfy the assumptions of [39, Lemma 8], which we recalled in Remark 10).

1a. Consider the body B3
1 ⊂ R3 whose vertices are all the coordinate reflections and permu-

tations of the points e1 and (12 ,
1
2 ,

1
2). We can show that not only doesn’t T2 illuminate

B3
1, but that in general any minor tweaks of the method in [39] will fail to work for B3

1:
indeed, we will see that no subset of {−1, 0, 1}3 \ {⃗0} with fewer than 10 elements can
illuminate B3

1.

Note that among the outer normals at e1 we have the vector (1, 0, 0) and the four vectors
(1,±1, 0), (1, 0,±1). Because of the outer normal (1, 0, 0), any direction d which will
illuminate e1 ∈ ∂B3

1 must satisfy d1 < 0 (recall Criterion A). Thus, if d is taken from
{−1, 0, 1}3, we must have d1 = −1. On the other hand, because of the latter group of
outer normals, any direction d ∈ {−1, 0, 1}3 \ {⃗0} which will illuminate e1 ∈ ∂B3

1 cannot
have non-zero 2nd or 3rd coordinates, because if it did, then d would be orthogonal to at
least one of the four vectors (1,±1, 0), (1, 0,±1). In conclusion only the element −e1 of
{−1, 0, 1}3 \ {⃗0} is an illuminating direction for e1 ∈ ∂B3

1.

Similarly we see that we must include all the directions of the form ±ei, i ∈ [3], to illu-
minate all the coordinate permutations and coordinate reflections of e1, which are also
vertices of B3

1.

On the other hand, among the outer normals at (12 ,
1
2 ,

1
2) are the vectors (1, 1, 0), (1, 0, 1)

and (0, 1, 1). Thus, none of the directions ±ei, i ∈ [3], can illuminate (12 ,
1
2 ,

1
2), and we

need instead a direction from {−1, 0, 1}3 which has at least two non-zero (in fact, negative)
coordinates. If we pick for this purpose the direction (−1,−1,−1), then it will illuminate
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(12 ,
1
2 ,

1
2), but it won’t illuminate any of its (non-trivial) coordinate reflections. If we

instead pick a direction such as (−1,−1, 0), then we would be able to illuminate both
(12 ,

1
2 ,

1
2) and (12 ,

1
2 , −−

1
2).

In this way, we can check that we need at least 4 directions from {−1, 0, 1}3 \ {ei : i ∈ [3]}
to illuminate (12 ,

1
2 ,

1
2) and all its coordinate reflections.

1b. Consider the set B4
1 ⊂ R4 whose vertices are all the coordinate reflections and permuta-

tions of the points e1 and (12 ,
1
2 ,

1
2 ,

1
2). An analogous argument shows that B4

1 cannot be

illuminated by any subset of {−1, 0, 1}4 \ {⃗0} which contains fewer than 16 elements (and
thus it certainly cannot be illuminated by T2).

1c. In general, consider the set Bn
1 ⊂ Rn whose vertices are all the coordinate reflections and

permutations of the points e1 and 1
2(e1 + e2 + · · ·+ en). We can similarly check that Bn

1

cannot be illuminated by the set T2 ∈ Rn, and at the very least we would need to enlarge
T2 to the set

T ′
2 :=

(
{−1, 1}n−1 × {0}

)
∪ {±ei : i ∈ [n]}

which contains 2n−1 + 2n directions.

The last point might perhaps suggest that we could replace the set T2 by T ′
2, and that this

potentially is enough in dimensions n ⩾ 5 for ‘efficient’ illumination of convex bodies satisfying
the assumptions of [39, Lemma 8], given that 2n−1 + 2n < 2n as soon as n ⩾ 5. However this
is not the case either.

2. Consider the setB2 ∈ S9 whose vertices are all the coordinate reflections and permutations
of the points e1 and 1

2(e1 + e2 + e3 + e4). As previously, we can see that, if we want to
illuminate all the coordinate reflections and permutations of e1, we have to include all the
directions ±ei, i ∈ [9]. On the other hand, among the outer normals at 1

2(e1+e2+e3+e4)
are vectors of the form ej + ek and of the form ej + ek + es where {j, k, s} is any subset
of [4] with cardinality 3. Thus, by Criterion A we can quickly check that none of the
directions ±ei illuminates 1

2(e1 + e2 + e3 + e4), neither do any of the directions ±ei ± ej .

Moreover, we can check that 1
2(e1 + e2 + e3 + e4) also has outer normals of the form

e1 + e2 + e3 + e4 ± et1 ± et2 ± et3 ± et4

where {t1, t2, t3, t4} ⊂ [9] \ [4] with cardinality 4.

This shows that none of the directions in T1 or T2 \ {±e9} (which all have at least 8 non-
zero coordinates) can illuminate 1

2(e1+e2+e3+e4). We conclude that, for the coordinate

reflections and permutations of 1
2(e1+e2+e3+e4) we need directions from {−1, 0, 1}9\{⃗0}

which have at least 3 and at most 7 non-zero coordinates.

3. Consider the set B3 ∈ S25 whose vertices are all the coordinate reflections and permuta-
tions of the points

e1,
2

3
(e1 + e2 + e3), and

1

3

12∑
i=1

ei.

Then we could illuminate e1 (for example) using any of the directions −e1, −e1 ± e2 or
−e1 ± e2 ± e3 (or even variations of the latter two): this is because e.g.

e1 +
1

2
(−e1 + e2) =

1

2
(e1 + e2) ∈ intB,
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as we can see if we compare coordinates with those of the vertex 2
3(e1 + e2 + e3) (recall

Lemma 1). We could also illuminate 2
3(e1 + e2 + e3) using the directions −e1 − e2 or

−e1 − e2 − e3 (whereas −e1 would not work in this case). Moreover, among the outer
normals at 2

3(e1 + e2 + e3) we also have vectors of the form e1 + e2 + e3 ± et1 ± et2 ± et3
where {t1, t2, t3} is any subset of [25]\ [3] with cardinality 3. This shows that any direction
d from {−1, 0, 1}25 \ {⃗0} which illuminates 2

3(e1 + e2 + e3) must have at most 5 non-zero
coordinates, otherwise it would be orthogonal to one of the outer normals of 2

3(e1+e2+e3),
contradicting Criterion A.

On the other hand, vectors of the form
∑6

s=1 ejs , where {js : 1 ⩽ s ⩽ 6} is a subset of
[12] with cardinality 6, are among the outer normals at 1

3

∑12
i=1 ei, so any directions d′

from {−1, 0, 1}25 \ {⃗0} which illuminate this boundary point of B3 must have at least 7
and (as we can also check) at most 23 non-zero coordinates (so they cannot be among the
directions from T1 and T2, nor can they be any of the directions we used for the second
type of vertices).

The above examples indicate that we can construct ‘tricky’ convex bodies, which cannot
be covered by [39, Lemma 8] (or even by [39, Lemma 7]), in as high a dimension as we want.
Furthermore, the set T2 cannot be replaced by any set of the form(

{−1, 1}n−1 × {0}
)
∪R′

0

where R′
0 would only contain directions from {−1, 0, 1}n \ {⃗0} with a predetermined number of

non-zero coordinates; or alternatively where R′
0 would have cardinality ⩽ p(n) with p(x) : R →

R being a fixed polynomial. On the other hand, as we explained in Subsection 2.1, R′
0 could

be any set that has property (P1): e.g. Tikhomirov’s probabilistic construction of a union of
‘good’ realisations of the sets Sk, k = 1, . . . , ⌈n2 ⌉, introduced on [39, Page 378], which is shown
to have small enough cardinality for sufficiently high dimensions.

There is one more point worth remarking: it can be checked that all the above, ‘tricky’ exam-
ples satisfy dist(B, [−1, 1]n) ⩾ 2. This is no accident: if instead we had 1 ̸= dist(B, [−1, 1]n) < 2,
then one of the sets T1 and T2 ought to have worked, which is not the case for any of the above
examples.

Claim F. Let n ⩾ 3 and let B ∈ Sn with 1 ̸= dist(B, [−1, 1]n) < 2. Then B is illuminated
by one of the sets T1 and T2 (using the notation in Proposition B).

Note. This is essentially the statement of [39, Proposition 5] (that statement also includes the
case n = 2, which follows immediately from [39, Lemma 8] for n = 2, since 1 ̸= dist(B, [−1, 1]n)
guarantees that e1 + e2 /∈ B for B ∈ S2, and for such convex bodies the corresponding set
T2 = {±e1,±e2} is easily seen to be an illuminating set).

We defer the proof to Appendix A. Here we just mention one more example of a ‘tricky’
convex body B ∈ Sn with 1 ̸= dist(B, [−1, 1]n) < 2, which satisfies ∥e1 + e2∥B > 1, and which
nonetheless cannot be illuminated by the set T2 (however, by Claim F we now know that it will
be illuminated by T1).

4. Let n ⩾ 4 and consider the set Bn
4 ∈ Sn whose vertices are all the coordinate reflections

and permutations of the points e1 +
3
4en and 1

2

∑n−1
i=1 ei +

3
4en. Note that B4 contains the

convex combination

1

n

n∑
i=1

3

4
ei +

∑
j∈[n]\{i}

1

2
ej

 =

(
1

n
· 3
4
+

n− 1

n
· 1
2

) n∑
i=1

ei,
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which shows that dist(B, [−1, 1]n) ⩽ 4n
2n+1 < 2.

Now observe that among the outer normals at e1+
3
4en is the vector e1, as well as vectors

of the form e1 + en ± ej where j ∈ [n] \ {1, n}. This shows that none of the directions in
T2 =

(
{−1, 1}n−1 × {0}

)
∪ {±en} can illuminate e1 +

3
4en.

4 One illuminating set to ‘rule’ them all

Here we will prove Theorem D, that is, we will show that we can find a single subset of the set

Gn(δ) :=

d ∈ Rn : ∃ i ∈ [n] such that d = ±ei +
∑

j∈[n]\{i}

±δej


which is an ‘efficient’ illuminating set for any 1-symmetric convex body in Rn (as long as δ is also
chosen sufficiently small). To do so, and motivate the methods by which we construct/select
such subsets in Proposition 14, we single out the next two results and state them as separate
lemmas; this will also help with the proofs in the next section.

Lemma 11. Let n ⩾ 3, B ∈ Sn, and x ∈ ∂B. Consider k ∈ [n] such that xk ̸= 0. Then for
any δ ∈ (0, 1

n), x is illuminated by

− sign(xk)ek +
∑

i∈[n]\{k}

(−δ sign(xi))ei

(here, if xi = 0, we simply make a choice for sign(xi), setting it equal to either +1 or −1; no
matter the choice of signs for these coordinates, the conclusion remains the same).

Proof. Denote the direction in the statement by d. WLOG, suppose that k = 1 and also that
|xi| ≥ |xi+1| for 2 ≤ i ≤ n− 1 (we can always reorder the indices in this argument if this is not
the case; note also that the second assumption does not hinge on whether |x1| = ∥x∥∞ or not,
we simply order the remaining coordinates of x).

If |Zx| = 0 (that is, if x has no zero coordinates), then the conclusion follows immediately
by Corollary 2. Thus we now focus on the case where

|x2| ⩾ |x3| ⩾ · · · ⩾ |xm−1| > |xm| = 0 = |xm+1| = · · · = |xn|

for some 2 ⩽ m ⩽ n. Let us examine the entries of x+ |x1|d:

• (x+ |x1|d)1 = 0,

• for every 2 ⩽ i ⩽ m−1, |(x+ |x1|d)i| = max(|xi|−|x1|δ, |x1|δ−|xi|) (and if the maximum
is not equal to the first argument, then |xi| must be ‘very small’, < δ|x1|),

• and for every m ⩽ i ⩽ n, |(x+ |x1|d)i| = |x1|δ.

Let m′ be the smallest index ⩾ 2 such that |xm′ | < 1
n |x1|. We consider the following convex

combination, which will be in B because of the 1-symmetry:

1

n−m′ + 2

[
(|x1|, |x2|, |x3|, . . . , |xn−1|, |xn|) + (|xm′ |, |x2|, |x3|, . . . , |xm′−1|, |x1|, . . . , |xn−1|, |xn|)

+ (|xm′+1|, |x2|, |x3|, . . . , |xm′−1|, |xm′ |, |x1|, . . . , |xn−1|, |xn|) +

+ · · · · · ·+ (|xn−1|, |x2|, |x1|, . . . , |x1|, |xn|) + (|xn|, |x2|, |x1|, . . . , |xn−1|, |x1|)
]
.

We can observe the following regarding its entries:
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• the 1st entry is 1
n−m′+2 (|x1|+

∑n
i=m′ |xi|) ⩾ |x1|

n−m′+2 > 0.

• For every 2 ⩽ i ⩽ m′ − 1, its i-th entry is equal to |xi|.

• For every m′ ⩽ i ⩽ m− 1, its i-th entry is equal to

n−m′ + 1

n−m′ + 2
|xi|+

1

n−m′ + 2
|x1| ⩾

1

n−m′ + 2
|x1|.

• For every m ⩽ i ⩽ n, its i-th entry is equal to 1
n−m′+2 |x1|.

Thus, as long as we choose δ < 1
n , this convex combination will have strictly larger (in absolute

value) respective entries compared to x+|x1|d. By Lemma 1 it follows that x+|x1|d ∈ intB.

The following is a strengthening of the previous lemma which will be necessary in certain
cases.

Lemma 12. Let n ⩾ 3, B ∈ Sn, and x ∈ ∂B. Write Mx for the set of maximum coordinates
of x:

Mx = {k ⩽ n : |xk| = ∥x∥∞},

and let k0 ∈ Mx. Then for any δ ∈ (0, 1
n) and for any arbitrary choice of signs ϵi, i /∈ Mx, x is

illuminated by

− sign(xk0)ek0 +
∑

k∈Mx\{k0}

(−δ sign(xk))ek +
∑

i∈[n]\Mx

δϵiei.

Proof. Fix a choice of signs ϵi, i /∈ Mx, and write d for the corresponding direction. If [n]\Mx =
∅, the conclusion follows immediately from Corollary 2, so assume there is some index i /∈ Mx

and set t = |[n]\Mx|. For any such index i, let αi := |xk0 | − |xi|, and note that αi ∈ (0, ∥x∥∞].
Set also

λi :=
α−1
i

1 +
∑

j∈[n]\Mx
α−1
j

, λ0 :=
1

1 +
∑

j∈[n]\Mx
α−1
j

.

Then λ0 +
∑

j∈[n]\Mx
λj = 1. Consider the following convex combination of points in B:

w = λ0 ·
n∑

i=1

|xi| ei +
∑

j∈[n]\Mx

λj ·

|xk0 | ej + |xj | ek0 +
∑

i/∈{k0,j}

|xi| ei

 .

Let us examine its coordinates:

• if i ∈ Mx\{k0}, then wi = |xi|.

• For i = k0 we have wk0 = λ0 |xk0 |+
∑

j∈[n]\Mx
λj |xj |.

• If i ∈ [n]\Mx, then wi = λi |xk0 |+ (1− λi) |xi|.

Thus for i /∈ Mx, we have that wi > |xi|, while 0 < wk0 < |xk0 | = ∥x∥∞. In particular,

wi − |xi| = λi ·
(
|xk0 | − |xi|

)
= λi · αi =

1

1 +
∑

j∈[n]\Mx
α−1
j

= λ0,

while
|xk0 | − wk0 =

∑
j∈[n]\Mx

λj ·
(
|xk0 | − |xj |

)
=

∑
j∈[n]\Mx

λj · αj = t · λ0.
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From this it’s clear that, for each i /∈ Mx,

wi − |xi| =
1

t

(
|xk0 | − wk0

)
>

1

n

(
|xk0 | − wk0

)
. (3)

Consider now the vector y = x+
(
|xk0 | − wk0

)
d. Let us examine its coordinates too:

• yk0 = xk0 − sign(xk0)
(
|xk0 | − wk0

)
= sign(xk0)wk0 .

• If i ∈ Mx\{k0}, then

yi = xi−δ sign(xi)
(
|xk0 |−wk0

)
= sign(xi)

(
|xi|−δ |xk0 |+δwk0

)
= sign(xi)

(
(1−δ) |xk0 |+δwk0

)
,

which is smaller in absolute value than |xk0 | = |xi| = wi.

• Finally, if i ∈ [n]\Mx,
|yi| ⩽ |xi|+ δ

(
|xk0 | − wk0

)
.

Given that δ < 1
n , by (3) we obtain that

|xi|+ δ
(
|xk0 | − wk0

)
< |xi|+

1

n

(
|xk0 | − wk0

)
< wi.

Thus all coordinates except the k0-th one of y are strictly smaller in absolute value than the
respective coordinates of w (while |yk0 | = wk0 < 1). It remains to consider the section{

ξ ∈ B : ξk0 = yk0
}
=

{
ξ ∈ B : ξk0 = sign(yk0)wk0

}
and apply Corollary 7.

Remark 13. If we look again at the proof of Lemma 11, then we can also derive the following
more general conclusion: if x ∈ ∂B and xk ̸= 0, then x is illuminated by any direction of the
form

− sign(xk)ek +
∑

i∈[n]\{k}

(−δi sign(xi))ei

where sign(xi) is arbitrarily chosen from {−1, 1} for i ∈ Zx and where δi ∈ (0, 1
n) for all

i ∈ [n] \ {k} (namely we don’t have to set all the ‘small’ coordinates equal in absolute value, we
just have to make sure all of them are < 1

n).

Analogously, by examining the proof of Lemma 12, we can see that, if k0 ∈ Mx, then x can
be illuminated by any direction of the form

− sign(xk0)ek0 +
∑

k∈Mx\{k0}

(−δk sign(xk))ek +
∑

i∈[n]\Mx̃

δi ϵiei

where ϵi ∈ {−1, 1} is arbitrary for i ∈ [n]\Mx, and where δk, δ̃i ∈ (0, 1
n) (but not necessarily the

same number). In fact, for i ∈ [n]\Mx, we can even allow δ̃i to be chosen from [0, 1
n), namely

allow δ̃i to be set equal to 0.
Note that this more general version of Lemma 12 extends Lemma 4.

Proposition 14. Let n ⩾ 2, δ ∈ (0, 1), and consider the set Gn = Gn(δ) from (2) (or from the
first paragraph of Section 4).

There exists a subset In ⊂ Gn with |In| = 2n and with the property: for any vector x ∈
Rn\{⃗0}, there is d ∈ In such that sign(xi) = − sign(di) for every i ∈ [n]\Zx and moreover
1 = ∥d∥∞ = |dj | for an index j ∈ [n]\Zx.
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Definition 15. We will be using the following terminology in settings such as the above: given
a vector x ∈ Rn\{⃗0} and given a set I ⊂ Gn, we will say that I deep illuminates x if there exists
d ∈ I such that sign(xi) = − sign(di) for every i ∈ [n]\Zx and at the same time 1 = ∥d∥∞ = |dj |
for an index j ∈ [n]\Zx (moreover, if I = {d} is a singleton, we will say that the direction d
deep illuminates x).

Proof. We will present two methods of finding sets In with the desired properties, with the
first method being more geometric, while the second one will be combinatorial. In most of the
results in the sequel, we can use either method to produce a set In with the desired properties.
Note however that only the 2nd method here

– ensures that the set In that we get is also formed from pairs of opposite directions,

– and moreover it provides us with a better overview of which directions from Gn end up
inside In.

These will be important in some of our final results.

Method 1. Consider the graph that we get from the vertices and edges of [−1, 1]n. Recall
that we can find Hamilton cycles on this graph, that is, closed and simple paths that pass by
all the vertices of [−1, 1]n (exactly once since they are simple) and return to their initial vertex.
More simply, a Hamilton cycle of the graph of the cube is equivalent to a sequence/ordering
w1, w2, ..., w2n of the vertices

• such that all vertices appear in the sequence

• and such that consecutive vertices in the sequence differ in exactly one coordinate; this
should be true for the pair of vertices w2n and w1 as well.

Note also that, since the path is closed, we could start at any vertex. Furthermore, applying
a symmetry of the cube to such a path (that is, any composition of coordinate permutations
and of sign changes) will just give us another path with the same properties. Thus it is fine to
require that w1 = (1, 1, 1, ..., 1, 1), while w2n = (1, 1, 1, ..., 1,−1).

To give an example of such a Hamilton cycle/ordering of the vertices of [−1, 1]n, let us start
from the sequence

w1 = (1, 1), w2 = (−1, 1), w3 = (−1,−1), w4 = (1,−1), (4)

which satisfies the properties we want when n = 2. We can construct admissible sequences in
higher dimensions via recursion. Given n > 2, assume that we have already found/fixed such
a sequence in dimension n − 1, and that we denote it by Pn−1 =

(
wn−1
1 , wn−1

2 , ..., wn−1
2n−1

)
. As

explained before, WLOG we can assume that

wn−1
1 =

n−1∑
i=1

ei , while wn−1
2n−1 = −en−1 +

n−2∑
i=1

ei

(the ei’s here are the standard basis vectors in Rn−1). Then an admissible sequence for dimension
n is the following:

wn
1 =

(
wn−1
1 , 1

)
, wn

2 =
(
wn−1
2 , 1

)
, . . .

. . . , wn
2n−1 =

(
wn−1
2n−1 , 1

)
, wn

2n−1+1 =
(
wn−1
2n−1 ,−1

)
,

wn
2n−1+2 =

(
wn−1
2n−1−1

, −1
)
, wn

2n−1+3 =
(
wn−1
2n−1−2

, −1
)
, . . .

. . . , wn
2n−1 =

(
wn−1
2 , −1

)
, wn

2n =
(
wn−1
1 , −1

)
.
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In other words, we append to every vector in the sequence Pn−1 one more coordinate equal to
1, and then we revert the order of the terms of Pn−1, and to each of the repeated and reverse-
reordered terms we append one more coordinate equal to −1. Finally we concatenate the two
new subsequences that we got to end up with a sequence Pn formed by 2n vectors in Rn (all of
which are vertices of [−1, 1]n).

It is not hard to check that the sequence Pn has the desired properties (assuming that the
sequence Pn−1, which we started with, did so as well).

Note. Such orderings of the vertices of [−1, 1]n are sometimes also called Gray codes, and they
play an important role in digital communications and in analog-to-digital signal conversion.
The examples that we gave in particular, which are constructed by this recursive procedure, are
often called the binary-reflected Gray codes.

Next we explain how we construct a desirable subset In of Gn once we have a sequence
Pn = (wn

1 , w
n
2 , ..., w

n
2n) as above. Fix an index r ∈ {1, 2, ..., 2n}), and consider the ordered pair

of vertices (wr, wr+1) (from now on we will be suppressing the superscript n which indicates
the dimension). Note that, if r = 2n, then the pair to consider is (w2n , w1). This leads to the
direction

dr := −wr,ireir +
∑

i∈[n]\{ir}

(−δ · wr,i)ei,

where ir is the index of the unique entry in which wr and wr+1 differ (in fact, −wr,ir = wr+1,ir).
For instance, d2n = (−δ,−δ, ...,−δ,−δ,+1). See also a visualisation of these directions in R3.

Figure 1: A Hamilton cycle on the graph of [−1, 1]3,

and the corresponding directions d1,d2, . . . ,d8 for some δ ≪ 1.

We show that the set

In ≡ In(δ) := {d1,d2, . . . ,d2n−1,d2n}

deep illuminates any vector x ∈ Rn \ {⃗0}. Fix such a vector x, and consider the vector y of its
coordinate signs:

y ≡ yx :=
(
s̃ign(x1), s̃ign(x2), . . . , s̃ign(x2n−1), s̃ign(x2n)

)
,

where s̃ign(xi) = sign(xi) if xi ̸= 0, and s̃ign(xi) = 0 if xi = 0.
Clearly yx is found on the boundary of the cube [−1, 1]n, and if x has no zero coordinates,

then yx is actually a vertex of the cube. Otherwise there is a unique face Fy of the cube with
dimension k ∈ {1, 2, ..., n− 1} such that y is in the relative interior of Fy.

Consider now the vertices of the cube which belong to Fy and call them ‘good’ for y. More
simply, these are precisely the vertices vj of the cube which agree with y in all entries where y
has a non-zero coordinate: vj ∈ Fy if and only if vj,i = yi for all i ∈ [n] \Zy = [n] \Zx. Observe
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that there will be 2k vertices which are ‘good’ for y, where k is the number of zero coordinates
of y, k = |Zy| = |Zx|. Since x ∈ Rn \ {⃗0}, there will be at most 2n−1 ‘good’ vertices for y.

Claim. There exists an index r0 ∈ {1, 2, ..., 2n} such that the r0-th vertex wr0 in the
sequence Pn is ‘good’ for y, while the next vertex wr0+1 is ‘bad’ for y (here we take r0+1 mod 2n,
that is, r0 + 1 = 1 if r0 = 2n).

Proof of the claim. Since there exists at least one and at most 2n−1 ‘good’ vertices for y, we
can set s0 ∈ {1, 2, ..., 2n} to be the largest index of a ‘good’ vertex for y, and we can also set t0
to be the smallest index of a ‘bad’ vertex for z. We distinguish the following cases.

1. s0 < 2n. Then s0 + 1 ⩽ 2n and is larger than s0, so it cannot be the index of a ‘good’
vertex for y. Thus we can set r0 = s0, since ws0 is a ‘good’ vertex for y and ws0+1 is a
‘bad’ vertex for y.

2a. s0 = 2n and t0 = 1. By our choices for s0 and t0, we have that ws0 is a ‘good’ vertex for
y and wt0 is a ‘bad’ vertex for y. Moreover, in this case s0 + 1 mod 2n = t0 mod 2n, so
we can set r0 = s0 again.

2b. t0 > 1. Then t0 − 1 ⩾ 1 and is smaller than t0, so, by our choice for t0, t0 − 1 cannot be
the index of a ‘bad’ vertex for y (while wt0 is indeed a ‘bad’ vertex for y). Thus we can
set r0 = t0 − 1.

Finally, we verify that, if r0 ∈ {1, 2, ..., 2n} is an index which satisfies the property in the
claim, then the direction dr0 deep illuminates the points y and x. Indeed, recall that respective
entries of dr0 and of the vertex wr0 have opposite signs. Since wr0 is ‘good’ for y, for every
i ∈ [n] \ Zy we have that yi = wr0,i = − sign(dr0,i). On the other hand, wr0+1 is a ‘bad’ vertex
for y, so we can find some index i0 such that yi0 ̸= 0 and yi0 ̸= wr0+1,i0 . But wr0 and wr0+1 are
consecutive vertices in the sequence Pn, so they can only differ in exactly one entry; then this
must be the i0-th entry. By construction of the directions dr, we see that ∥dr0∥∞ is attained
in the i0-th entry for which we have yi0 ̸= 0. These combined show that dr0 deep illuminates y
(which is equivalent to saying that dr0 deep illuminates x).

This completes the proof of the proposition by the 1st method.

Method 2. We now discuss a more direct, and fully combinatorial, way of constructing of
In = In(δ) (which will also rely on a recursive definition). Using this method, we will see that
we can also ensure that

the resulting set In consists of pairs of opposite directions

(compare with Figure 1, and the set I3(δ) that the 1st method would give us, which does not
have this property).

We start by setting

I2 = {(+1,+δ), (−1,−δ), (+δ,−1), (−δ,+1)} =
{
±(1, δ), ±(δ,−1)

}
.

Next, out of the 8 = 23 directions that I3 will eventually contain, we define the first 4 to be
the following:

((+1,+δ),+δ), ((−1,−δ),−δ), ((+δ,−1),−δ), ((−δ,+1),+δ).

In other words, we form these directions by appending one more ‘small’ coordinate to the vectors
in I2 in such a way that the 3rd coordinate will have the same sign as the 2nd coordinate.

Important Note. This also causes the last coordinate of the new direction to have the same
sign as the maximum (in absolute value) coordinate of the preexisting direction (we should keep
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this in mind as it will help us with the recursive definition and also later, when checking the
desired properties of the sets we define).

Note finally that, since I2 consisted of two pairs of opposite directions, these new directions
also form pairs of opposite directions.

The remaining 4 directions of I3 are defined as follows: in all these directions the maximum
(in absolute value) coordinate will be the last one; moreover each of these directions will be
formed

– by considering each of the first 4 directions at a time,

– and by keeping the signs of its coordinates, except for the last sign which will be flipped
(and thus will now be opposite to the sign of the second to last coordinate).

In other words, the last 4 directions of I3 are set equal to

(+δ,+δ,−1), (−δ,−δ,+1), (+δ,−δ,+1), (−δ,+δ,−1).

Again these form two pairs of opposite directions.

To illustrate the construction with one more example: the first 8 directions of I4 will be

((+1,+δ,+δ),+δ), ((−1,−δ,−δ),−δ), ((+δ,−1,−δ),−δ), ((−δ,+1,+δ),+δ),

((+δ,+δ,−1),−δ), ((−δ,−δ,+1),+δ), ((+δ,−δ,+1),+δ), ((−δ,+δ,−1),−δ),

while the following 8 will be

((+δ,+δ,+δ),−1), ((−δ,−δ,−δ),+1), ((+δ,−δ,−δ),+1), ((−δ,+δ,+δ),−1),

((+δ,+δ,−δ),+1), ((−δ,−δ,+δ),−1), ((+δ,−δ,+δ),−1), ((−δ,+δ,−δ),+1).

Again, we observe that the important features here are:

(i) the last coordinate is either the maximum in absolute value, or alternatively it has the
same sign as the maximum coordinate;

(ii) the projections of the first 8 directions onto their first (n − 1) = 3 coordinates form
precisely I3, while the corresponding projections of the last 8 directions have the same
coordinate signs as the directions in I3 (and thus all combinations of three signs appear);

(iii) in the first 8 directions the last coordinate has the same sign as the second to last, while
in the last 8 directions they have opposite signs;

(iv) the 16 = 8 + 8 directions form 8 pairs of opposite directions.

Assuming now that In−1(δ) = In−1 has been defined in a way that guarantees the analogous
properties, we can form In(δ) = In as follows: out of the 2n directions that In needs to have,
the first 2n−1 will be formed by appending to each direction dn−1

s of In−1 one more ‘small’
coordinate at the end, so that this new coordinate will have the same sign as the last coordinate
of dn−1

s ; that is,

dn
s :=

(
dn−1
s , sign(dn−1

s,n−1)δ
)
.

At the same time, dn−1
s enables us to also define one of the remaining 2n−1 directions for In,

which we will denote by dn
2n−1+s: the sign of each of the first n − 1 coordinates of dn

2n−1+s

will be the same as for the respective coordinate of dn−1
s , while the last coordinate of dn

2n−1+s
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will be equal to 1 in absolute value and will have opposite sign to the previous coordinate, the
(n− 1)-th one. That is,

dn
2n−1+s :=

(
δ ·

(
sign(dn−1

s,1 ), sign(dn−1
s,2 ), . . . , sign(dn−1

s,n−2), sign(d
n−1
s,n−1)

)
, −− sign(dn−1

s,n−1)
)
.

Based on this definition and the assumption that In−1 already has properties analogous to the
ones we stated for I4, it is not hard to check that In continues to have the analogous properties.

It remains to verify that In satisfies the statement of Proposition 14, that is, that it deep
illuminates every vector x ∈ Rn\{⃗0}. Just as with the above properties, we will verify this
inductively.

Clearly I2 deep illuminates R2. Assume that, for some n − 1 ⩾ 2, In−1 has already been
defined in some way that ensures that it deep illuminates Rn−1. Moreover, assume that In is
defined with the help of this In−1 as described in the last paragraph (note that we don’t even
need to know that In−1 has the analogous properties (i)-(iv), simply that it deep illuminates
Rn−1, and that In is defined through it as described last). Consider x ∈ Rn\{⃗0}.

• If xn is the only non-zero coordinate of x, then we can use (half of) the last 2n−1 directions
of In to deep illuminate x (based on what sign(xn) is).

• If xn = 0 instead, then Proje⊥n (x) ∈ Rn−1\{⃗0} (we slightly abuse notation here), and

thus there is dn−1
s ∈ In−1 which deep illuminates this projection. But then dn

s =(
dn−1
s , sign(dn−1

s,n−1)δ
)
deep illuminates x.

• Finally, if both xn ̸= 0 and Proje⊥n (x) ∈ Rn−1\{⃗0}, then again we find dn−1
s ∈ In−1

which deep illuminates the projection. It follows that either dn
s =

(
dn−1
s , sign(dn−1

s,n−1)δ
)

or dn
2n−1+s will deep illuminate x (since the only difference in coordinate signs between

these two directions occurs in the last coordinate).

This completes the 2nd proof to Proposition 14 too.

We can now establish Theorem D from Subsection 2.1.

Theorem 16. Let n ⩾ 3 and let In(1/(n + 1)) ⊂ Gn(1/(n + 1)) be any of the sets satisfying
the statement of Proposition 14. Then In(1/(n+1)) illuminates all 1-symmetric convex bodies
in Rn.

Proof. Consider an arbitrary 1-symmetric convex body B in Rn. Given our terminology, any
set In(δ) satisfying the statement of Proposition 14 will deep illuminate all the non-zero vectors
of Rn, and hence all the boundary points of B. Since we assume here that δ = 1

n+1 < 1
n , Lemma

11 finishes the proof.

Remark 17. To also cover the case n = 2, we check directly that I2(δ0) =
{
±(1, δ0), ±(−δ0, 1)

}
illuminates any 1-symmetric convex body B in R2, as long as δ0 ∈ (0, 1).

Indeed, WLOG we can assume that B ∈ S2. If x ∈ ∂B has only one non-zero coordinate,
say x1 ̸= 0, then necessarily x = ±e1, and we will have that ±e1 + ∓(1, δ0) = ∓δ0e2 ∈ intB,
since δ0 < 1. Similarly we deal with the case where x2 ̸= 0.

On the other hand, if both coordinates of x are non-zero, then we simply pick the unique
direction from I2(δ0) which has opposite corresponding signs to the signs of x; by Corollary 2
this illuminates x.

Remark 18. We can summarise the results of this section in the following statement: in the
context of 1-symmetric convex bodies in Rn, and of subsets (or elements) of Gn(δ), where
δ ∈ (0, 1

n), we have that

if a subset (or direction) deep illuminates, then it also illuminates.
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5 Main illumination results

Let n ⩾ 2 and let B be a 1-symmetric convex body in Rn. Recall that we have defined mB to
be the largest k ∈ [n] such that ∥e1 + e2 + · · ·+ ek∥B = ∥e1∥B, and also that

dist(B, [−1, 1]n) =
∥e1 + e2 + · · ·+ en∥B

∥e1∥B

(following from the same definition of dist(·, [−1, 1]n) as the one given in [39]). Thus, if mB < n,
we have that dist(B, [−1, 1]n) > 1. Unfortunately this does not necessarily imply that one can
hope to illuminate B with fewer than 2n directions, because e.g. the unit cross-polytope CP 2

1

in R2, that is, the body conv{±(1, 0),±(0, 1)}, satisfies dist(CP 2
1 , [−1, 1]2) = 2, but it is just a

rotated square, so we need 4 directions to illuminate it.
That said, such examples cannot arise in higher dimensions in the class of 1-symmetric

convex bodies. Indeed, if n ⩾ 3 and B is a 1-symmetric body in Rn with dist(B, [−1, 1]n) > 1
(equivalently, such that mB < n), then, as we will shortly see, I(B) ⩽ 2n − 2.

For simplicity we also work with the normalisation B ∈ Sn, that is, ∥ei∥B = 1 for all i ∈ [n].
We first prove the counterparts to [39, Lemma 8 and Proposition 10]. Recall that these concern
bodies B ∈ Sn which do not contain any ‘large’ unit subcubes.

5.1 Special cases: no large unit subcubes

Theorem 19. Let n ⩾ 3, and suppose B ∈ Sn is such that ∥ei + ej∥B > 1 for all 1 ⩽ i < j ⩽ n
(in other words, mB = 1). Then B can be illuminated by the set[

In−1
(
1
n

)
× {0}

]
∪ {±en},

where In−1(1/n) is any of the sets given by Proposition 14. Thus I(B) ⩽ 2n−1 + 2.

Proof. Let x ∈ ∂B. We distinguish two cases.

• If |xn| < 1, then we could use Corollary 7 with the affine set {ξ ∈ Rn : ξn = xn}
which contains the point xnen ∈ intB. Note that the projection of the section Bxn =
B ∩ {ξ ∈ Rn : ξn = xn} onto the first n− 1 coordinates is a 1-symmetric convex body in
Rn−1 (allowing some abuse of notation), and Proje⊥n (x) is on its boundary (because if it
weren’t, x would be in intB by Lemma 6). By Theorem 16 (and Remark 17 in the case
that n = 3), we know that Proj(Bxn) is illuminated by In−1(1/n). This implies that we
can find dn−1

s ∈ In−1(1/n) such that

Proje⊥n (x) + εdn−1
s ∈ int Proj(Bxn)

for some ε > 0. Equivalently x+ ε (dn−1
s , 0) is in relintBxn , and thus in intB.

• If |xn| = 1, then, by the assumption that ∥ei + ej∥B > 1 for all 1 ⩽ i < j ⩽ n, we have
that |xi| < 1 = |xn| for all i ⩽ n− 1. But then we can use Lemma 4 (this case is handled
in the same way as in [39, Lemma 8]).

The proof is complete.

Next we provide an alternative to [39, Proposition 10], which dealt with the illumination of
those 1-symmetric convex bodies B that have ‘large’ distance to the cube: dist(B, [−1, 1]n) ⩾ 2.
Recall that this implies that mB ⩽ n

2 . Now, using this last assumption as our starting point,
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we establish an alternative result which works for all dimensions n ⩾ 4 (observe that, if n = 3,
then mB ⩽ n

2 implies that mB = 1, thus the case n = 3 is already handled by Theorem 19).

We first gather some estimates for certain partial sums of binomial coefficients (these will
come up as upper bounds on the cardinalities of the illuminating sets we will use).

Lemma 20. For all n ⩾ 3, we have that

2

⌊(n−1)/4⌋∑
s=0

(
n

s

)
⩽ 2n−1 − 2.

Moreover, this inequality is sharp only when n = 3. For higher n, we can obtain the following:
if n = 5, then the left-hand side is = 2n−1 − 4, if n = 6, the left-hand side is = 2n−1 − 18, while
for all other n it holds that

2

⌊(n−1)/4⌋∑
s=0

(
n

s

)
⩽ 2n−1 −

(
n

⌊n2 ⌋

)
.

Finally, for sufficiently high dimensions the left-hand side is even smaller: we have that

2

⌊(n−1)/4⌋∑
s=0

(
n

s

)
=

(
256

27

)n
4
+O(logn)

.

Proof. For n between 3 and 8, we can check the relevant inequalities directly. When n ⩾ 9, for
convenience we will consider four cases:

n = 4k for some k ⩾⩾⩾ 3. Then ⌊n−1
4 ⌋ = k − 1 ⩾ 2. We have that

2n = 2

2k−1∑
s=0

(
n

s

)
+

(
n

2k

)
= 2

k−1∑
s=0

(
n

s

)
+ 2

2k−1∑
s=k

(
n

s

)
+

(
n

2k

)
.

We have that 2
(

n
2k−1

)
= 2 n!

(2k−1)!(2k+1)! = 2 2k
2k+1

n!
((2k)!)2

>
(
n
2k

)
, and moreover we have that(

n

0

)
+

(
n

1

)
= n+ 1 <

n(n− 1)

2
=

(
n

2

)
<

(
n

k

)
.

Therefore we can write

2

k−1∑
s=0

(
n

s

)
= 2

[(
n

0

)
+

(
n

1

)
+

k−1∑
s=2

(
n

s

)]
⩽ 2

[(
n

k

)
+

2k−2∑
s=k+1

(
n

s

)]
,

and this gives us

4

k−1∑
s=0

(
n

s

)
⩽ 2

k−1∑
s=0

(
n

s

)
+ 2

2k−2∑
s=k

(
n

s

)
= 2n − 2

(
n

2k − 1

)
−
(
n

2k

)
< 2n − 2

(
n

2k

)
,

which implies the desired inequality.
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n = 4k+ 2 for some k ⩾⩾⩾ 2. Then ⌊n−1
4 ⌋ = k ⩾ 2, and we also have that

2n = 2

2k∑
s=0

(
n

s

)
+

(
n

2k + 1

)
= 2

k∑
s=0

(
n

s

)
+ 2

2k∑
s=k+1

(
n

s

)
+

(
n

2k + 1

)
.

Again combining the facts that 2
(
n
2k

)
>

(
n

2k+1

)
and

(
n
0

)
+
(
n
1

)
+
(
n
2

)
<

(
n
3

)
⩽

(
n

k+1

)
, we can

conclude that

4
k∑

s=0

(
n

s

)
⩽ 2

k∑
s=0

(
n

s

)
+ 2

2k−1∑
s=k+1

(
n

s

)
= 2n − 2

(
n

2k

)
−

(
n

2k + 1

)
< 2n − 2

(
n

2k + 1

)
,

as before.

n = 4k+ 1 for some k ⩾⩾⩾ 2. Then ⌊n−1
4 ⌋ = k ⩾ 2, and we also have that

2n = 2
2k∑
s=0

(
n

s

)
= 2

k∑
s=0

(
n

s

)
+ 2

2k∑
s=k+1

(
n

s

)
.

By the fact that
(
n
0

)
+
(
n
1

)
+

(
n
2

)
<

(
n
3

)
⩽

(
n

k+1

)
, we can conclude that

4
k∑

s=0

(
n

s

)
⩽ 2

k∑
s=0

(
n

s

)
+ 2

2k−1∑
s=k+1

(
n

s

)
= 2n − 2

(
n

2k

)
.

n = 4k+ 3 for some k ⩾⩾⩾ 2. Then ⌊n−1
4 ⌋ = k ⩾ 2, and we also have that

2n = 2

2k+1∑
s=0

(
n

s

)
= 2

k∑
s=0

(
n

s

)
+ 2

2k+1∑
s=k+1

(
n

s

)
.

By the fact that
(
n
0

)
+
(
n
1

)
<

(
n
2

)
<

(
n

k+1

)
, we can conclude that

4
k∑

s=0

(
n

s

)
⩽ 2

k∑
s=0

(
n

s

)
+ 2

2k∑
s=k+1

(
n

s

)
= 2n − 2

(
n

2k + 1

)
.

Finally, regarding the asymptotic behaviour, we can observe the following:(
n

⌊n−1
4 ⌋

)
⩽

⌊(n−1)/4⌋∑
s=0

(
n

s

)
⩽

n

2
·
(

n

⌊n−1
4 ⌋

)
.

Then the desired estimate follows from Stirling’s formula.

Theorem 21. Let n ⩾ 4. We can find a subset T n of Gn(1/(n+1)) (the ‘big’ set in Proposition
14, when we set δ = 1

n+1) which has cardinality

|T n| = 4

⌊(n−2)/4⌋∑
s=0

(
n− 1

s

)
⩽ 2n−1 − 4,

and the following property: let B ∈ Sn with mB ⩽ n
2 ; then B is illuminated by the set[

In−1
(
1
n

)
× {0}

]
∪ T n.

It follows that, for any such body B, I(B) ⩽ 2n − 4 (and in sufficiently high dimensions,

I(B) ⩽ 2n−1 +
(
256
27

)n
4
+O(logn)

).
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Proof. Let B ∈ Sn with mB ⩽ n
2 , and let x ∈ ∂B. We distinguish two cases.

• If |xn| < 1, then we invoke Corolloary 7 with the affine set {ξ ∈ Rn : ξn = xn} and
Theorem 16 to deduce that one of the directions in

[
In−1

(
1
n

)
× {0}

]
will illuminate x.

• If |xn| = 1, then ∥x∥∞ = 1 and therefore, by the main assumption for B, we must have
|Mx| ⩽ n

2 . Moreover, n ∈ Mx, and thus |Mx∩[n−1]| ⩽ n
2 −1. We know by Lemma 12 that

it suffices to find a direction dx from Gn(1/(n+1)) which deep illuminates ProjMx
(x) (the

projection of x onto the subspace spanned by ek, k ∈ Mx). We agree from the beginning
that the maximum (in absolute value) coordinate of dx will be the n-th one, so for the
remaining coordinates we just have to pick the signs carefully so that, if k ∈ Mx ∩ [n− 1],
then sign(xk) = − sign(dx,k). Let M+

x = {k ⩽ n : |xk| = ∥x∥∞ and xk > 0} and
M−

x = Mx \M+
x . It suffices to pick the direction so that

dx,k = − 1
n+1 for all k ∈ M+

x ∩ [n− 1] and dx,k = + 1
n+1 for all [n− 1] \M+

x , (5)

or alternatively so that

dx,k = + 1
n+1 for all k ∈ M−

x ∩ [n− 1] and dx,k = − 1
n+1 for all [n− 1] \M−

x . (6)

We can achieve this by going over all subsets Cr of [n− 1] of a certain cardinality r, and
by setting all entries with index in Cr equal to − 1

n+1 (say) and all remaining entries equal

to + 1
n+1 (the negatives of the directions we construct in this way will be those directions

which have + 1
n+1 in entries with index in Cr, and − 1

n+1 in all remaining entries; in other
words, from a direction which satisfies (5), we can pass to a direction which satisfies (6)
by taking negatives).

To be more efficient in how many directions we will include in T n, we also note that either
|M+

x ∩ [n− 1]| ⩽ |M−
x ∩ [n− 1]| or the reverse inequality is true. Hence, we can choose

a direction dx for x which satisfies either (5) or (6) based on which subset is smaller. In
either case, we can check that

min{
∣∣M+

x ∩ [n− 1]
∣∣ , ∣∣M−

x ∩ [n− 1]
∣∣} ⩽

n− 2

4
,

and therefore we can set

T n :=
[

1
n+1 ·

{
(ϵ1, ϵ2, . . . , ϵn−1) : ϵi = −1 for at most n−2

4 indices i ∈ [n− 1]
}]

× {±1}⋃ [
1

n+1 ·
{
(ϵ1, ϵ2, . . . , ϵn−1) : ϵi = +1 for at most n−2

4 indices i ∈ [n− 1]
}]

× {±1}.

It follows that

|T n| = 2 · 2
⌊(n−2)/4⌋∑

s=0

(
n− 1

s

)
,

and, as explained above, some direction from T n illuminates the point x.

We have thus shown that
[
In−1

(
1
n

)
×{0}

]
∪T n illuminates all boundary points of B. It remains

to recall Lemma 20, which gives the desired bounds on the cardinality of T n.

Remark 22. Using pairs of opposite directions. In all the results so far, wherever we
had to use the set In(1/(n + 1)) or In−1(1/n), we could select it to be any of the sets whose
existence Proposition 14 guarantees.

Of course we can more specifically choose it to be the set that we constructed by the 2nd
method in the proof of Proposition 14, the ‘combinatorial construction’. In that case, we will
also have that it is formed from pairs of opposite directions. This in turn will also imply that
the full illuminating sets that we work with in Theorems 19 and 21 have this property too.
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In the next subsection we finally come to a setting in which we no longer have the flexibility
to pick any eligible construction for In: we will specifically have to work with the ‘combinatorial
construction’ that we gave.

5.2 General case: large unit subcubes allowed

The following theorem deals with the general case, and should be viewed as one of the two main
results of this paper: we can now show, for all n ⩾ 3, that, if B ∈ Sn satisfies dist(B, [−1, 1]n) >
1, then I(B) ⩽ 2n − 2, and we can do so for small or big mB ∈ {1, 2, . . . , n− 1} simultaneously
and in a unified way. The only thing that may require some adaptations, and which can affect
the values of the parameters that we will use, is how close dist(B, [−1, 1]n) is to 1.

Theorem 23. Let n ⩾ 3, B ∈ Sn and suppose that dist(B, [−1, 1]n) > 1 (in other words,
mB < n).

Let In
(

1
n+1

)
be the ‘combinatorially constructed’ set from Proposition 14, that is, the subset

of Gn
(

1
n+1

)
that we define using the 2nd method in the proof.

We can find some sufficiently small η > 0 (which will depend only on the dimension n and
on how small [dist(B, [−1, 1]n)− 1] is) such that the set[

In
(

1
n+1

)
\
{
±
(
+1,+ 1

n+1 ,+
1

n+1 , . . . ,+
1

n+1 ,+
1

n+1 ,+
1

n+1

)
,

±
(
+ 1

n+1 ,+
1

n+1 ,+
1

n+1 , . . . ,+
1

n+1 ,−−
1

n+ 1
,+1

)}]
⋃ {

±
(
+1,+ 1

n+1 ,+
1

n+1 , . . . ,+
1

n+1 , η, +
1

n+1

)}
will illuminate B.

We can conclude that I(B) ⩽ 2n − 2.

The key ingredient of the proof to the theorem is the following lemma:

Lemma 24. Let δ ∈ (0, 1), and let n ⩾ 3. Suppose In(δ) is the ‘combinatorially constructed’
set from Proposition 14, and consider its subset

In
−2(δ) := In(δ) \

{
±(+δ,+δ, . . . ,+δ,+δ,−δ,+1)

}
.

Then In
−2(δ) can deep illuminate every vector in Rn \ {⃗0} which has at least one zero coordinate.

Proof. Recall that the set In(δ) given by the 2nd method in the proof of Proposition 14 is
constructed by dividing it into four parts:

• the first part consists of all the directions d which satisfy sign(dn−2) = sign(dn−1) =
sign(dn). Moreover, the maximum (in absolute value) coordinate of d is one of the first
n− 2.

• The second part consists of all the directions d which satisfy sign(dn−2) = − sign(dn−1) =
− sign(dn). Moreover, the maximum (in absolute value) coordinate of d is the (n− 1)-th
one.

• The third part consists of all the directions d which satisfy sign(dn−2) = sign(dn−1) =
− sign(dn). Moreover, the maximum (in absolute value) coordinate of d is the n-th one.

• Finally, the fourth part of In(δ) consists of all directions d which satisfy sign(dn−2) =
− sign(dn−1) = sign(dn). Moreover, the maximum (in absolute value) coordinate of d is
the n-th one. Observe that this is the part from which we remove two directions.
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Let x ∈ Rn \ {⃗0}, and assume xi0 = 0 for some i0 ∈ [n]. Assume initially that {n− 2, n− 1, n}∩
Zx ̸= ∅ (note that this covers all possibilities when n = 3).

If n ∈ Zx (in which case we can set i0 = n), we just need to deep illuminate Proje⊥n (x) by a

direction d′ ∈ In−1(δ), and then pick the corresponding direction d = (d′, sign(d′n−1)δ) ∈ In(δ)
(note that this direction will be contained in the first two parts of In(δ), hence it is also in
In
−2(δ)).

If instead n /∈ Zx, but n− 2 ∈ Zx (in which case we could choose i0 = n− 2), we distinguish
two further subcases:

- if n − 1 ∈ Zx as well, then we can deep illuminate x using the directions from the third
part of In(δ) (since this part contains all possible combinations of signs for the first n− 3
coordinates and the n-th coordinate, and moreover the maximum (in absolute value)
coordinate is the n-th one, for which we have xn ̸= 0).

- If n− 1 /∈ Zx, then we can use directions from either the second part or the third part of
In(δ), based on whether sign(xn−1) = sign(xn) or not (we use the second part of In(δ) in
the former case, and the third part in the latter case).

Next assume that {n− 2, n} ∩Zx = ∅. If we still have n− 1 ∈ Zx (in which case we can set
i0 = n − 1), then we can use directions from either the first part or the third part of In(δ) to
deep illuminate x, based on whether sign(xn−2) = sign(xn) or not (we use the first part of In(δ)
in the former case (in fact we first deep illuminate Proj[en−1,en]⊥(x) by a direction d′ ∈ In−2(δ),
and then work with the direction d = (d′, sign(d′n−2)δ, sign(d

′
n−2)δ) ∈ In(δ)), while in the latter

case we use the third part).

Observe at this point that we have completed the proof in the case that n = 3. For the
rest of the proof assume that n ⩾ 4, and note that the only possibility that remains is when
{n − 2, n − 1, n} ∩ Zx = ∅ and Zx ∩ [n − 3] ̸= ∅. If it is NOT the case that sign(xn−2) =
− sign(xn−1) = sign(xn), then we definitely have to use a direction from the first three parts of
In(δ) to deep illuminate x; fortunately all these directions remain in In

−2(δ).

If instead sign(xn−2) = − sign(xn−1) = sign(xn) and xi0 = 0 for some i0 ∈ [n− 3], then we
pick a direction d from the fourth part of In(δ) that satisfies sign(di) = − sign(xi) whenever
xi ̸= 0, and also satisfies sign(dj) = − sign(dn) = −dn for all j ∈ Zx ⊂ [n − 3] (note that we
have at least one such index here, the index i0). This (unique, by our definition) direction deep
illuminates x, and moreover it is not one of the directions ±(+δ,+δ, . . . ,+δ,+δ,−δ,+1) (since
these directions satisfy sign(d′j) = sign(d′n) for all j ∈ [n− 3]). Thus d belongs to In

−2(δ) too.

This completes the proof of the lemma.

Proof of Theorem 23. Let

θB := ∥e1 + e2 + · · ·+ en−1 + en∥−1
B = ∥1∥−1

B .

We have that θB < 1 since B is not the cube [−1, 1]n. In fact, as already observed in Subsection
2.1, it holds that θB = 1

dist(B, [−1,1]n) . Pick

ηB =
1

n+ 2
(1− θB) <

1

n+ 1

and write In
−2

(
1

n+1 , ηB
)
for the set in the statement of the theorem which one gets if η = ηB.

Let x ∈ ∂B, and assume first that |Mx| ⩽ n− 1. Then by Lemma 12 (and also Remark 13)
we know that, if a direction d ∈ In

−2

(
1

n+1 , ηB
)
deep illuminates the projection ProjMx

(x) of x
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onto the coordinates with indices in Mx, then d will also illuminate x. Note that In
−2

(
1

n+1 , ηB
)

and In
−2

(
1

n+1

)
only differ in two elements of them, and for those two directions of In

−2

(
1

n+1

)
that have been replaced, we have only changed one of their small coordinates to something even
smaller in absolute value (without changing the sign). Thus, by Lemma 24, In

−2

(
1

n+1 , ηB
)
will

also deep illuminate all the non-zero vectors of Rn which have at least one zero coordinate, and
the projections ProjMx

of the boundary points that we consider here do have this property.

Consider now the remaining boundary points of B: these are precisely the point θB1 and
all its coordinate reflections. Let y be one of these points. If we can find a direction d ∈
In
−2

(
1

n+1 , ηB
)
which deep illuminates y, then we know that d also illuminates it (in this case we

need sign(di) = − sign(yi) for all i ∈ [n] since y has no zero coordinates). In this way, we can
take care of all coordinate reflections of θB1 except for the following two:

y± = ±(θB, θB, . . . , θB,−θB, θB).

Consider

y+ = (θB, θB, . . . , θB,−θB, θB)

and the direction

d1 =
(
−1,− 1

n+1 ,−
1

n+1 , . . . ,−
1

n+1 ,−ηB,− 1
n+1

)
.

Then

y+ + θBd1 =
(
0, (1− 1

n+1)θB, . . . , (1−
1

n+1)θB, −(1 + ηB)θB, (1− 1
n+1)θB

)
.

Compare the coordinates of this vector with those of the following convex combination in B:

w0 :=
(
1− 1

n+2

)
θB1+ 1

n+2en−1

=
(
(1− 1

n+2)θB, (1−
1

n+2)θB, . . . , (1−
1

n+2)θB, θB + 1
n+2(1− θB), (1− 1

n+2)θB
)
.

For all i ∈ [n] \ {n − 1}, we have that the i-th coordinate of y+ + θBd1 is non-negative and
strictly smaller than the i-th coordinate of w0. Moreover,

|(y+ + θBd1)n−1| = θB + ηBθB < θB + ηB = w0,n−1.

Therefore, we can apply Lemma 1 and conclude that y+ + θBd1 ∈ intB.

Similarly we illuminate the boundary point y− = −y+ using the direction −d1.

Remark 25. Using pairs of opposite directions: Reprise. Theorem 23 shows that, even
in the general case, we can use illuminating sets which consist of pairs of opposite directions.
Thus, as we also said in the Introduction, in the class of 1-symmetric convex bodies we answer
an additional conjecture by Lassak, who surmised in [28] that this should be possible for all
origin-symmetric bodies.

This also allows us to settle the X-ray conjecture by Bezdek and Zamfirescu for all 1-
symmetric convex bodies. Recall that the X-ray number X(K) of a convex body K in Rn,
as proposed by Soltan, is the minimum number M of non-zero vectors u1, u2, . . . , uM such
that, for every p ∈ ∂K, we will have (p + Rui) ∩ intK ̸= ∅ for some i ∈ [M ]. Clearly,
X(K) ⩽ I(K) ⩽ 2X(K), while Bezdek and Zamfirescu [9] conjectured that we must have
X(K) ⩽ 3 ·2n−2 for all K ⊂ Rn (see [9], and also e.g. [7], for further details on this conjecture).

Of course, in our setting, given that all our illuminating sets can be chosen to consist of
pairs of opposite directions, we obtain that X(B) ⩽ 2n−1 for all B ∈ Sn, n ⩾ 3 (and in fact
X(B) ⩽ 2n−1 − 1 if B is not the cube).
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It should also be noted that, in sufficiently high dimensions, the X-ray conjecture for 1-
symmetric bodies followed by Tikhomirov’s method too. Indeed, recall that Tikhomirov’s
method gives the following (see Remark 10): every B ∈ Sn which satisfies dist(B, [−1, 1]n) > 1
can be illuminated by one of the sets T1 and T3 (using the notation of Propositions B and
C). One can quickly check that the set T1 consists of 2n−1 − 2 pairs of opposite directions
and 3 additional directions whose negative is not included. Thus if B is illuminated by T1,
then X(B) ⩽ (2n−1 − 2) + 3 (by keeping only one direction per pair, along with all 3 direc-
tions which are not in a pair). On the other hand, if B is illuminated by T3, and if we also
assume that n is sufficiently large, then (by Tikhomirov’s bounds on |T3|) we will have that
X(B) ⩽ I(B) ⩽ |T3| ⩽ 2n−1 + 2n

n < 3 · 2n−2.

6 Illumination for (1 + δ)-symmetric convex bodies

We can use the results in the previous sections to settle the Illumination Conjecture for a
slightly wider class of convex bodies, which comes up as a natural enlargement of the class of
1-symmetric convex bodies (we thank Vladimir Troitsky for posing this question to us).

Definition 26. Let K ⊂ Rn be a convex body, and let α ⩾ 1. We say that K is α-symmetric if,
for every x ∈ K, for every choice of signs ϵi ∈ {±1}, i ∈ [n], and for every permutation π ∈ Sn,
we have that

(ϵ1xπ(1), ϵ2xπ(2), . . . , ϵn−1xπ(n−1), ϵnxπ(n)) ∈ αK.

One simple consequence of the definition is that an α-symmetric convex body will contain
the origin in its interior. If the parameter α is really close to 1 (how close this needs to be will
become clear later), then, as we will see, K will have sufficiently small geometric distance to a
genuine 1-symmetric convex body, and will thus satisfy the Illumination Conjecture too.

Lemma 27. Let α > 1, and let K ⊂ Rn be an α-symmetric convex body. Then we can find a
1-symmetric convex body B0 such that

B0 ⊂ K ⊂ αB0

(equivalently, such that dist(K,B0) ⩽ α).

Proof. Since K contains the origin in its interior, we can consider the following intersection,
which will be non-empty:

B0 :=
⋂

ϵi∈{±1}, π∈Sn

[diag(ϵ1, ϵ2, . . . , ϵn) · Pπ](K)

where Pπ is the permutation matrix corresponding to the permutation π, diag(ϵ1, ϵ2, . . . , ϵn) is
the diagonal matrix with diagonal entries ϵ1, ϵ2, . . . , ϵn, and where we consider all possible ways
of combining a choice of signs ϵi ∈ {±1}, i ∈ [n] and a permutation π ∈ Sn (including the one
giving us the identity matrix).

Then B0 is a convex body, and moreover it is 1-symmetric. Indeed, let x ∈ B0. Then for
every choice of signs ηi ∈ {±1}, i ∈ [n], and for every permutation σ ∈ Sn, we will have

(η1xσ(1), η2xσ(2), . . . , ηnxσ(n)) ∈

[diag(η1, η2, . . . , ηn) · Pσ]

 ⋂
ϵi∈{±1}, π∈Sn

[diag(ϵ1, ϵ2, . . . , ϵn) · Pπ](K)

 =

⋂
ϵi∈{±1}, π∈Sn

(
[diag(η1, η2, . . . , ηn) · Pσ] · [diag(ϵ1, ϵ2, . . . , ϵn) · Pπ]

)
(K)
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because diag(η1, η2, . . . , ηn) ·Pσ represents an invertible transformation. We can further see that
this last intersection is

=
⋂

ϵi∈{±1}, π∈Sn

[diag(η1ϵσ(1), η2ϵσ(2), . . . , ηnϵσ(n)) · Pσ◦π](K)

= B0

since diag(η1ϵσ(1), η2ϵσ(2), . . . , ηnϵσ(n)) · Pσ◦π runs over all possible combinations of a choice of
signs ϵ̃i ∈ {±1}, i ∈ [n] and a permutation π̃ ∈ Sn if ϵi ∈ {±1}, i ∈ [n] and π ∈ Sn do the same.

In addition, B0 satisfies the required inclusions. The first inclusion is immediate. To confirm
the second one, let x ∈ K. Then x ∈ αK too (since K contains the origin and it is convex, while
α > 1). Furthermore, for any non-trivial combination of a choice of signs ϵi ∈ {±1}, i ∈ [n] and
of a permutation π ∈ Sn, our main assumption for K gives that

(ϵ1xπ(1), ϵ2xπ(2), . . . , ϵn−1xπ(n−1), ϵnxπ(n)) ∈ αK

⇒ x ∈ α[Pπ−1 · diag(ϵ1, ϵ2, . . . , ϵn)](K) = α[diag(ϵπ−1(1), ϵπ−1(2), . . . , ϵπ−1(n)) · Pπ−1 ](K).

Since diag(ϵπ−1(1), ϵπ−1(2), . . . , ϵπ−1(n)) · Pπ−1 runs over all possible combinations of a choice of
signs ϵ̃i ∈ {±1}, i ∈ [n] and a permutation π̃ ∈ Sn if ϵi ∈ {±1}, i ∈ [n] and π ∈ Sn do the same,
we conclude that

x ∈ α

 ⋂
ϵ̃i∈{±1}, π̃∈Sn

[diag(ϵ̃1, ϵ̃2, . . . , ϵ̃n) · Pπ̃](K)

 = αB0.

The proof is complete.

Next we recall a semicontinuity argument by Naszódi [34] and adapt it to our situation.
First we need to recall how we pass from illumination to covering.

Remark 28. Let K ⊂ Rn be a convex body, and let D = {d1, d2, . . . , dM} be a set of directions
which illuminates K (obviously I(K) ⩽ M). Then for every x ∈ ∂K we can find dx ∈ D and
εx > 0 such that

x+ εxdx ∈ int(K) ⇔ x ∈ −εxdx + int(K).

Clearly we can also do that if y ∈ int(K): y ∈ −εydy + int(K) for some dy ∈ D and εy > 0.
Thus

K ⊂
⋃
z∈K

(
−εzdz + int(K)

)
and by compactness, for each 1 ⩽ i ⩽ M we can find εi1, ε

i
2, . . . , ε

i
si > 0 such that

K ⊂ ∪M
i=1 ∪

si
j=1

(
−εijdi + int(K)

)
.

It remains to note that, because of convexity, for any point x ∈ K, the containment x ∈
−εijdi + int(K) implies also that x ∈ −(min1⩽j⩽si ε

i
j)di + int(K) (indeed, if εi0 = min1⩽j⩽si ε

i
j ,

and εijx > εi0, then x+ εijxdi ∈ int(K) implies that
(
1− εi0

εijx

)
x+

εi0
εijx

(x+ εijxdi) ∈ int(K) too).

Thus we have found τ1, τ2, . . . , τM ∈ Rn \ {0} such that

K ⊂ ∪M
i=1(τi + int(K)).
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By compactness again, we can also find 0 < λ0 < 1 such that K ⊂ ∪M
i=1(τi + int(λ0K)) ⊂

∪M
i=1(τi + λ0K) (we can first assume for convenience that K has been translated to contain the

origin in its interior).
We can now observe (see e.g. [34, Proposition 2.2]) that, if L is another convex body which

satisfies dist(K,L) ⩽ 1 + 1−λ0
2 , then we can also write

L ⊂ ∪M
i=1(τ̃i + λ̃0 L)

for some λ̃0 ⩽ λ0+λ0
1−λ0
2 < 1. Thus I(L) ⩽ M too. In fact, because the illumination number is

an affine invariant, we can even allow translates when considering distance, and more generally
use the Banach-Mazur distance: as long as we can find a, b ∈ Rn and T ∈ GL(n) such that

T (L)− b ⊆ K − a ⊆
(
1 + 1−λ0

2

)
(T (L)− b),

the above conclusion holds (compare also with Lemma 8 from Section 2).
Naszódi in [34] uses this to conclude that, if supK⊂Rn I(K) ⩽ A, there is a common ho-

mothety factor λn = λn,A ∈ (0, 1) with the property that, for any convex body K ⊂ Rn,
N(K,λnK) ⩽ A (recall that N(Q1, Q2) stands for the covering number of a set Q1 by another
set Q2). The key ingredient here is the compactness of the Banach-Mazur compactum, so we
can have the same conclusion within smaller compact classes of convex bodies in Rn.

Proposition 29. For every n ⩾ 3, we can find λ1,n ∈ (0, 1) such that, for every convex body
B ⊂ Rn affinely equivalent to a 1-symmetric convex body, we will have N(B, λ1,nB) ⩽ 2n.

Furthermore, for every δ0 ∈ (0, 1), we also have the following: we can find λ2,n = λ2,n,δ0 ∈
(0, 1) such that, if B is affinely equivalent to a 1-symmetric convex body B̃ which satisfies
dist(B̃, [−1, 1]n) ⩾ 1 + δ0, then N(B, λ2,nB) ⩽ 2n − 2.

Proof. We essentially reproduce Naszódi’s argument, but adapted to the situation at hand
(and with some details added for clarity). The illumination number, which coincides with
N(K, intK), is an affine invariant, and in fact so are the quantities N(K,µK) for any µ > 0.
Thus, we can assume that every convex body we consider is in Sn. By Theorem 16, we know
that, for every B ∈ Sn, I(B) ⩽ 2n. Then, as explained before, by compactness we can find
some µB ∈ (0, 1) such that N(B, µBB) ⩽ 2n (we can choose µB in a deterministic way too, by

e.g. setting it equal to
1+µB,inf

2 where µB,inf is the infimum of all homothety factors µ ∈ (0, 1)
such that N(B, µB) ⩽ 2n).

Assume towards a contradiction that supB∈Sn µB = 1 (note that this is equivalent to as-
suming that supB∈Sn µB,inf = 1), and consider a sequence of convex bodies Bi ∈ Sn such that
µBi → 1. Recall that, by our normalisation, for all these bodies we have

CPn
1 = conv{±ei : i ∈ [n]} ⊆ Bi ⊆ [−1, 1]n,

and thus we can apply Blaschke’s selection theorem to obtain a subsequence (Bij ) of (Bi)i∈N
and a convex body K0 that (Bij ) converges to in the Hausdorff metric. Since every Bij is 1-
symmetric, and in fact in Sn, we can conclude that K0 is also in Sn. Thus we have I(K0) ⩽ 2n

and N(K0, µK0K0) ⩽ 2n for some µK0 < 1.
By what we said above, if L is any other convex body whose Banach-Mazur distance

distBM (K0, L) from K0 is ⩽ 1 +
1−µK0

2 , then we will be able to write N(L, µ1L) ⩽ 2n with

µ1 some constant <
µK0

+1

2 < 1.
In particular, this will be true for the convex bodies Bij once j gets sufficiently large (since

small Hausdorff distance from K0 will imply distBM (K0,Bij ) gets sufficiently small too). But
this gives lim supµBij

,inf ⩽ µ1 < 1, contradicting our assumption about the sequence (Bi)i∈N.
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Therefore, we must have supB∈Sn µB < 1, and thus we can set λ1,n equal to this supremum.

For the second part of the statement, we use a completely analogous argument, except that
now we restrict our attention to convex bodies B̃ in Sn such that

∥e1 + e2 + · · ·+ en∥−1

B̃
=

(
dist(B̃, [−1, 1]n)

)−1
⩽

1

1 + δ0
.

For such convex bodies, we have shown in Theorem 23 that I(B̃) ⩽ 2n − 2. Moreover, for
any sequence (B̃i)i∈N of such bodies, Blaschke’s selection theorem will give us a convergent
subsequence which converges to a convex body K̃0 which also satisfies

∥e1 + e2 + · · ·+ en∥−1

K̃0
⩽

1

1 + δ0
.

Hence, a straightforward adjustment of the previous argument gives the desired conclusion.

We are now ready to verify the Illumination Conjecture for (1+δn)-symmetric convex bodies
too, where δn will be a small positive constant (allowed to depend on the dimension). In fact,
the main idea in the following argument can also be used to settle the X-ray conjecture for such
convex bodies (see the remark at the end)

Theorem 30. For every n ⩾ 3 there is αn > 1 such that, if K ⊂ Rn is an αn-symmetric convex
body (or is affinely equivalent to such a body), then K satisfies the Illumination Conjecture. In
other words, I(K) ⩽ 2n − 1 unless K is a parallelepiped, in which case I(K) = 2n.

Proof. As mentioned in the Introduction, Livshyts and Tikhomirov [31] have shown that, for
every n ⩾ 3, there exists a small constant δ̃n such that, if K is not a parallelepiped and
satisfies distBM (K, [−1, 1]n) ⩽ 1 + δ̃n, then I(K) ⩽ 2n − 1 (in fact, the upper bound here is
optimal: as they show in their paper, there are convex bodies, as close to the n-dimensional
cube as one wants, which have illumination number equal to 2n− 1). We will eventually choose

αn ⩽
√
1 + δ̃n.

At the same time, based on the previous proposition, we can find λ2 = λ
2,n,δ̃n

∈ (0, 1) such

that, for all B ∈ Sn with dist(B, [−1, 1]n) ⩾
√
1 + δ̃n, we will have N(B, λ2B) ⩽ 2n − 2. But

then, for any convex body L which satisfies distBM (L,B) ⩽ 1 + 1−λ2
2 for some B as above, we

will be able to deduce that I(L) ⩽ 2n − 2.

Fix now

αn = min

{√
1 + δ̃n, 1 +

1− λ2

2

}
and consider an αn-symmetric convex body K in Rn which is not a parallelepiped. By Lemma
27 we can find a 1-symmetric convex body B0 such that dist(K,B0) ⩽ αn. We consider two
possibilities.

• dist(B0, [−1, 1]n) <

√
1 + δ̃n. Then

dist(K, [−1, 1]n) ⩽ dist(K,B0) · dist(B0, [−1, 1]n) < αn ·
√

1 + δ̃n ⩽ 1 + δ̃n,

and thus by [31] we obtain that I(K) ⩽ 2n − 1.
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• dist(B0, [−1, 1]n) ⩾
√

1 + δ̃n. Then, given how we chose λ2 above, we will have that

dist(K,B0) ⩽ αn ⩽ 1 +
1− λ2

2

implies that I(K) ⩽ 2n − 2.

The proof is complete.

Remark 31. Going back to Remark 28 and Proposition 29, let us examine the arguments
there more carefully: our purpose for doing this is to confirm that we have also settled (through
the above) the X-ray conjecture for αn-symmetric convex bodies, if αn > 1 is small enough
(depending on the dimension).

Indeed, we can check that, if D = {d1, d2, . . . , dM} is an illuminating set for a convex body
K ⊂ Rn (where M ⩾ I(K)), then we can write

K ⊂ ∪M
i=1(τi + int(K)),

with the translation vectors τi satisfying:{
τi : 1 ⩽ i ⩽ M

}
=

{
−ε̂0di : 1 ⩽ i ⩽ M

}
for some small enough ε̂0 > 0. Afterwards, by compactness, we can also find λ0 ∈ (0, 1) so that
K ⊂ ∪M

i=1(−ε̂0di + λ0K). But then, if L1 is another convex body in Rn satisfying the precise
inclusions

L1 ⊆ K ⊆
(
1 + 1−λ0

2

)
L1,

we will be able to write

L1 ⊂ K ⊂ ∪M
i=1(−ε̂0di + λ0K) ⊂ ∪M

i=1

(
−ε̂0di + λ0

(
1 + 1−λ0

2

)
L1

)
,

which shows that, for every boundary point y of L1,

there is i = iy ∈ [M ] so that: y ∈ −ε̂0di + intL1 ⇔ y + ε̂0di ∈ intL1.

In other words, D is an illuminating set for L1 as well.
Now, going more carefully over the proof of Proposition 29, we see that for every n ⩾ 3

there exists λ1,n ∈ (0, 1) so that, if B ∈ Sn, then we will be able to find some εB > 0 such that

B ⊆
⋃

d∈In(1/(n+1))

(
−εBd+ λ1,nB

)
,

where In(1/(n+1)) is any of the sets satisfying Proposition 14 (that we have fixed beforehand).
In other words, now we also keep track of what the translation vectors will be (up to the scaling
factor εB) when we cover B by smaller homothetic copies of itself.

We finally also assume that we have chosen a construction of In(1/(n + 1)) which
consists of pairs of opposite directions (e.g. the construction that we have already pre-
sented).

But then, if we set α̃n = 1+
1−λ1,n

2 , and we consider K ⊂ Rn which is affinely equivalent to
an α̃n-symmetric convex body, we can conclude that some affine image of K is illuminated by
the set In(1/(n+ 1)), hence by a set which consists of 2n−1 pairs of opposite directions. Thus,
both this affine image and K itself satisfy the X-ray conjecture (and also give an affirmative
answer to Lassak’s question about ‘efficient’ illumination using pairs of opposite directions; this
is true even though K may not necessarily have a centre of symmetry).
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Appendix A

Here we justify Claim F from the end of Section 3 (which recovers [39, Proposition 5]).

Proof of Claim F. Fix n ⩾ 3 and B ∈ Sn with 1 ̸= dist(B, [−1, 1]n) < 2. Given the
normalisation of B, and since 1 < dist(B, [−1, 1]n) < 2, we can find ϵ0 ∈ (0, 1/2) such that

(
1
2 + ϵ0

)
1 =

(
1
2 + ϵ0

) n∑
i=1

ei ∈ B (7)

(we might as well assume here that ϵ0 is maximum possible).
Let us suppose that B is not illuminated by the set T1. Then, as the proof (and not just

the statement) of [39, Lemma 7] shows, B must contain a boundary point of the form

x0 := (γB, γB, . . . , γB, γB, 1) (8)

with γB ∈ (0, 1) and such that

B ⊂ {y ∈ Rn : yi + yn ⩽ x0,i + x0,n = γB + 1} (9)

for any i ∈ [n− 1]; in other words the vectors ei + en, i ∈ [n− 1], are outer normals of B at x0.

We justify this claim first: due to [39, Lemma 6], and given the existence of the point in
(7) (which makes the inequality in the statement of [39, Lemma 6] impossible to satisfy), the
only points in ∂B that wouldn’t be illuminated right away by some direction in T1 are points x
which have only non-zero entries and such that xj < 0 for all j ⩽ n− 1.

Moreover, if |xn| < 1, then we could also use Corollary 7 to confirm that the direction
e1 + e2 + · · ·+ en−1 illuminates a point x as above. Thus, we must also assume that |xn| = 1.
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Finally, we can rule out the possibility that such a point x, which is not illuminated by
any direction in T1, could satisfy minj∈[n−1] |xj | < maxj∈[n−1] |xj |: indeed, if we had |xj1 | =
minj∈[n−1] |xj | and |xj2 | > |xj1 | for some j1, j2 ∈ [n − 1], then x would be illuminated by the
direction

−ej1 − sign(xn)en +
∑

i∈[n−1]\{j1}

ei

in T1. This is because such a boundary point x would not have any outer normal vectors v
with vj1 ̸= 0 and vj = 0 for all j ∈ [n − 1] \ {j1} (because any such vector v would satisfy
⟨Pj1,j2(x), v⟩ > ⟨x, v⟩, where Pj1,j2 is the transformation swapping the j1-th and the j2-th
coordinates). Recall now [39, Lemma 4] which tells us that, if w is an arbitrary outer normal at
x with wj1 ̸= 0, then we will have that |wj′ | ⩾ |wj1 | > 0 for both j′ = j2 and j′ = n; moreover,
recall the basic observation that wi ·xi ⩾ 0 for all i ∈ [n] (following from the 1-unconditionality).
Thus 〈

−ej1 − sign(xn)en +
∑

i∈[n−1]\{j1}

ei, w

〉
= |wj1 | − |wn|+

∑
i∈[n−1]\{j1}

(−|wi|) < 0

since |wj1 | − |wn| ⩽ 0 and since there will be at least one more non-zero summand, the term
−|wj2 |, in the expansion of the above dot product. Clearly, it is even simpler to see that the
corresponding dot product will be negative if wj1 = 0. Thus the desired conclusion follows from
Criterion A.

From the above discussion, we are guaranteed that the ‘problematic’ boundary points of B
have the form

x̃ ≡ x̃γ,± = (−γ,−γ, . . . ,−γ,−γ,±1)

for some γ > 0. We can also assume that γ = γB is maximum possible (given that, for smaller
values of γ, the corresponding points will not be extreme, so they can be handled quickly once
we illuminate all extreme (or possibly extreme) points of B).

Recall now that dist(B, [−1, 1]n) > 1, and thus γB < 1 and |x̃j | < |x̃n| for all j ⩽ n − 1.
But then we can go over the above discussion again, as appropriate, to obtain that a direction
of the form

−ej1 − sign(xn)en +
∑

i∈[n−1]\{j1}

ei

for some j1 ∈ [n − 1] would illuminate x̃ except in the case that x̃ would have an outer
normal v0 of the form |v0,j1 | = |v0,n| ≠ 0, and v0,i = 0 for all i ∈ [n] \ {j1, n}. In the latter case
we would get the condition

γB + 1 = |x̃j1 |+ |x̃n| = max{|yj1 |+ |yn| : y ∈ B},

which is what we claim at the beginning.

For the remainder of this proof, we rely on the assumptions in (7) and in the paragraph
containing (8)-(9). Given that 1 + γB < 2, and that 1 + γB = max{|yi| + |yn| : y ∈ B}, where
i is any index ⩽ n − 1, we cannot have ei + en ∈ B. In other words, the type of 1-symmetric
convex body B that we have now focused on satisfies ∥ei + ej∥B > 1 for all i ̸= j in addition to
the other conditions; let us set β0 = ∥ei + ej∥−1

B .

It remains to observe that, because the point in (7) has been chosen to be a boundary point
of B, we cannot have all the coordinates of x0 be bigger than 1

2 + ϵ0. This shows that

γB ⩽
1

2
+ ϵ0. (10)
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We can now check that T2 illuminates B by arguing as follows: if x ∈ ∂B satisfies |xn| = 1,
then |xn| will be the unique maximum (in absolute value) coordinate of x, and hence ±en will
illuminate x according to Lemma 4 (the same conclusion will hold if |xn| > β0, as this will still
imply that |xn| is the unique maximum coordinate of x).

On the other hand, if we have |xn| < 1, we could invoke Corollary 7, and try to illuminate
Proje⊥n (x) as a boundary point of Pxn ≡ Proje⊥n (Bxn) where Bxn = {y ∈ B : yn = xn}: we

would like to show that Pxn (viewed as a subset of Rn−1) is illuminated by {−1, 1}n−1. Recalling
Lemma 8, it would suffice to prove that Pxn contains

∥e1∥−1
Pxn
2 (e1 + e2 + · · ·+ en−1)

in its interior.

Note that it is easy to conclude this if |xn| ⩽ 1
2 + ϵ0, given that ∥e1∥−1

Pxn
⩽ 1 in all cases, and

moreover here we will have(
1
2 + ϵ0,

1
2 + ϵ0, . . . ,

1
2 + ϵ0,

1
2 + ϵ0, xn

)
∈ Bxn .

Thus it remains to consider the regime 1
2 + ϵ0 < |xn| < 1. Let us try to estimate ∥e1∥Pxn

in such cases. Consider a point y on the relative boundary of Bxn that has only one additional
non-zero coordinate (besides the n-th one); let’s say yi is the non-zero coordinate. Then we will
have |yi|+ |yn| = |yi|+ |xn| ⩽ 1 + γB, which shows that ∥e1∥−1

Pxn
= |yi| ⩽ 1 + γB − |xn|.

Next we look for λxn ∈ (0, 1) so that

λxn + (1− λxn)
(
1
2 + ϵ0

)
= |xn| ⇔ λxn =

|xn| − 1
2 − ϵ0

1
2 − ϵ0

.

We then have that the convex combination

λxn(γB, γB, . . . , γB, γB, sign(xn)) + (1− λxn)
(
1
2 + ϵ0,

1
2 + ϵ0, . . . ,

1
2 + ϵ0,

1
2 + ϵ0, sign(xn)

(
1
2 + ϵ0

))
will be contained in Bxn . It holds that

λxnγB + (1− λxn)
(
1
2 + ϵ0

)
=

|xn| − 1
2 − ϵ0

1
2 − ϵ0

γB +
1− |xn|
1
2 − ϵ0

(
1
2 + ϵ0

)
=

|xn|γB +
(
1
2 + ϵ0

)
(1− γB − |xn|)

1
2 − ϵ0

.

We would like this expression to be

>
1 + γB − |xn|

2
.

But this is equivalent to

1− |xn|
2

+ 3ϵ0(1− |xn|) + 2|xn|γB >
3

2
γB + ϵ0γB,

which we can rewrite as

1− |xn|
2

+ 3ϵ0(1− |xn|) + 2
(
|xn| − 1

2 − ϵ0
)
γB >

γB
2

− ϵ0γB,
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and furthermore as(
1
2 − ϵ0

)(
λxn2γB + (1− λxn)

1
2

)
+ 3ϵ0(1− |xn|) >

γB
2

− ϵ0γB

⇔
(
1
2 − ϵ0

)(
λxn2γB + (1− λxn)

1
2 − γB

)
+ 3ϵ0(1− |xn|) > 0

⇔
(
1
2 − ϵ0

)(
λxnγB + (1− λxn)

(
1
2 − γB

))
+ 3ϵ0(1− |xn|) > 0.

Because of (10), we have 1
2 − γB ⩾ −ϵ0 and therefore(

1
2 − ϵ0

)(
λxnγB + (1− λxn)

(
1
2 − γB

))
+ 3ϵ0(1− |xn|)

⩾
(
1
2 − ϵ0

)(
λxnγB − (1− λxn)ϵ0

)
+ 3ϵ0(1− |xn|)

=
(
|xn| − 1

2 − ϵ0
)
γB + 2ϵ0(1− |xn|) > 0.

Thus, in all cases where |xn| < 1, the section Bxn contains a point of the form

(θxn , θxn , . . . , θxn , θxn , xn)

with θxn > 1
2 max{ρ ∈ (0, 1] : ρe1+xnen ∈ B}. This allows us to apply Lemma 8 (and Corollary

7) and illuminate each such section of B using the directions {−1, 1}n−1×{0} (more accurately,
illuminate in this way each boundary point of B that belongs to such a section).

This completes the proof of Claim F.
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