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Abstract. This article belongs to the area of geometric tomography, which is
the study of geometric properties of solids based on data about their sections and
projections. We describe a new direction in geometric tomography where different
volumetric results are considered in a more general setting, with volume replaced by
an arbitrary measure. Surprisingly, such a general approach works for a number of
volumetric results. In particular, we discuss the Busemann-Petty problem on sec-
tions of convex bodies for arbitrary measures and the slicing problem for arbitrary
measures. We present generalizations of these questions to the case of functions. A
number of generalizations of questions related to projections, such as the problem
of Shephard, are also discussed as well as some questions in discrete tomography.
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1. Introduction

The Busemann-Petty problem asks whether origin-symmetric convex bodies in Rn
with uniformly smaller (n − 1)-dimensional volume of central hyperplane sections
necessarily have smaller n-dimensional volume. The slicing problem of Bourgain asks
whether every symmetric convex body of volume one in Rn has a central hyperplane
section whose (n − 1)-dimensional volume is greater than an absolute constant. We
look at these and other results and problems of convex geometry from a more general
point of view, replacing volume by an arbitrary measure. Though common sense
suggests that the setting of arbitrary measures is too general to produce significant
results, we present several situations where such generalizations are very much pos-
sible. In particular, it was shown in [125] that the solution of the Busemann-Petty
problem (affirmative if n ≤ 4 and negative if n ≥ 5) is exactly the same for an ar-
bitrary measure with positive density in place of volume. A version of the slicing
problem for arbitrary measures was proved in [83], namely for any probability density
f on an origin-symmetric convex body K of volume one, there exists a hyperplane H
in Rn so that the integral of f over K ∩H is greater than 1

2
√
n
.

The paper is organized as follows. In Section 2 we briefly introduce the most
essential basic notation and facts required for our exposition. In Section 3, first
we present volume estimates from orthogonal projections and sections and continue
with generalizations and variants of these inequalities. In Section 4 we discuss the
Busemann-Petty problem and its generalizations with the emphasis on the general
setting with measures in place of volume. Section 5 covers results related to projec-
tions of convex bodies. These include the Shephard’s problem which is the projection
analogue of the Busemann-Petty problem, Milman’s problem which can be considered
as a mixed Busemann-Petty-Shephard’s problem, and slicing-type inequalities for the
surface area of projections. Section 6 deals with comparison and slicing inequalities
for the surface area of convex bodies. In Section 7 we discuss volume difference in-
equalities which allow to estimate the error in tomographic calculations. Finally, in
Section 8 we present what is known about discrete analogues of the slicing problem.

Acknowledgments. We are grateful to Dylan Langharst and Michael Roysdon for
many corrections, valuable discussions and suggestions.

2. Notation and definitions

In this section we will introduce a few basic notations and definitions needed for
this article, we refer the reader to [3, 4, 27, 28, 43, 44, 76, 93, 115] for a wealth
of additional information on objects and tools from Convex Geometry, Geometric
Tomography and Fourier Analysis used in this survey.

We work in Rn, which is equipped with the standard inner product 〈·, ·〉. We
denote by Bn

2 and Sn−1 the Euclidean unit ball and sphere respectively. We write
| · | for volume in the appropriate dimension, ωn for the volume of Bn

2 and σ for the
rotationally invariant probability measure on Sn−1. The Grassmann manifold Gn,k of
all k-dimensional subspaces of Rn is equipped with the Haar probability measure νn,k.
For every 1 ≤ k ≤ n − 1 and H ∈ Gn,k we denote by PH the orthogonal projection
from Rn onto H. The letters c, c′, c1, c2 etc. denote absolute positive constants which
may change from line to line. Whenever we write a ≈ b, we mean that there exist
absolute constants c1, c2 > 0 such that c1a ≤ b ≤ c2a.
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A convex body in Rn is a compact convex subset K of Rn with non-empty interior.
We say that K is origin-symmetric if −K = K, and that K is centered if its barycenter

1
|K|
∫
K x dx is at the origin. The support function of a convex body K is defined by

hK(y) = max{〈x, y〉 : x ∈ K}, and the mean width of K is

w(K) =

∫
Sn−1

hK(ξ) dσ(ξ).

A closed bounded set K in Rn is called a star body if every straight line passing
through the origin crosses the boundary of K at exactly two points different from the
origin, the origin is an interior point of K, and the Minkowski functional of K defined
by

‖x‖K = min{a ≥ 0 : x ∈ aK}
is a continuous function on Rn. We use the polar formula for the volume |K| of a star
body K :

(2.1) |K| = 1

n

∫
Sn−1

‖ξ‖−nK dξ.

If f is an integrable function on K, then

(2.2)

∫
K
f =

∫
Sn−1

(∫ ‖ξ‖−1
K

0
rn−1f(rξ)dr

)
dξ.

For 1 ≤ k ≤ n − 1, the (n − k)-dimensional spherical Radon transform Rn−k :
C(Sn−1)→ C(Gn,n−k) is a linear operator defined by

Rn−kg(H) =

∫
Sn−1∩H

g(x) dx for all H ∈ Gn,n−k

for every function g ∈ C(Sn−1).

For every H ∈ Gn,n−k, the (n−k)-dimensional volume of the section of a star body
K by H can be written as

(2.3) |K ∩H| = 1

n− k
Rn−k(‖ · ‖−n+k

K )(H).

More generally, for an integrable function f and any H ∈ Gn,n−k,

(2.4)

∫
K∩H

f = Rn−k

(∫ ‖·‖−1
K

0
rn−k−1f(r ·) dr

)
(H).

The class of intersection bodies In was introduced by Lutwak [103]. We consider a
generalization of this concept due to Zhang [123]. We say that an origin symmetric
star body D in Rn is a generalized k-intersection body, and write D ∈ BPnk , if there
exists a finite Borel non-negative measure νD on Gn,n−k so that for every g ∈ C(Sn−1)

(2.5)

∫
Sn−1

‖x‖−kD g(x) dx =

∫
Gn,n−k

Rn−kg(H) dνD(H).

When k = 1 we get the original Lutwak’s class of intersection bodies BPn1 = In.
Let A be a class of star bodies in Rn which is invariant with respect to invertible

linear transformations. We denote by

dBM (K,A) = inf{a > 0 : ∃D ∈ A such that K ⊂ D ⊂ aK}
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the Banach-Mazur distance from K to A. We also define the smaller volume ratio
distance

dvr(K,A) = inf
{

(|K|/|D|)1/n : D ⊂ K, D ∈ A
}
,

and outer volume ratio distance

dovr(K,A) = inf
{

(|D|/|K|)1/n : K ⊂ D, D ∈ A
}

from K to A.
Minkowski’s fundamental theorem states that if K1, . . . ,Km are non-empty, com-

pact convex subsets of Rn, then the volume of t1K1 + · · ·+ tmKm is a homogeneous
polynomial of degree n in ti > 0; that is,

|t1K1 + · · ·+ tmKm| =
∑

1≤i1,...,in≤m
V (Ki1 , . . . ,Kin)ti1 · · · tin ,

where the coefficients V (Ki1 , . . . ,Kin) are chosen to be invariant under permutations
of their arguments. The coefficient V (K1, . . . ,Kn) is the mixed volume of K1, . . . ,Kn;
we refer to [115] for a detailed exposition of the definition and main properties of mixed
volumes. In particular, if K and D are two convex bodies in Rn, then the function
|K + tD| is a polynomial in t ∈ [0,∞):

|K + tD| =
n∑
j=0

(
n

j

)
Vn−j(K,D) tj ,

where Vn−j(K,D) = V ((K,n− j), (D, j)) is the j-th mixed volume of K and D (we
use the notation (D, j) for D, . . . ,D j-times). If D = Bn

2 then we set Wj(K) :=
Vn−j(K,B

n
2 ) = V ((K,n − j), (Bn

2 , j)); this is the j-th quermassintegral of K. The
mixed volume Vn−1(K,D) can be expressed as

(2.6) Vn−1(K,D) =
1

n

∫
Sn−1

hD(ξ)dσK(ξ),

where σK is the surface area measure of K; this is the Borel measure on Sn−1 defined
by

σK(A) = λ({x ∈ bd(K) : the outer normal to K at x belongs to A}),
where λ is the Hausdorff measure on bd(K). In particular, if σK is absolutely con-
tinuous with respect to λ then the density of σK is called the curvature function and
is usually denoted as fK . The surface area S(K) := σK(Sn−1) of K satisfies

S(K) = nW1(K).

Volume and mixed volumes in general satisfy a number of very useful inequalities. The
first one is the Brunn-Minkowski inequality |K + L|1/n ≥ |K|1/n + |L|1/n, whenever
K,L and K + L are measurable and nonempty.

Direct consequences of the Brunn-Minkowski inequality are Minkowski’s first in-
equality

(2.7) Vn−1(K,L) ≥ |K|(n−1)/n|L|1/n,
and Minkowski’s second inequality

(2.8) V (K,L)2 ≥ |K|V ((L, 2), (K,n− 2)),

for two convex, compact subsets K and L of Rn.
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A zonoid is the limit of Minkowski sums of line segments in the Hausdorff metric.
Equivalently, an origin-symmetric convex body Z is a zonoid if and only if its polar
body Z◦ is the unit ball of an n-dimensional subspace of an L1-space; i.e. if there
exists a positive measure µ (the supporting measure of Z) on Sn−1 such that

hZ(x) = ‖x‖Z◦ =
1

2

∫
Sn−1

|〈x, y〉|dµ(y).

The class of origin-symmetric zonoids with non-empty interior coincides with the class
of projection bodies. Recall that the projection body ΠK of a convex body K is the
symmetric convex body whose support function is defined by

hΠK(ξ) = |Pξ⊥(K)| = 1

2

∫
Sn−1

|〈ξ, y〉|dσK(y), ξ ∈ Sn−1,

where ξ⊥ = {x ∈ Rn : 〈x, ξ〉 = 0} is the central hyperplane perpendicular to ξ and
Pξ⊥(K) denotes the orthogonal projection of K ⊂ Rn onto ξ⊥.

3. Volume estimates from orthogonal projections and sections

Estimating the volume of a convex body from the volumes of its orthogonal pro-
jections or sections is a classical question in convex geometry. A well-known such
estimate is the famous Loomis-Whitney inequality, which asserts that for any convex
body (actually, any compact set) K

(3.1) |K|n−1 ≤
n∏
i=1

|Pe⊥i (K)|,

where {e1, . . . , en} is an orthonormal basis of Rn (see [102]). Equality holds in (3.1)
if and only if K is an orthogonal parallelepiped such that ±ei are the normal vectors
of its facets. A dual inequality, in which the volume of K is estimated by the volumes
of the sections K ∩ e⊥i , was proved by Meyer in [104]: for every convex body K in Rn
one has

(3.2) |K|n−1 ≥ n!

nn

n∏
i=1

|K ∩ e⊥i |,

with equality if and only if K = conv{±λ1e1, . . . ,±λnen} for some λi > 0.
Both inequalities admit various generalizations. In order to state one of them, let

s > 0 and say that the subspaces F1, . . . , Fr form an s-uniform cover of Rn with
weights c1, . . . , cr > 0 if

(3.3) s In =

r∑
i=1

ciPFi ,

where In is the identity operator on Rn. Then, as an application of the multidimen-
sional geometric Brascamp-Lieb inequality, one may show that, for every compact
subset K of Rn, we have

(3.4) |K|s ≤
r∏
i=1

|PFi(K)|ci .
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On the other hand, using Barthe’s geometric reverse Brascamp-Lieb inequality, it was
proved in [100] that if K is a convex body in Rn with 0 ∈ int(K) and F1, . . . , Fr are
subspaces as above, then

(3.5) |K|s ≥ 1

(n!)s

r∏
i=1

(
di! |K ∩ Fi|

)ci ,
where di = dim(Fi). A special case of these inequalities occurs when u1, . . . , um
are unit vectors in Rn and c1, . . . , cm are positive real numbers that satisfy John’s
condition In =

∑m
i=j cjuj ⊗ uj . Then, if K is a convex body in Rn with 0 ∈ int(K),

we have that

(3.6)
n!

nn

m∏
j=1

|K ∩ u⊥j |cj ≤ |K|n−1 ≤
m∏
j=1

|Pu⊥j (K)|cj .

To see this, observe that if Pj = Pu⊥j
then uj ⊗ uj = In − Pj ; hence John’s condition

may be written as In =
∑m

j=1 cj(In − Pj), which implies that

(3.7) (n− 1)In =
m∑
j=1

cjPj ,

because
∑m

j=1 cj = n. The assumption that the interior of K contains the origin is

needed only for the left hand side inequality. The right hand side inequality in (3.6)
was proved by Ball in [7], while the left hand side inequality was obtained by Li and
Huang in [98].

Another extension of the Loomis-Whitney inequality, which can be put in the
same framework, had been established in [19]. For every non-empty τ ⊂ [n], where
[n] = {1, . . . , n}, we set Fτ = span{ej : j ∈ τ} and Eτ = F⊥τ . Given an integer s ≥ 1,
we say that the (not necessarily distinct) sets σ1, . . . , σr ⊆ [n] form an s-uniform cover
of [n] if every j ∈ [n] belongs to exactly s of the sets σi. The uniform cover inequality
of Bollobás and Thomason states that, for every compact subset K of Rn which is
the closure of its interior, we have

(3.8) |K|s ≤
r∏
i=1

|PFσi (K)|.

Note that if (σ1, . . . , σr) is an s-uniform cover of [n], then setting Fi = Fσi = span({ej :
j ∈ σi}), i ∈ [r], we have s In =

∑r
i=1 PFi . Thus, (3.8) is an immediate consequence

of (3.4). Also, (3.5) implies that if K is a convex body in Rn with 0 ∈ int(K), then

(3.9) |K|s ≥ 1

(n!)s

r∏
i=1

|σi|! |K ∩ Fi|.

To recover Meyer’s inequality from (3.5), we use the particular case Fi = e⊥i , i ∈ [n],
so that we have (n − 1) In =

∑n
i=1 Pe⊥i

. Applying (3.9) with s = n − 1 and |σi| =

dim(Fi) = n− 1 we get

|K|n−1 ≥ n!

nn

n∏
i=1

|K ∩ e⊥i |

for any convex body K in Rn with 0 ∈ int(K). It is also not hard to see that the left
hand side inequality in (3.6) is a consequence of (3.5).
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Local Loomis-Whitney type inequalities were studied in many works, including
[54, 37], where it was proved that for any convex bodyK in Rn and a pair of orthogonal
vectors u, v ∈ Sn−1, one has

|K||P[u,v]⊥(K)| ≤ 2(n− 1)

n
|Pu⊥(K)||Pv⊥(K)|.

We refer to [39] for a simple proof of this inequality and a number of equivalent
restatements.

Many restricted variants of the Loomis-Whitney inequality and of the uniform cover
inequality, estimating the volume of a convex body from the volumes of a smaller set
of sections or projections, were obtained in [26]. See also [118, 2, 39] for some sharp
results in this direction.

4. Comparison and slicing inequalities for functions

4.1. The comparison problem for functions. In 1956, Busemann and Petty [29]
posed the problem if, for any origin-symmetric convex bodies K,L in Rn, the inequal-
ities

(4.1) |K ∩ ξ⊥| ≤ |L ∩ ξ⊥| for all ξ ∈ Sn−1

imply |K| ≤ |L|. The problem was solved at the end of the 1990’s in a sequence of
papers [97, 5, 50, 23, 103, 109, 41, 42, 121, 74, 75, 122, 49]. The answer is affirmative
if n ≤ 4, and it is negative if n ≥ 5. We refer the reader to [76, p. 3] or [43, p. 343]
for the history of the solution.

The isomorphic Busemann-Petty problem, posed in [106], asks whether the in-
equalities (4.1) imply |K| ≤ C |L| , where C is an absolute constant. This question
is still open and is equivalent to the slicing problem of Bourgain; see below. A re-
cent result of Klartag and Lehec [71] shows that the constant can be estimated by a
polylogarithmic function of the dimension.

An extension of the Busemann-Petty problem to arbitrary measures in place of
volume was considered in [125]. Let K,L be origin-symmetric convex bodies in Rn,
and let f be a locally integrable non-negative function on Rn. Suppose that for every
ξ ∈ Sn−1

(4.2)

∫
K∩ξ⊥

f(x)dx ≤
∫
L∩ξ⊥

f(x)dx,

where integration is with respect to Lebesgue measure on ξ⊥. Does it necessarily
follow that ∫

K
f(x)dx ≤

∫
L
f(x)dx?

It was proved in [125] that, for any strictly positive function f , the solution is the
same as in the case of volume (where f ≡ 1): affirmative if n ≤ 4 and negative if
n ≥ 5.

In view of this result, it is natural to ask the isomorphic question again. Do
inequalities (4.2) imply that ∫

K
f(x)dx ≤ sn

∫
L
f(x)dx,
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where the constant sn does not depend on f,K,L? It was proved in [94] that the
answer is affirmative, namely sn ≤

√
n.

The argument in [94] is based on a more general estimate. It was proved in [94]
that the inequalities (4.2) imply

(4.3)

∫
K
f(x)dx ≤ dBM (K, In)

∫
L
f(x)dx.

By John’s theorem [63] and the fact that the class In contains ellipsoids, we have
dBM (K, In) ≤

√
n, which proves the

√
n estimate in the isomorphic Busemann-Petty

problem for functions. It is not known whether the
√
n estimate is optimal. Another

open question is whether the Banach-Mazur distance in (4.3) can be replaced by the
smaller outer volume ratio distance dovr(K, In).

A slightly different estimate with the outer volume ratio distance instead of the
Banach-Mazur distance was proved in [90]. Namely, if K,L are star bodies in Rn,
and f, g are non-negative locally integrable functions on Rn with ‖g‖∞ = g(0) = 1,
then the inequalities∫

K∩ξ⊥
f(x)dx ≤

∫
L∩ξ⊥

g(x)dx for all ξ ∈ Sn−1

imply

(4.4)

∫
K
f(x)dx ≤ dovr(K, In)

n

n− 1
|K|

1
n

(∫
L
g(x)dx

)n−1
n

.

4.2. The slicing problem for functions. The slicing problem of Bourgain [20, 21]
asks whether there exists a constant C so that, for any n ∈ N and any origin-symmetric
convex body K in Rn,

(4.5) |K|
n−1
n ≤ C max

ξ∈Sn−1
|K ∩ ξ⊥|.

In other words, is it true that every origin-symmetric convex body K in Rn of volume
1 has a hyperplane section whose (n − 1)-dimensional volume is greater than an
absolute constant?

The problem remains open. Bourgain [22] proved that C ≤ O(n1/4) up to a loga-
rithmic factor which was removed by Klartag [68]. Chen [32] proved that C ≤ O(nε)
for every ε > 0, and Klartag and Lehec [71] established a polylogarithmic bound
C ≤ O(log4 n). The method of [71] was slightly refined in [62] where it was shown
that C ≤ O(log2.2226 n). The answer is known to be affirmative for some special classes
of convex bodies. For unconditional convex bodies this was observed by Bourgain; see
also [106, 65, 17]), for unit balls of subspaces of Lp it was proved in [8, 64, 105], for in-
tersection bodies in [43, Th.9.4.11], for zonoids, duals of bodies with bounded volume
ratio in [106], for the Schatten classes in [95], and for k-intersection bodies in [88, 84].
Other partial results on the problem include [6, 24, 33, 35, 57, 67, 70, 107, 36, 10];
see the book [27] and the surveys [73, 44] for details.

A generalization of the slicing problem to arbitrary functions was suggested in [78].
Does there exist a constant Tn depending only on the dimension so that, for every
origin-symmetric convex body K in Rn and every non-negative integrable function f
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on K

(4.6)

∫
K
f(x)dx ≤ Tn |K|1/n max

ξ∈Sn−1

∫
K∩ξ⊥

f(x)dx ?

In other words, is it true that the sup-norm of the Radon transform of any proba-
bility density on a convex body of volume one is bounded from below by a constant
depending only on the dimension? The case where f ≡ 1 corresponds to the slicing
problem of Bourgain.

It was proved in [80, 81] that the answer to this question is affirmative with Tn ≤
O(
√
n). A different proof, based on the Blaschke-Petkantschin formula (see [116])

was given in [31]. Inequality (4.6) holds true with an absolute constant in place of
Tn for intersection bodies, unconditional convex bodies and duals of convex bodies
with bounded volume ratio [83], and for the unit balls of n-dimensional subspaces of
Lp, p > 2, with C = O(

√
p), [87] (note that the unit balls of subspaces of Lp with

0 < p ≤ 2 are intersection bodies).
These results follow from a more general inequality proved in [83] for any origin-

symmetric star body K in Rn, and any integrable non-negative function f on K,

(4.7)

∫
K
f(x)dx ≤ 2 dovr(K, In)|K|

1
n max
ξ∈Sn−1

∫
K∩ξ⊥

f(x)dx.

Now assuming that K is an origin-symmetric convex body, by John’s theorem [63]
we get dovr(K, In) ≤

√
n. Also, the distance is bounded by an absolute constant for

unconditional convex bodies [83] and for the unit balls of subspaces of Lp, p > 2
[105, 87]. Clearly, if K is an intersection body, the distance is 1. The proof of
the inequality (4.7) in [83] is based on a stability result for sections of star bodies.
However, in Section 4.3 we present the proof of a more general result which implies
(4.7).

The estimate Tn ≤ O(
√
n) is optimal. Klartag and the second named author

showed in [69] that there exists an origin-symmetric convex body M in Rn and a
probability density f on M so that∫

M∩H
f ≤ c

√
log log n√

n
|M |−1/n,

for every affine hyperplane H in Rn, where c is an absolute constant. The convex
body M which provides the example is a Gluskin-type random polytope generated
by properly scaled random vectors θj uniformly distributed on the sphere Sn−1, while
the density f is the density of an appropriate convolution of the standard Gauss-
ian measure on Rn with the sum of the Dirac masses of the θj ’s, restricted on M .
The logarithmic term was later removed by Klartag and Livshyts [72], who added a
“random rounding” technique to the previous construction. So, finally Tn ≥ c

√
n.

Another estimate of this kind, involving also non-central sections, was proved in
[18]. Namely, there exists an absolute constant C so that

(4.8)

∫
K
f(x) dx ≤ C

√
p dovr(K,L

n
p ) |K|1/n sup

H

∫
K∩H

f(x) dx,

for any p ≥ 1, n ∈ N, and any origin-symmetric convex body K in Rn, where
dovr(K,L

n
p ) is the outer volume ratio distance from K to the class Lnp of the unit

balls of n-dimensional subspaces of Lp([0, 1]), and the supremum is taken over all
affine hyperplanes H in Rn.
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4.3. A quotient inequality for sections of functions. A general inequality which
implies both (4.4) and (4.7) was proved in [56]. Let K and L be star bodies in Rn,
and let f, g be non-negative continuous functions on K and L, respectively, with
‖g‖∞ = g(0) = 1. Then∫

K f(∫
L g
)n−1

n |K|
1
n

≤ n

n− 1
dovr(K, In) max

ξ∈Sn−1

∫
K∩ξ⊥ f∫
L∩ξ⊥ g

.

In fact, for any integer 0 < k < n we have that

(4.9)

∫
K f(∫

L g
)n−k

n |K|
k
n

≤ n

n− k
(dovr(K,BPnk))k max

H∈Gn,n−k

∫
K∩H f∫
L∩H g

.

For the proof of (4.9) fix δ > 0 and let D ∈ BPnk be a body such that K ⊂ D and

(4.10) |D|
1
n ≤ (1 + δ) dovr(K,BPnk) |K|

1
n .

Write νD for the measure on Gn,n−k corresponding to L according to the definition
(2.5). Let ε be such that∫

K∩H
f ≤ ε

∫
L∩H

g, for all H ∈ Gn,n−k.

By (2.4), we have

Rn−k

(∫ ‖·‖−1
K

0
rn−k−1f(r ·) dr

)
(H) ≤ ε Rn−k

(∫ ‖·‖−1
L

0
rn−k−1g(r ·) dr

)
(H)

for every H ∈ Gn,n−k. Integrating both sides of the latter inequality with respect to
νD and using the definition (2.5), we get∫

Sn−1

‖x‖−kD

(∫ ‖x‖−1
K

0
rn−k−1f(rx) dr

)
dx(4.11)

≤ ε
∫
Sn−1

‖x‖−kD

(∫ ‖x‖−1
L

0
rn−k−1g(rx) dr

)
dx,

which is equivalent to

(4.12)

∫
K
‖x‖−kD f(x)dx ≤ ε

∫
L
‖x‖−kD g(x)dx.

Since K ⊂ D, we have 1 ≥ ‖x‖K ≥ ‖x‖D for every x ∈ K. Therefore,∫
K
‖x‖−kD f(x)dx ≥

∫
K
‖x‖−kK f(x)dx ≥

∫
K
f.

On the other hand, we may apply [106, Lemma 2.1]. Indeed, recall that g(0) =
‖g‖∞ = 1 and the same is true for the function χL(x)g(x), moreover the proof of
[106, Lemma 2.1], also works under assumption that the body is star-shaped. Thus,
we get (∫

L ‖x‖
−k
D g(x)dx∫

D ‖x‖
−k
D dx

)1/(n−k)

≤
(∫

L g(x)dx∫
D dx

)1/n

.
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Since
∫
D ‖x‖

−k
D dx = n

n−k |D|, we can estimate the right-hand side of (4.12) by∫
L
‖x‖−kD g(x)dx ≤ ε n

n− k

(∫
L
g

)n−k
n

|D|
k
n .

Applying (4.10) and sending δ to zero, we see that the latter inequality in conjunction
with (4.12) implies∫

K
f ≤ ε n

n− k
(dovr(K,BPnk))k

(∫
L
g

)n−k
n

|K|
k
n .

Now put ε = max
H∈Gn,n−k

∫
K∩H f∫
L∩H g

and the result follows.

Note the following immediate consequences of (4.9). If we add the assumption that∫
K∩H

f ≤
∫
L∩H

g

for all H ∈ Gn,n−k then we get the generalization of (4.4):∫
K
f ≤ n

n− k
(dovr(K,BP

n
k ))k |K|

k
n

(∫
L
g

)n−k
n

.

If we choose L = Bn
2 and g ≡ 1 then we obtain the slicing inequality∫
K
f ≤ n

n− k
(dovr(K,BP

n
k ))k |K|

k
n max

H

∫
K∩H

f,

which generalizes (4.7). Choosing K = L and g ≡ 1 we obtain another variant of the
slicing inequality for functions:∫

K f

|K|
≤ n

n− k
(dovr(K,BP

n
k ))k max

H

∫
K∩H f

|K ∩H|
.

5. Projections of convex bodies

5.1. The Shephard’s problem. Shephard’s problem [117] is “dual” to the Busemann-
Petty problem: let K and L be two origin-symmetric convex bodies in Rn and suppose
that

(5.1) |Pξ⊥(K)| ≤ |Pξ⊥(L)|

for every ξ ∈ Sn−1. Does it follow that |K| ≤ |L|?
The answer is affirmative if n = 2, but shortly after it was posed, Shephard’s

question was answered in the negative for all n ≥ 3. This was done independently by
Petty in [110] who gave an explicit counterexample in R3, and by Schneider in [114]
for all n ≥ 3. In particular, Schneider in [114] proved that the answer is affirmative
if the body L having projections of larger volume is a projection body; we refer to
[91] for Harmonic Analysis proofs of these facts. After these counterexamples, one
might try to relax the question, asking for the smallest constant Cn (or the order of
growth of this constant Cn as n→∞) for which: if K,L are origin-symmetric convex
bodies in Rn and |Pξ⊥(K)| ≤ |Pξ⊥(L)| for all ξ ∈ Sn−1 then |K| ≤ Cn|L|. Such a
constant Cn does exist, and a simple argument, based on John’s theorem, shows that
Cn ≤ c

√
n, where c > 0 is an absolute constant. On the other hand, K. Ball has

proved in [7] that this simple estimate is optimal: one has Cn ≈
√
n.
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The lower dimensional Shephard problem is the following question. Let 1 ≤ k ≤
n − 1 and let Sn,k be the smallest constant S > 0 with the following property: For
every pair of convex bodies K and L in Rn that satisfy |PF (K)| ≤ |PF (L)| for all

F ∈ Gn,n−k, one has |K|
1
n ≤ S |L|

1
n . Is it true that there exists an absolute constant

C > 0 such that Sn,k ≤ C for all n and k?
Goodey and Zhang [58] proved that Sn,k > 1 if n − k > 1. General estimates

for Sn,k are provided in [51]: If K and L are two convex bodies in Rn such that
|PF (K)| ≤ |PF (L)|, for every F ∈ Gn,n−k then

|K|
1
n ≤ c1

√
n

n− k
log

(
en

n− k

)
|L|

1
n ,

where c1 > 0 is an absolute constant. It follows that Sn,k is bounded by an absolute
constant if n

n−k is bounded. Also, under the same assumptions and using results from

[108] one can prove a general estimate which is logarithmic in n and valid for all k:

|K|
1
n ≤ c1 minw(L̃)√

n
|L|

1
n ≤ c2(log n)|L|

1
n ,

where c1, c2 > 0 are absolute constants and the minimum is over all linear images
L̃ of L that have volume 1. The second inequality follows from the fact that if L̃
is a convex body of volume 1 in Rn which is in the minimal mean width position
(i.e. w(L̃) ≤ w(T (L̃)) for all T ∈ SL(n)), then w(L̃) ≤ c

√
n(log n) for some absolute

constant c > 0. This is a consequence of well-known results of Lewis, Figiel and
Tomczak-Jaegermann, Pisier (see [3, Chapter 6] for a complete discussion).

An extension of Shephard’s problem to the case of more general measures was first
considered by Livshyts [99] who studied the case of p-concave and 1/p-homogeneous
measures. Kryvonos and Langharst [96] further extended the results from [99], as
well as, studied the isomorphic case of the question.

5.2. A variant of the Busemann-Petty and Shephard problem. A variant of
the Busemann-Petty and Shephard problems was proposed by V. Milman: Assume
that K and L are origin-symmetric convex bodies in Rn and satisfy

(5.2) |Pξ⊥(K)| ≤ |L ∩ ξ⊥|

for all ξ ∈ Sn−1. Does it follow that |K| ≤ |L|? An affirmative answer to this question
was given by the first two authors in [51]. Also the lower dimensional analogue of
the problem has an affirmative answer, and moreover, one can drop the symmetry
assumptions and even the assumption of convexity for L. More precisely, if K is a
convex body in Rn and L is a compact subset of Rn such that, for some 1 ≤ k ≤ n−1,

|PF (K)| ≤ |L ∩ F |

for all F ∈ Gn,n−k, then

|K| ≤ |L|.
The proof exploits the Busemann-Straus/Grinberg inequality (see [30], [59])

(5.3)

∫
Gn,k

|K ∩ E|ndνn,k(E) ≤
ωnk
ωkn
|K|k.
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which is true for every bounded Borel set K in Rn and 1 ≤ k ≤ n−1, and the classical
Alexandrov’s inequalities in the following form: If K is a convex body in Rn, then
the sequence

(5.4) Qk(K) =

(
1

ωk

∫
Gn,k

|PF (K)| dνn,k(F )

)1/k

is decreasing in k. This is a consequence of the Alexandrov-Fenchel inequality (see
the books of Burago and Zalgaller [28] and Schneider [115]). In particular, for every
1 ≤ k ≤ n− 1, we have

(5.5)

(
|K|
ωn

) 1
n

≤

(
1

ωn−k

∫
Gn,n−k

|PF (K)| dνn,n−k(F )

) 1
n−k

≤ w(K).

With these tools one proceeds as follows: Let K be a convex body in Rn and L be a
compact subset of Rn. Assume that for some 1 ≤ k ≤ n−1 we have |PF (K)| ≤ |L∩F |
for all F ∈ Gn,n−k. From (5.5) we get(

|K|
ωn

)n−k
n

≤ 1

ωn−k

∫
Gn,n−k

|PF (K)| dνn,n−k(F ).

Our assumption, Hölder’s inequality and the Busemann-Straus/Grinberg inequality
give

1

ωn−k

∫
Gn,n−k

|PF (K)| dνn,n−k(F ) ≤ 1

ωn−k

∫
Gn,n−k

|L ∩ F | dνn,n−k(F )(5.6)

≤ 1

ωn−k

(∫
Gn,n−k

|L ∩ F |n dνn,n−k(F )

)1/n

≤ 1

ωn−k

ωn−k

ω
n−k
n

n

|L|
n−k
n =

(
|L|
ωn

)n−k
n

.

Therefore, |K| ≤ |L|.

Hosle [60] proved that if the condition (5.2) is reversed, then |L| ≤
√
n|K|. He

also suggests a way to generalize the solution of Milman’s problem to log-concave
measures, p-concave measures and measures with 1/p-homogeneous densities in place
of volume.

5.3. Surface area of projections. The second named author obtained a number
of “slicing type” inequalities about the surface area of hyperplane projections of pro-
jection bodies. In [79] he proved that if Z is a projection body in Rn, then

(5.7) |Z|
1
n min
ξ∈Sn−1

S(Pξ⊥(Z)) ≤ bnS(Z),

where S(A) denotes the surface area of A, and

bn = (n− 1)ωn−1/(nω
n−1
n

n ) ≈ 1.
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This inequality is sharp; there is equality if Z = Bn
2 . Conversely, in [82] he proved

that if Z is a projection body in Rn which is a dilate of a body in isotropic position
(see, for example, [27] ), then

(5.8) |Z|
1
n max
ξ∈Sn−1

S(Pξ⊥(Z)) ≥ c(log n)−2S(Z),

where c > 0 is an absolute constant.
Similar inequalities for the surface area of hyperplane projections of an arbitrary

convex body K in Rn were studied in [55]. In what follows, we denote by ∂K the
minimal surface area parameter of K, which is the quantity

(5.9) ∂K := min
{
S(T (K))/|T (K)|

n−1
n : T ∈ GL(n)

}
.

From the isoperimetric inequality and K. Ball’s reverse isoperimetric inequality [9] it
is known that c1

√
n ≤ ∂K ≤ c2n for every convex body K in Rn, where c1, c2 > 0

are absolute constants. It was proved in [55] that there exists an absolute constant
c1 > 0 such that, for every convex body K in Rn,

(5.10) |K|
1
n min
ξ∈Sn−1

S(Pξ⊥(K)) ≤ 2bn∂K

nω
1
n
n

S(K) ≤ c1∂K√
n
S(K).

This inequality, which generalizes (5.7), is sharp e.g. for the Euclidean unit ball. Since
c1∂K/

√
n ≤ c

√
n for every convex body K in Rn, we get the general upper bound

(5.11) |K|
1
n min
ξ∈Sn−1

S(Pξ⊥(K)) ≤ c
√
nS(K).

The proof is based on the next result from [54]. If K is a convex body in Rn, then

(5.12)
S(Pξ⊥(K))

|Pξ⊥(K)|
≤ 2(n− 1)

n

S(K)

|K|

for every ξ ∈ Sn−1. It follows that

|K| min
ξ∈Sn−1

S(Pξ⊥(K)) ≤ 2(n− 1)

n
S(K) min

ξ∈Sn−1
|Pξ⊥(K)|.

Next, we observe that

min
ξ∈Sn−1

|Pξ⊥(K)| = min
ξ∈Sn−1

hΠK(ξ) = r(ΠK),

where r(A) is the inradius of A, i.e. the largest r > 0 such that rBn
2 ⊆ A. We write

r(ΠK) ≤
(
|ΠK|
ωn

) 1
n

≤ ωn−1∂K
nωn

|K|
n−1
n ,

where the upper estimate for |ΠK| is observed in [53]. Combining the above we get

|K| min
ξ∈Sn−1

S(Pξ⊥(K)) ≤ 2(n− 1)ωn−1∂K
n2ωn

S(K) |K|
n−1
n .

Inequality (5.8) can be also generalized, starting with the next fact: If K is a convex
body in Rn then ∫

Sn−1

S(Pξ⊥(K)) dσ(ξ) ≥ c S(K)
n−2
n−1 .
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This inequality implies that if K is in some of the “classical positions” (we refer to
[3, 106] for discussion on those “classical positions,” including, minimal surface area,
minimal mean width, isotropic, John or Löwner position) then

(5.13) |K|
1
n

∫
Sn−1

S(Pξ⊥(K)) dσ(ξ) ≥ c S(K),

where c > 0 is an absolute constant. In particular, we get that if K is a convex body
in Rn, which is in any of the “classical positions” then

|K|
1
n max
ξ∈Sn−1

S(Pξ⊥(K)) ≥ c S(K).

Recall that a (log n)2-term appeared in (5.8). The estimate in (5.13) is stronger and,
for bounds of this type, there is no need to assume that K is a projection body. In
fact, the estimate continues to hold as long as

S(K)
1

n−1 ≤ c|K|
1
n

for an absolute constant c > 0. This is a mild condition which is satisfied not only by
the classical positions but also by all reasonable positions of K.

The same questions may be studied for the quermassintegrals Vn−k(K) = V ((K,n−
k), (Bn

2 , k)) of a convex body K and the corresponding quermassintegrals of its hyper-
plane projections. The proofs employ the same tools as in the surface area case. The
main additional ingredient is a generalization of (5.12) (proved in [37]) to subspaces
of arbitrary dimension and quermassintegrals of any order: if K is a convex body in
Rn and 0 ≤ p ≤ k ≤ n, then, for every F ∈ Gn,k,

(5.14)
Vn−p(K)

|K|
≥ 1(

n−k+p
n−k

) Vk−p(PF (K))

|PF (K)|
.

This inequality allows one to obtain further generalizations; one can compare the
surface area of a convex body K to the minimal, average or maximal surface area of
its lower dimensional projections PF (K), F ∈ Gn,k, for any given 1 ≤ k ≤ n− 1. We
refer to [39, 38] to further study of inequalities related to (5.14).

6. Surface area

The question whether it is possible to have a version of the slicing inequality for
the surface area instead of volume has been formulated as follows: is it true that there
exists a constant αn depending (or not) on the dimension n so that

(6.1) S(K) ≤ αn|K|
1
n max
ξ∈Sn−1

S(K ∩ ξ⊥)

for every origin-symmetric convex body K in Rn? A lower dimensional slicing problem
may be also formulated; for any 2 ≤ k ≤ n− 1 one may ask for a constant αn,k such
that

(6.2) S(K) ≤ αkn,k|K|
k
n max
H∈Gn,n−k

S(K ∩H)

for every origin-symmetric convex body K in Rn. Moreover, one may replace surface
area by any other quermassintegral and pose the corresponding question.
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A negative answer was given in [25]. For any n ≥ 2 and any α > 0 one may find
an origin-symmetric convex body K in Rn such that

S(K) > α|K|
1
n max
ξ∈Sn−1

S(Pξ⊥(K)) ≥ α|K|
1
n max
ξ∈Sn−1

S(K ∩ ξ⊥).

In fact, it is shown that one may construct an origin-symmetric ellipsoid E such that

S(E) > α|E|
1
n max
ξ∈Sn−1

S(Pξ⊥(E)).

In order to do this, for a given ellipsoid E in Rn one needs to know the (n − 1)-
dimensional section of E that has the largest surface area. This is a natural question
of independent interest. It is shown in [25] that if E is an origin-symmetric ellipsoid in
Rn, and if a1 ≤ a2 ≤ · · · ≤ an are the lengths and e1, e2, . . . , en are the corresponding
directions of its semi-axes, then

(6.3) S(E ∩ ξ⊥) ≤ S(Pξ⊥(E)) ≤ S(E ∩ e⊥1 )

for every ξ ∈ Sn−1. This information is then combined with a formula of Rivin [111]
for the surface area of an ellipsoid: If E is an ellipsoid as above then

(6.4) S(E) = n |E|
∫
Sn−1

(
n∑
i=1

ξ2
i

a2
i

)1/2

dσ(ξ).

Assume that there exists a constant αn > 0 such that we have the following inequality
for ellipsoids:

(6.5) S(E) ≤ αn|E|1/n max
ξ∈Sn−1

S(E ∩ ξ⊥).

Then we have

max
ξ∈Sn−1

S(E ∩ ξ⊥) = S(E ∩ e⊥1 ) = (n− 1) |E ∩ e⊥1 |
∫
Sn−2

( n∑
i=2

ξ2
i

a2
i

)1/2
dσ(ξ)

and assuming, as we may, that
∏n
i=1 ai = 1 we can rewrite (6.5) as

nωn ·
1

dn
E
[( n∑

i=1

g2
i

a2
i

)1/2]
≤ αnω1/n

n · (n− 1)ωn−1
1

a1
· 1

dn−1
E
[( n∑

i=2

g2
i

a2
i

)1/2]
,

where dn ∼
√
n. After some calculations we see that

αn ≥ c

1 +
∑n

i=2
a21
a2i∑n

i=2
1
a2i

1/2

for some absolute constant c > 0. Choosing a2 = · · · = an = r and a1 = r−(n−1) we
see that 1 +

∑n
i=2

a21
a2i∑n

i=2
1
a2i

1/2

=

(
1 + n−1

r2n

n−1
r2

)1/2

=

(
1

r2n−2
+

r2

n− 1

)1/2

→∞

as r →∞. So, we arrive at a contradiction.
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In fact, one can prove a more general analogue of (6.3); for any k−dimensional
subspace H and any 0 ≤ j ≤ k − 1 we have that

Wj(E ∩ Fk) ≤Wj(E ∩H) ≤Wj(E ∩ Ek)
and

Wj(PFk(E)) ≤Wj(PH(E)) ≤Wj(PEk(E)),

where Fk = span{e1, . . . , ek}, Ek = span{en−k+1, . . . , en} and Wj(A) = V ((A, k −
j), (Bk

2 , k− j)) is the j-th quermassintegral of a k-dimensional convex body A. These
results generalize a known fact for the maximal and minimal volume of k-dimensional
sections and projections of ellipsoids. As a consequence one can obtain a more general
negative result about all the quermassintegrals of sections and projections of convex
bodies.

In [25] some positive results are stated for variants of this question, which were
strengthened in [101]. An example is the next inequality: If K is an origin-symmetric
convex body in Rn then for any 0 ≤ j ≤ n− k − 1 ≤ n− 1 we have

αn,k,j

(
n

k

)−1Wj(K)

|K|
≤
∫
Gn,n−k

Wj(K ∩ F )

|K ∩ F |
dνn,n−k(F ) ≤ αn,k,j

(
n− j
k

)
Wj(K)

|K|
where αn,k,j is a constant depending only on n, k, j.

The analogue of the Busemann-Petty problem for surface area was studied by
Koldobsky and König in [85]: If K and L are two convex bodies in Rn such that
S(K ∩ ξ⊥) ≤ S(L ∩ ξ⊥) for all ξ ∈ Sn−1 does it then follow that S(K) ≤ S(L)?
Answering a question of Pelczynski, they prove that the central (n − 1)-dimensional
section of the cube Bn

∞ = [−1, 1]n that has maximal surface area is the one that
corresponds to the unit vector ξ0 = 1√

2
(1, 1, 0, . . . , 0) (exactly as in the case of volume)

i.e.
max
ξ∈Sn−1

S(Bn
∞ ∩ ξ⊥) = S(Bn

∞ ∩ ξ⊥0 ) = 2((n− 2)
√

2 + 1).

Comparing with a ball of suitable radius one gets that the answer to the Busemann-
Petty problem for surface area is negative in dimensions n ≥ 14.

It is natural to ask whether an isomorphic version of the problem has an affirmative
answer. Assuming that there is a constant γn such that if K and L are origin-
symmetric convex bodies in Rn that satisfy

S(K ∩ ξ⊥) ≤ S(L ∩ ξ⊥)

for all ξ ∈ Sn−1, then S(K) ≤ γnS(L), one can see that there is some constant c(n)
such that

(6.6) S(K) ≤ c(n)S(K)
1

n−1 max
ξ∈Sn−1

S(K ∩ ξ⊥)

for every convex body K in Rn. It was proved in [25] that an inequality of this type
holds true in general. If K is a convex body in Rn then

S(K) ≤ AnS(K)
1

n−1 max
ξ∈Sn−1

S(K ∩ ξ⊥)

where An > 0 is a constant depending only on n. The result is first proved for an
arbitrary ellipsoid and then it is extended to any convex body, using John’s theorem.
In [101] a direct proof of a more general result is given, showing that an inequality as
(6.6) holds for any k and j, where k is the codimension of the subspaces and j is the



18 APOSTOLOS GIANNOPOULOS, ALEXANDER KOLDOBSKY, AND ARTEM ZVAVITCH

order of the quermassintegral that we consider: Let K be an origin-symmetric convex
body in Rn. For every 0 ≤ j ≤ n− k − 1 ≤ n− 1 we have that

Wj(K)n−k−j ≤ αn,k,j max
F∈Gn,n−k

Wj(K ∩ F )n−j ,

where αn,k,j > 0 is a constant depending only on n, k and j. The proof of this
inequality exploits the Blaschke-Petkantschin formula and some integral-geometric
results of Dann, Paouris and Pivovarov from [34].

7. Volume difference inequalities

Volume difference inequalities estimate the error in computations of volume of a
body out of the areas of its sections and projections. Starting with the case of sections,
let γn,k be the smallest constant γ > 0 with the property that

(7.1) |K|
n−k
n − |L|

n−k
n ≤ γk max

F∈Gn,n−k

(
|K ∩ F | − |L ∩ F |

)
for all 1 ≤ k < n and all origin-symmetric convex bodies K and L in Rn such
that L ⊂ K. The question is whether there exists an absolute constant C so that
supn,k γn,k ≤ C. Note that without extra assumptions on K and L, inequality (7.1)
cannot hold with any γ > 0, because of the counterexamples to the Busemann-Petty
problem. Note also that if we apply (7.1) with L = βBn

2 as β → 0, we get the slicing
inequality.

It was proved in [77] for k = 1, and in [86] for 1 < k < n that if K ∈ BPnk and L
is any origin-symmetric star body in Rn then (7.1) is true in the form

(7.2) |K|
n−k
n − |L|

n−k
n ≤ ckn,k max

F∈Gn,n−k

(
|K ∩ F | − |L ∩ F |

)
,

where ckn,k = ω
n−k
n

n /ωn−k. One can check that cn,k ∈ ( 1√
e
, 1) for all n, k.

In [52], the inequality (7.2) was extended to arbitrary origin-symmetric star bodies.
Let 1 ≤ k < n, and let K and L be origin-symmetric star bodies in Rn such that
L ⊂ K. Then

(7.3) |K|
n−k
n − |L|

n−k
n ≤ ckn,kdkovr(K,BPnk) max

F∈Gn,n−k

(
|K ∩ F | − |L ∩ F |

)
.

The outer volume ratio distance was estimated in [89]. If K is an origin-symmetric
convex body in Rn, then

(7.4) dovr(K,BPnk) ≤ c
√
n/k

(
log(en/k)

) 3
2 ,

where c > 0 is an absolute constant. Therefore, (7.3) provides an affirmative answer
to the question for sections of proportional dimension.

The volume difference inequality (7.3) can be extended to arbitrary measures in
place of volume, as follows. Let f be a bounded non-negative measurable function on
Rn. Let µ be the measure with density f so that µ(B) =

∫
B f for every Borel set B

in Rn. Also, for every F ∈ Gn,n−k we write µ(B ∩ F ) =
∫
B∩F f, where we integrate

the restriction of f to F against the Lebesgue measure on F. For any 1 ≤ k < n and
any pair of origin-symmetric star bodies K and L in Rn such that L ⊂ K, and any
measure µ with even non-negative continuous density,

(7.5) µ(K)− µ(L) ≤ n

n− k
ckn,k |K|

k
n dkovr(K,BPnk) max

F∈Gn,n−k

(
µ(K ∩F )− µ(L∩F )

)
.
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In the opposite direction, for any measure in Rn with bounded density g,
(7.6)(
µ(K)− µ(L)

)n−k
n ≥

ckn,k

‖g‖
k
n∞

(∫
Gn,n−k

(
µ(K ∩ F )− µ(L ∩ F )

) n
n−k dνn,n−k(F )

)n−k
n

.

In particular,

(7.7)
(
µ(K)− µ(L)

)n−k
n ≥ ckn,k

1

‖g‖
k
n∞

min
F∈Gn,n−k

(
µ(K ∩ F )− µ(L ∩ F )

)
.

There is also a result for projections. Let βn be the smallest constant β > 0 satisfying

(7.8) β
(
|L|

n−1
n − |K|

n−1
n
)
≥ min

ξ∈Sn−1

(
|Pξ⊥(L)| − |Pξ⊥(K)|

)
for all origin-symmetric convex bodies K,L in Rn whose curvature functions fK and
fL exist and satisfy fK(ξ) ≤ fL(ξ) for all ξ ∈ Sn−1. Then, βn '

√
n, i.e. there exist

absolute constants a, b > 0 such that for all n ∈ N

a
√
n ≤ βn ≤ b

√
n.

Note that without an extra condition on K and L, (7.8) cannot hold in general with
any β > 0, because of the counterexamples to the Shephard problem.

It was proved in [77, 79] that if L is a projection body and K is an origin-symmetric
convex body, then

(7.9) |L|
n−1
n − |K|

n−1
n ≥ cn,1 min

ξ∈Sn−1

(
|Pξ⊥(L)| − |Pξ⊥(K)|

)
.

The condition fK ≤ fL is not needed for (7.9) because we assume that L is a projection
body. This inequality is extended in [52] to arbitrary origin-symmetric convex bodies,
as follows. Suppose that K and L are origin-symmetric convex bodies in Rn, and their
curvature functions exist and satisfy fK(ξ) ≤ fL(ξ) for all ξ ∈ Sn−1. Then

(7.10) dvr(L,Π)
(
|L|

n−1
n − |K|

n−1
n
)
≥ cn,1 min

ξ∈Sn−1

(
|Pξ⊥(L)| − |Pξ⊥(K)|

)
.

Again by K. Ball’s volume ratio estimate, for any convex body K in Rn, dvr(K,Π) ≤√
n. In fact, this distance can be of the order

√
n, up to an absolute constant.

For more on volume difference inequalities, see [92].

8. Discrete versions

Let Zn be the standard integer lattice in Rn. Given an origin-symmetric convex
body K, define #K = card(K ∩ Zn), the number of points of Zn in K. The original
proof of the Loomis-Whitney inequality (3.1) is based on a discretization technique,
i.e. to consider a set K which is decomposed into a union of equal disjoint cubes
and restate the question in combinatorial language. In particular, this combinatorial
version implies (and is actually equivalent to) the following discrete variant

(8.1) #K ≤

(
n∏
i=1

#(Pe⊥i
(K))

) 1
n−1

of the Loomis-Whitney inequality.
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There are a number of very interesting tomographic questions related to the num-
ber of integer points in the projections of a convex body; we refer to [45, 113, 124].
We also note that in the recent years there are several attempts to translate ques-
tions and facts from classical convexity to more general settings including discrete
geometry. Here we will concentrate on inequalities concerning sections of a convex
body. The properties of sections of convex bodies with respect to the integer lattice
were extensively studied in discrete tomography, see [45, 46, 47, 48, 113], where many
interesting new properties were proved and a series of exciting open questions were
proposed. It is interesting to note that after translation many questions become quite
non-trivial and counterintuitive, and the answer may be quite different from the one
in the continuous case. In addition, finding the relation between the geometry of a
convex set and the number of integer points contained in the set is always a non-trivial
task. One can see this, for example, from the history of Khinchin’s flatness theorem
(see [11, 12, 13, 66]).

Around 2013 the second named author asked if it is possible to provide a discrete
analogue of the inequality (4.6):

Question 1. Does there exist a constant dn such that

#K ≤ dn max
ξ∈Sn−1

(
#(K ∩ ξ⊥)

)
|K|

1
n ,

for all origin-symmetric convex bodies K ⊂ Rn containing n linearly independent
lattice points?

We note here that we require that K contains n linearly independent lattice points
in order to eliminate the degenerate case of a body (for example, a box of the form
[−δ, δ]n−1 × [−20, 20]) whose maximal section contains all lattice points in the body,
but whose volume may be arbitrarily close to 0 by considering sufficiently small δ > 0.

Thus, the methods applied to attack this question are quite different from the
methods described in the previous sections and seem to require use of tools from the
geometry of numbers. Let us start with the simplest case and show that the constant
d2 exists, i.e. it is independent from the origin-symmetric planar convex body K. We
will use two classical statements (see for example, [120]):

Minkowski’s First Theorem: Let K ⊂ Rn be an origin-symmetric convex body such
that |K| ≥ 2n. Then K contains at least one non-zero element of Zn.

Pick’s Theorem: Let P be an integral 2-dimensional convex polygon. Then |P | =
I + 1

2B − 1, where I is the number of lattice points in the interior of P , and B is the
number of lattice points on its boundary. Here, a polygon is called integral if it can
be described as the convex hull of its lattice points.

Following [1], consider an origin-symmetric planar convex body K and let s =√
|K|/4. By Minkowski’s first theorem, there exists a non-zero vector u ∈ Z2 ∩ 1

sK.
Then su ∈ K and

# (Lu ∩K) ≥ 2bsc+ 1,

where bsc is the integer part of s and Lu is the line containing u and the origin.
Next, consider the convex hull P of the lattice points inside K. Since P is an integral
2-dimensional convex polygon, by Pick’s theorem we get that

|P | = I +
1

2
B − 1 ≥ I +B

2
− 1

2
,
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using that I ≥ 1. Thus,

#P = I +B ≤ 2|P |+ 1 ≤ 5

2
|P |,

since the area of an origin-symmetric integral convex polygon is at least 2. It follows
that

#K = #P ≤ 5

2
|P | ≤ 5

2
|K| = 5

2
(2 s) |K|

1
2 < 4 (2bsc+ 1) |K|

1
2

≤ 4 max
ξ∈S1

#(K ∩ ξ⊥) |K|
1
2 .

Unfortunately, there seems to be no straightforward generalization of the above ap-
proach to higher dimensions. This is partially due to the fact that the hyperplane sec-
tions of dimension higher than one are much harder to study, but is also due to the lack
of a direct analogue of Pick’s formula. It is also essential to note that, in general, the
constant dn is dependent on n. Indeed, for the cross-polytope Bn

1 = {x ∈ Rn : ‖x‖1 ≤
1} we have #Bn

1 = 2n+ 1 and max{#(Bn
1 ∩ ξ⊥) : ξ ∈ Sn−1} = #(Bn

1 ∩ e⊥1 ) = 2n− 1,

and |Bn
1 |1/n ∼ n−1. Thus, dn must be greater than cn. Using the special structure of

unconditional bodies, it was proved in [1] that dn is of order n for this class of convex
bodies.

Another example which illustrates this situation is the classical Brunn’s principle
(see for example [43]) which tells us that for an origin-symmetric convex body K one
has

|K ∩ ξ⊥| ≥ |K ∩ (tξ + ξ⊥)|, for all ξ ∈ Sn−1, t ∈ R.
The above statement is not true if volume is replaced by the number of integer points.
Indeed, let Q = [0, 1]n−1 ⊂ Rn−1 and let K be the convex hull of Q+en and −Q−en.
Then #(K∩e⊥n ) = 1 but #(K∩(en+e⊥n )) = 2n−1. The following analogue of Brunn’s
concavity principle was proved in [1, 40]:

(8.2) #(K ∩ ξ⊥) ≥ 21−n#(K ∩ (tξ + ξ⊥)), for all ξ ∈ Sn−1, t ∈ R.
To prove that the constant dn is bounded for a general origin-symmetric con-

vex body, one may use the discrete analogue of John’s theorem [14, 119, 120, 16],
which gives an approximation of an origin-symmetric convex body by a symmet-
ric generalized arithmetic progression. This approach was used in [1] to prove that

dn ≤ O(n)7n/2. The latter estimate can be slightly improved: using [16] one can
show that dn ≤ O(n)n, which is still far from optimal. Finally, the following fact was
proved in [1]:

#K ≤ O(1)nnn−m max (#(K ∩H)) |K|
n−m
n ,

where the maximum is taken over all m-dimensional linear subspaces H ⊂ Rn. In
particular, dn ≤ Cn for some large C > 0. The proof of this fact is based on
Minkowski’s second theorem, the discrete Brunn’s principle (8.2) and the Bourgain-
Milman inequality. We refer to [1] for more details. Here we would like to present a
probabilistic-harmonic analysis approach to Question 1 which is due to Oded Regev
[112]. We will show that there is a distribution of directions ξ for which #(K ∩ ξ⊥)
is large enough, with a positive probability. For the convenience of the reader we
need to provide a few standard definitions and to prove some technical estimates. A
lattice Λ ⊂ Rn is the set of all integer linear combinations of n linearly independent
vectors in Rn. We notice that Λ = TZn, where T ∈ GL(n), det(T) 6= 0 and denote
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det(Λ) = det(T). We will also consider the dual lattice Λ∗ = {x ∈ Rn : 〈x, y〉 ∈
Z, for all y ∈ Λ}. Finally for any s > 0 consider the function ρs(x) : Rn → (0, 1],

defined by ρs(x) = e−π|x|
2/s2 , where |x| is the Euclidean norm of x, and for a countable

set A ⊂ Rn let

ρs(A) =
∑
x∈A

e−π|x|
2/s2 .

We will use the Poisson summation formula (see for example [15, Lemma 17.2]).
Consider a function f : Rn → C and let

f̂(y) =

∫
Rn
e−2πi〈x,y〉f(x)dx (y ∈ Rn)

be the Fourier transform of f . Assume that f and f̂ decay sufficiently fast, i.e. there

exist positive constants C, δ such that |f(x)|, |f̂(x)| ≤ C
1+|x|n+δ for all x ∈ Rn (notice

that this condition it trivially satisfied by ρs). Then,

(8.3)
∑
x∈Λ

f(x) =
1

det(Λ)

∑
y∈Λ∗

f̂(y).

Using the fact that ρ̂s(y) = snρ1/s(y) together with (8.3) we get

ρs(Λ) =
∑
x∈A

ρs(x) =
1

det(Λ)

∑
y∈Λ∗

ρ̂s(y) =
sn

det(Λ)
ρ1/s(Λ

∗).

In particular, we see that

(8.4) ρs(Λ) ≥ det(Λ)−1 sn.

We may use again (8.3) to show that ρs(Λ + a) ≤ ρs(Λ) for all a ∈ Rn. Indeed, using
ρ̂s(y) = snρ1/s(y) > 0, we get

(8.5) ρs(Λ + a) =
1

det(Λ)

∑
y∈Λ∗

ρ̂s(y)e−2πi〈a,y〉≤ 1

det(Λ)

∑
y∈Λ∗

ρ̂s(y) = ρs(Λ).

Let ZA,s be a random vector taking values in a countable set A, such that

P(ZA,s = x) =
ρs(x)

ρs(A)
.

Using (8.4) we get

(8.6) P(ZΛ,s = 0) =
1

ρs(Λ)
≤ det(Λ)

sn
.

Finally, if we pick a lattice Λ ⊂ Rn, x ∈ Λ and s > 0, we claim that

(8.7) P(〈ZΛ∗,s, x〉 = 0) ≥ P(ZZ\|x|,s = 0) = ρs|x|(Z)−1 ≥ cmin{1, (s|x|)−1}.

We may assume that x 6= 0 and note that by definition 〈ZΛ∗,s, x〉 can take only integer
values. Fix some k ∈ Z and consider the set of points y ∈ Λ∗ such that 〈x, y〉 = k.
Note that if this set is empty then its ρs mass is clearly zero. Now consider the
case where this set is not empty. The affine subspace {y ∈ Rn : 〈x, y〉 = k} is
a shift of x⊥ at distance k/|x| in the direction of x/|x|. Notice that such a shift
will not necessarily move points of Λ∗ into itself, and thus an additional shift inside
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{y ∈ Rn : 〈x, y〉 = k} ∩ Λ∗ may be required. Thus, using the product structure of ρs
and property (8.5) we get

ρs({y ∈ Rn : 〈x, y〉 = k} ∩ Λ∗) ≤ ρs(k/|x|)ρs(Λ∗ ∩ x⊥).

Dividing the above inequality by ρs(Λ
∗) and summing up over k ∈ Z we get (8.7).

The following theorem is due to O. Regev [112]: Consider an origin-symmetric
convex body K ⊂ Rn. Then,

#K ≤ max
ξ∈Sn−1

(
#(K ∩ ξ⊥)

)
max{1, cn|K|

1
n−1 }.

Note that this theorem improves the bound on dn from [1], when the volume of |K| is
smaller then Cn

3
and provides a polynomial bound on dn for bodies of volume smaller

then ncn
2
.

For the proof, using John’s theorem we see that there is linear transformation such
that det(T) = 1 and TK ⊂ n|TK|1/nBn

2 . Without loss of generality we will consider
the body TK instead of K and the lattice Λ = TZn instead of Zn. We may also
assume that |K| ≥ n−n, otherwise K ⊂ δBn

2 , where 0 < δ < 1 and using det(Λ) = 1
we get that K ∩ Λ is not full dimensional and the statement is trivial.

Now we will select the direction ξ ∈ Λ∗ \ {0}, using a probabilistic approach. Let
ξ = ZΛ∗,s where s ≥ 1 will be chosen later. Then we may apply (8.7) to claim that
for any fixed x ∈ K ∩ Λ we have

P(x ∈ ξ⊥) ≥ cmin{1, (s|x|)−1} ≥ cmin{1, (sn|K|1/n)−1} =
c

sn|K|1/n

Then

E
(

#{x ∈ K ∩ Λ : 〈x, ξ〉 = 0}
#(K ∩ Λ)

)
≥ c

sn|K|1/n
.

The above inequality allows us to select ξ for which #{x ∈ K ∩ Λ : 〈x, ξ〉 = 0} is
large. To finish the proof, we need to choose s ≥ 1 to guarantee that ξ can be selected
not to be equal to 0. Using (8.6) we see that P(ξ = 0) ≤ s−n. Thus we need to pick

s ≥ 1 such that s−n ≤ c(sn|K|1/n)−1, i.e. s = C|K|
1

n(n−1) ≥ 1, where C > 0 is large
enough absolute constant. This completes the proof.

Another very interesting bound on the cardinality of lattice points in sections of
convex bodies is inspired by Meyer’s inequality (3.2). It was proposed by Gard-
ner, Gronchi and Zong [45] and proved by Freyer and Henk in [40]: For any origin-
symmetric convex body K ⊂ Rn there exists a basis b1, . . . , bn of Zn such that

(#K)
n−1
n ≤ O(n22n)

n∏
i=1

(
#(K ∩ b⊥i )

)1/n

and there are t1, . . . , tn ∈ Zn such that

(#K)
n−1
n ≤ O(n2)

n∏
i=1

(
#(K ∩ (ti + b⊥i ))

)1/n
.

Thus we immediately obtain the slicing inequality

(#K)
n−1
n ≤ O(n2) max

t,b∈Zn,b 6=0
#(K ∩ (t+ b⊥))
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for any origin-symmetric convex body K in Rn. Actually, Freyer and Henk [40]
removed the condition of K being symmetric in the statement above (the condition
cannot be removed in the discrete analogue of Meyer’s inequality). Moreover, they
were able to prove that in the symmetric case the O(n2)-term can be replaced by
O(n). Unfortunately, these results do not seem to apply directly to Question 1 due
to the lack of a direct analogue of Brunn’s inequality.
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