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SHARP ESTIMATES FOR SOME INTEGRAL-GEOMETRIC QUANTITIES
RELATED TO TRANSVERSALITY, CURVATURE AND VISIBILITY

SILOUANOS BRAZITIKOS AND DIMITRIS-MARIOS LIAKOPOULOS

ABSTRACT. We investigate integral-geometric quantities arising from harmonic analysis which
measure visibility and transversality. Motivated by their applications in multilinear Kakeya
problems and affine-invariant measures on surfaces, we derive exact lower and upper bounds
employing geometric and functional inequalities of convex geometry.

1. INTRODUCTION

In the intersection of convex geometry, integral geometry, and harmonic analysis, certain
fundamental quantities have recently emerged that capture essential geometric properties of
surfaces and vector fields. A central object of study in this paper, as well as in recent literature,
is a family of integral-geometric quantities that measure the global transversality of vector fields.

Let S = (S, 0,v) be a generalised d-hypersurface, defined as a triple where (5, 0) is a o-finite
measure space and v : S — RY is a measurable vector field. For a j-tuple of such hypersurfaces,
(S1,...,S;) with j < d, the quantities QY for p > 0 were defined in [6] as:

1/ip
QUSh,....S)) = (/S [S |v1(x1)/\-~~/\vj(xj)|pd01(x1)...daj(xj)>

where v A---Avj| denotes the j-dimensional volume of the parallelotope spanned by the vectors
v1,...,0;. These quantities effectively provide an LP average of the joint transversality of the
vector fields over the product space S; x --- x S;. In the diagonal case, where S; =--- =8§; =§,
we use the abbreviated notation Q? (S). These quantities have found significant applications,
particularly in the context of multilinear Kakeya problems and in the development of affine-
invariant measures on surfaces.

A foundational result in the study of these quantities was recently provided in [6]. The authors
established a general Finner-type inequality which provides an upper bound for Q? in terms of
quantities with a smaller number of vector fields. Specifically, if A; C {1,...,j} and «; are positive
numbers for 1 < i < m, such that for all 1 <1 < j, > aixa,(l) = 1, then {(A;, o)}, is
called a uniform cover of {1,...,j}. Moreover, if A C {1,...,j}, let I14(S1,...,S;) = (Sn)nea
be a projection. The authors of [6] proved that

m
(1) Q¥(S1,...,S;) < H QY (TLy, (S, .., S;))ke/3.

i=1
The proof of this inequality relies on a geometric lemma concerning the volume of parallelotopes,
followed by an application of the abstract Finner inequality on the resulting product of functions.
While this inequality is sharp in general, its sharpness is typically achieved for systems of mutually
orthogonal vectors.
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Our primary contribution is to provide a refinement of this inequality, which is sensitive to
the angular configuration of the vectors involved. This result, Theorem 2.1, establishes a tighter
upper bound by introducing a term that explicitly quantifies the geometric arrangement of the
vector fields. We show that:

m 1/(jp)
(2) Q%(S1,....S;) < (HQ£i<HAi(Sl,...,Sm“”“) + sup. pla)'/3.
=1 xell, 5y

The novel factor p(x) is defined through the Gram matrix of the unit directions of the vectors:

. (det C(x))*/?
P = I @et Ca () 2

where C(z) is the Gram matrix of the unit vectors {0, (z,)}),_; and Cy,(x) are its principal
submatrices. This factor p(x) serves as an “angular deficit” term; it is equal to 1 when the vectors
are orthogonal and strictly less than 1 otherwise.

Our proof operates on a local level first. We begin with the classical Gram identity, which

allows us to establish an exact local identity at each point z = (x1,...,z;):
m
or A AP = ([T vnl®®)p()?
i=1 n€A;

This identity elegantly separates the norms of the projected sub-parallelotopes from the angular
dependence captured by p(x). The final inequality is then obtained by integrating this local
identity and applying the abstract Finner inequality to the product of functions F; = | A, . 4, Un 7.
This local-to-global approach is the key to preserving the geometric information contained in the
angles between the vectors.

The second contribution of our present work is to prove a generalisation of this inequality,
when p = 1, concerning mixed volumes, starting from an inequality proved in [2, Theorem 1.5],
improving an inequality in [8, Theorem 1.2]. This appears here as Theorem 3.3.

Another central theme in [6] is the study of sharp inequalities in the diagonal case, particularly
for p = 1,2. A key result there, Theorem 1.2, demonstrates that the sequence Q? (S) exhibits a

specific monotonicity property, with the unit sphere S*~! acting as the extremizer:

v <28 D org) twpe
; ————0Q4(S), for , 2}
Jj+1 Q?(Sdfl) J p
This result is derived from the deep log-concavity properties of mixed volumes (for p = 1)
and mixed discriminants (for p = 2), as captured by the Aleksandrov-Fenchel and Aleksandrov
inequalities, respectively.

Our work approaches the problem for other values of p. We restrict ourselves to the case where
we have a general measure on the sphere and we establish a general sharp inequality, showing
that for 1 < p < 2, the uniform measure is the unique maximizer, whereas for p > 2, it is not
a maximizer. This generalises the work of Tilli, [14, Theorem 4.1], where the planar case was
considered, only for p = 1. Moreover, we show that for p > 2 the maximizer is a discrete measure
on the sphere supported on {+teq,...,teq}.

In the last section, we provide sharp bounds for visibility. In [6] the quantities Qf» (S) were
related to the notion of visibility which has arisen in harmonic analysis [11] in connection with
the multilinear Kakeya problem.



Let S = (S, 0,v) be a generalised d-hypersurface, let 1 < p < oo and let

KP = K(8) = {y eR? ( / |<y,v<x>>|Pda<x>)1/p < 1} |

Then KP is a closed, balanced and convex subset of R¢ which has nonempty interior, and which
under certain mild conditions on S will be compact. The p-visibility of S is defined by

vis?(S) := vol(KP(S)) /.

Note that this definition differs from some of the literature ([11, 15, 16]), where, in the case p = 1,
vist(S) is taken to be vol(K*(S))~! rather than vol(K'(S))~!/?. The following was proved in [6].

Proposition 1.1. Let k1 + --- + k, = d. We have

o(E4,S).. .a(Em,S))l/d

is(S) ~ inf
vis(S) ~q¢ in ( By A A By

Engd,kj
and the infimum is essentially achieved when each E; is the span of some k; vectors from the
principal directions of the John ellipsoid of K(S).

Applying this to m = 1 we obtain the following characterization of the quantity Q}l(S) in
terms of visibility:

Corollary 1.2. We have

vis(S) ~q ( Lo [wte) nenvtealdoten). ..da<xd>)1/d — QLS).

In our work, we establish a sharp version, in terms of the constants that depend on d and
k;. One of the ingredients of the proof in [6] was an inequality from [15, Theorem 3.1]. We first
observe that this inequality is in fact the reverse Santalé or Bourgain Milman inequality, see for
example [3, Theorem 8.2.2], which provides a lower bound for the product of the volume of a
convex body and its polar. While it is an open problem to find the exact lower bound for general
convex bodies, it is known in the class of generalised zonoids, which is the case for IIS. Moreover,
the fact that the class of extremisers of this inequality are also extremisers for the affine-invariant
Loomis—Whitney inequality allows us to obtain a sharp inequality for the upper bound.

On the other hand, for the lower bound, instead of using the axes of the John ellipsoid, we
use the axes of the Binet ellipsoid. Utilizing the isotropicity present there, with the aid of a
refinement of the Continuous Brascamp-Lieb inequality, see Lemma 5.6, we are able to obtain
a sharp lower bound. We note that the lower bound is also connected with the reverse Loomis—
Whitney inequalities from [12] and [1]. Here we prove such an inequality for all zonoids and
k-dimensional projections, see Theorem 5.8.

Finally, we obtain sharp bounds for vis? for other values of p. In Theorem 5.12, a sharp
inequality for p = 2 is obtained, while in Theorem 5.19, we prove that in general

visP(S) ~a,p </s . /S [v(z1) A Av(zg)|Pdo(xy) . ..da(xd)) o = QY(S).

The proof proceeds via Lewis’s position. The advantage there is that the transformation preserves
volume, so it does not change visP, and, in a sense, places the body in an isotropic position,
allowing the use of the continuous Brascamp-Lieb inequality.
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2. PROOF OF INEQUALITY (2)

In this section, for a fixed p, we provide an upper bound for the quantity Q? (S) by the geometric
means of the quantities Q¥(S) for i < j and a quantity that is sensitive to the angles of the
corresponding vectors. This is a refinement of inequality (1).

Theorem 2.1. For each x = (z1,...,2;) € Hi:l Sy define the unit vectors
B (2n) = i’n(xn)/h)n(xn”a Un(zn) # 0,
Unp,, Un(xn) = 07

where each U, is an arbitrary unit vector. Let

C(l‘) = (<'0a(xa)7 ﬁb(mb»)i,b:l

be the Gram matriz of the unit directions and for each A; denote by Cy,(x) the corresponding
principal submatriz. Define

det C(x))'/?
) pla) 1= OOV
[T (et Ca, (2))/*
i=1
Then the following inequality holds:
m 1/(ip) ]
W Qs < (MG 8™ ) -
i=1 z€[1,, Sn

In particular,
Qj(S1,---,85) < sup p(a)7 T @F (Ia, (87,
* i=1

where
/2

sup p(a) = sup (det({tta, us))a0)

Up ooy, )EVY X XV - a; 2.
(e DY T (det (s us) aspen, )™
=1

Proof. The classical Gram identity yields, at any point x where all v, (z,) # 0,

J

(5) [or(@n) A= A v = (] lon(@a) ?) det C(a).

n=1
Consequently, for any p > 0,
J 2
(6) |v1/\---/\vj|p:(H|vn|p)(det0)p/ .
n=1

For any subset A C {1,...,j} the same identity applied to the vectors indexed by A gives

(7) ‘ A v :(H |vn|p)(detC’A)p/2,

neA neA

p

where C'y denotes the corresponding principal submatrix of C.
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Using (7) for each A; and multiplying the powers «;, and observing that the condition

> ixa,(n) = 1 causes the product of scalar norms to cancel, we arrive at the exact local
identity

m Qip
®) oA = (I A o) oo,

i=1 n€A;

where p(z) is defined by (3). The verification is direct: multiplying the right-hand side yields the
full product of |v,|P and the ratio of determinants which is precisely p(z)P.
Define for each ¢ the function

P
Fz’((xn)nEAi) = ‘ /\ 'Un(a:n)
neA;
Integrating identity (8) over [], S, with respect to the product measure du := i:l don ()

yields

@]—(Sl,..-7sj>jp=/n oA AP diGe)

- ﬁFi((xn)neAj)ai ()P du(x).
I1,S» ;=

By the abstract Finner inequality we have
m m a;
/HFiaidMSH(/ F; Hdon) .
i=1 i=1 neA; On peA;

Using that p(z)? < (sup, p(z))? for all x we get

”’—/ (L)
supp /HFa‘d,u
Supp pH / Fi H don)ai.
nEA

neA;
F; = Qy, (TL4,(S))kP yields inequality (4).
O

Taking the (jp)-th root and recalling that fl_I s
neA; POn

Remark 2.2. The proof gives immediately a stronger formulation where the factor sup,, p(z)/7
may be replaced by the more precise

e (L) <o

so that one has the refined inequality

© < (T[@nma@y=)"" =

The factor R depends explicitly on the Gram matrices (hence on the mutual directions of the
v, ) and quantifies the angular deficit compared with the angle-blind bound.
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3. GENERALISED BEzZoUT TYPE INEQUALITY

In this section, we give a Bézout-type inequality concerning mixed volumes of an arbitrary convex
body K C R? and a finite family of zonoids. An immediate consequence is an upper bound for
the quantity Q;(S).

We introduce some terminology and notation. For every non-empty 7 C [d] := {1,...,d} we
set F; = span{e; : j € 7} and E; FT , where e, ..., eq is the standard basis of R?. Given
s > 1 and o C [d] we say that (not necessarily distinct) sets o1,...,0, C o form an s-uniform
cover of o if every j € o belongs to exactly s of the sets o;.

We start with the affine local Loomis—Whitney inequality proved in [2].

Theorem 3.1 (Affine local Loomis-Whitney, [2]). Let {wy,...,wq} be a basis of R:. Let r > 1
and let (o1,...,0.) be a uniform cover of o C [d] with weights (p1,...,pr). Set

F, =span{w; : j € o}, F,, =span{w; : j € 0;},

and denote d; = |o;| and p := >.._, p;. For E, = Ft and E,, = F;: the following holds for
every convex body K C RY:

T d d;
" Ao, wylPi Tlizs (s
(9) |K|p_1\PEG(K)\ < [Tici [ Neos d \ |

| Njeo wjl (‘ ‘) H'

|Pz

We also need the following useful formula for mixed volumes.
Lemma 3.2. Let E € Gy, and let Ly, ..., Lq_} be compact convex subsets of EL IfK,y, ..., K,
are convez bodies in R?, then

(10) (Z)V(Kh . 7KkaL17 e -7Ld7k) = VE(PE(Kl),. . .7PE(Kk)) VEJ_(Lh. .. 7Ld—k)~

Using the two results above, we prove the following inequality for mixed volumes.

Theorem 3.3. Letr > s > 1, let 0 C [d], and let (01,...,0.) be an s-uniform cover of o. For
every convex body K and zonoids Z; (j € o) in R? we have

T (o)
(&)

(1) K[ V(K[d = ol (Z))jes)” < HV = loill, (Z))jeq.),

where d; := |o;| for each i.

Proof. Let {w;}{_; be a (not necessarily orthonormal) basis of R, With the notation of Theo-

rem 3.1, apply Lemma 32withk=d—|o|, K1 == K4 |, = K, and L; = [0,w;] for j € 0.
This yields
(12) 1P = () )V (T = ol (0D
E, e — — 0]}, y Wil)jeo)-
| Njeo wi| \|o| 7

Similarly, for each 7,
1

(13) |Pg, (K)| =
‘ | Njeo: wil

d
(d) V<K[d - |Ui|]7 ([Oa wj])jEm‘)'
Applying Theorem 3.1 with p; = 1/s for all i (so that p =r/s) gives
1 T
" | Ajeo, wil+ TLiz )
Hl—1| JET; d ‘ H|PE

| Njeo wj] (‘U‘)“l

6

m\»a

(14) |K|= 7| Pp, (K)| <




Substitute (12) and (13) into (14), then raise both sides to the power s. After simplification
one obtains

T (352
(&)

Mixed volumes are invariant under translations thus, if L; = [z;, y;] are arbitrary line segments
and we set z; = y; — x;, then

V(Kld=loll, (L;)je0) = V(K[d=1ol], ([0, 2])je0)-

Hence (15) holds for any family of line segments whose directions are pairwise linearly indepen-
dent, so we have

(15) K" *V(K[d~ |of], ([0, w;])jeq)” < HV = loill, ([0, w;]) e, )-

T (320
(&)

Let Z;, = Z;nzl Se¢ be a zonotope expressed as a Minkowski sum of line segments S, ..., Sy,
and fix j; € 0. Since j; belongs exactly to s of the sets o;, applying (16) we have

(16) K" V(K[d ~|ol], (Lj)jes)” < HV = loill, (L) jeo.)

T

K

V(K[ —oll, Zj,, (L) e (n})

— o], 81, (L) jeo\(n})

Z H — ol ( jEO' H V = ol S, (L )JGU\{Jl})

w |-

]1¢0'z J1€o‘,
1
:c% H V(K[d_ |UiH Jeol [Z H V |01|] Si, (L )jed\{h})s}
jléo'i jr€os
<c i H V — o], (L JEU H |:ZV = loill, S, (L )JGU\{Jl}):|‘
J1¢07 J1é0'7
1
. H V — o], ( Jeg' H V = |oil], Jn(LJ’)jGU\{jl})S’
J1¢Uz 3160'1

where we also used Hélder’s inequality. Repeating this argument for the other coordinates will
give us (11) for arbitrary zonotopes Z;. Using the continuity of mixed volumes, together with
the fact that every zonoid is a limit of zonotopes, the result follows. O

Corollary 3.4. Let Si,...,S; be generalised d-hypersurfaces with 1 < j < d — 1. Suppose

(01,...,0.) a s-uniform cover of o = {1,...,j} and that |o;| = d;. Then
d.
Q}(Sh'"a <qHQd ]601 )
where ,
. ; 1/sj
1 < dlwg )W H (Dwa-a,\

Proof. We apply Theorem 3.2 for ¢ = {1,...,j}, K = B§ and Z; = II(S;) and we have the
result. ]
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4. BounDs IN THE DIAGONAL CASE

In the diagonal case—that is, when all hypersurfaces coincide—the problem is to establish a
sharp comparison between @ (S) and Q¥(S). For p = 1,2, 0o, this was completely resolved in
[6], where it was shown that the ratio is maximized by the uniform measure on the sphere.

In this section, we prove that for 0 < p < 2 the uniform measure on the sphere also maximizes
@5(S)
Q1(S)

Moreover, we prove that the maximizer changes when p > 2 and we prove that, in fact, it is
a discrete measure.

Let 11 be a probability measure on the sphere S9~1. Then, since QY (S) = 1, it suffices to give a
sharp upper bound for

(17) /Sdl/sdl'“y"’d“ 2)duly /Sdl/sdll—xy)du()du()

The following theorem asserts that this functional is indeed maximized for the uniform measure
on the sphere for 0 < p < 2, while for p > 2 the uniform measure is not a maximizer.

the ratio

among all probability measures on the sphere.

Theorem 4.1. Let S* ' C R? be the unit sphere and let i be a probability measure on S4~1.
Forp > 0 define
= ] A @ due) duy),
Sdfl XSd—l
Then:

(1) For0 < p < 2 the uniform surface measure o on S4=t mazimizes I,(11) among probability
measures (i.

(2) For every p > 2 the uniform measure is not a maximizer; in fact a discrete measure
supported on the four points {£ey, £eo} C S gives a strictly larger value.

Proof. For the case 0 < p < 2 write a = § € (0,1) and set F(t) = (1 —t*)* for t € [-1,1]. By
the generalised binomial theorem,

- =3 ()0t <,
so with u = ¢2,

oo
e
F(t)=1+ ;cthk, cr = <k> (1)
For a € (0,1) the sign of (}) is (=1)*~* for k > 1, hence ¢ < 0 for all k > 1.

Let u be any probability measure on S~ and let X, X’ be independent with law p. Then,

I(p) =E[F(X,X))] =1+ > aE[(X, X)?].
k=1
Thus it suffices to prove that for each k£ > 1,

EM [<X, X/>2k] > Ea [<U, U/>2k] ,

where U, U’ are independent uniform on S%~1.
Define the k-th moment symmetric tensor

M®) (1) = / 2®F du(z) € Sym*(RY).
gd—1
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With the natural inner product on symmetric tensors one checks
1P (u)[> = E[(X, X)?*].

The orthogonal group O(d) acts on Sym*(R?) by R-T = R®*T, and averaging over O(d) is
the orthogonal projection P, onto the subspace of O(d)-invariant tensors. Consequently for any
tensor T,

ITI? = | Py Tl + (1 = Paw) TN 2 || P T
For T = MW" (1) the projection P, M®) (1) equals the k-th moment tensor of the averaged
measure f o(d) R.pdR, which is the uniform measure . Hence
1M B ()| > M B ()%,
as required.
Now, since each ¢, < 0 and ||[M®) ()| > ||[M®)(0)]]2, we get
L) =1+ 3 el MP @2 < 1+ 3 el MO (0) 2 = (o).
k>1 E>1
Therefore o maximizes I, when 0 < p < 2.
For p > 2, let d = 2 and consider
m= %(661 + 5*61 + 662 + 6*62)'
For X, X' ~ p independent there are 16 ordered pairs; exactly 8 of these are orthogonal pairs
giving | X A X'|P = 1, and the rest give 0. Hence
8 1
Ip(H)ZTG'lzi

For the uniform ¢ on S,

1 ™
I,(0) = —/0 sin® 6 d6.

s

But for p > 2 one has sin” # < sin?# on a set of positive measure, so
1 ™
I,(0) < f/ sin? 6 df = z.
T Jo

Thus I,(p) > I,(o) for every p > 2. The same construction embedded in higher dimensions (take
the four points +e;, +e; € S?71) yields a counterexample for every d > 2. O

Theorem 4.2. Let S be a (d — 1)-dimensional smooth hypersurface in R%, and let o be a prob-
ability measure on S. Let v : S — S ! be a measurable vector field taking values on the unit
sphere. For any p > 2, define

Ip(v,0) = //st lv(z) Ao(y)[” do(z) do(y).

Then
1

Jp('U,U') S 1-— g
Moreover, equality holds if the push-forward measure p = vgo (i.e. u(A) = o(v=1(A))) is
supported on the set {*ei,...,+teq} for some orthonormal basis {e;}¢_, and satisfies p({e;}) +
p({—e;})=1/d for alli=1,...,d.
9



Proof. Let 1 = vyo be the push-forward measure on S9! so that for any measurable set
A C 81 pu(A) = o(v~1(A)). Then, by change of variables,

Ip(v,0) = //quxsm |u Awl|” dp(u) du(w) =: T (1).

For u,w € S9!, we have
lu Aw|* =1 — (u,w)? € [0,1].
Let t = (u,w)? € [0,1] and o = p/2 > 1. Since (1 — t)* <1 —¢t for t € [0, 1], it follows that
A wl? = (1= (u,w0)?)* <1 (u,w)?.

Integrating this inequality with respect to pu ® u gives

)< [[[ 0 ) dut dutw) = Do)

Define the moment matrix

M = u®udp(u).
gd—1

Then tr M =1, and

d
T ) dutw dutw) = 32 = 32 0%
gd—1y gd—1 =

where Ap, ..., \g are the eigenvalues of M. By the Cauchy—Schwarz inequality,

i=1 =1
Hence,
4 1
— E 2 -
I2(u)_1_i_1)‘1<1_d‘

Combining inequalities,

Equality conditions. Equality holds if and only if:

(i) (1— (u,w)?)* =1— (u,w)? for p ® p-almost every (u,w). For o > 1, this occurs only
when (u,w)? € {0,1} almost everywhere. (For p = 2, this inequality is an equality for
all u,w.)

(i) >°; A7 =1/d, i.e. all eigenvalues of M are equal to 1/d. This is equivalent to M = 11,
which happens precisely when p is distributed uniformly over an orthonormal basis and
its negatives, with p({e;}) + pn({—e;}) = 1/d for each i.

This completes the proof. O

Remark. For p = 2, the inequality step (1 — t)P/2 < 1—t is an equality for all ¢, so all probability
measures p with M = é[d achieve the bound. For p > 2, equality additionally requires that
{(u,w)? € {0,1} pu ® p-almost everywhere, which forces u to be discrete as above.
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5. SHARP ESTIMATES FOR VISIBILITY

We start by recalling the principal definitions and objects that will be used throughout this
section. The projection body of a generalised d-hypersurface S = (.9, 0, v) is the convex body
II(S) with support function

imMMZLMMWMWM-

We will denote its polar as

and the visibility of S by
(18) vis(S) = |K(S)| =Y/
More generally, for 1 < p < co we can define the covex body KP?(S) as the body with norm

1/p
(19) Il = [ It o) Pa(o))
and through this the p-visibility of S as
(20) visP(S) = |KP(S)\_1/d.

One of the central ideas in the works of Guth [11] and Zhang [15] was to factorize vis(S)—that
is, to express it, up to absolute constants, as a product whose factors are the quantities

o(E,S) = /-.-/uzL Av(@) A Av(a)|do (@) .. do(za).
S S
In what follows, we provide a sharp comparison between the visibility and the product.

5.1. Case p =1. We start with a crucial identity that was proved in [6, Theorem 3.7].

(21) /S x /S [v(z)) Ao s Avu(ag)ldo(zq) ... do(zq) = ;—;|H(S)|

The first main step in [15, Theorem 3.1] asserts that under the assumption Ay s)(y) > 1, we have

/' . / [v(x ) Ao Au(ag)ldo(zr) ... do(zq) 2 ViS(S)d.
S S

Using the above crucial identity and the definition of visibility, we observe that the above Theorem
is equivalent to

[TS)IIL(S)°] 2 1.

Note that the last one is the so-called reverse Santalé inequality. For general convex bodies it
was conjectured by Mahler that for all symmetric convex bodies K C R"™,

n

4
K[| K°| > —.
n!

Note that we obtain the lower bound for all images of the cube. Bourgain and Milman first
proved in [5] that the above inequality holds for an absolute constant ¢ instead of 4. However,
Gordon, Meyer and Reisner proved in [10] that Mahler’s conjecture is true for all convex bodies
that are zonoids.

Note that TI(S) is a convex and compact set. Moreover, the assumption hryg)(y) > 1 implies
that II(S) contains the unit Euclidean Ball. Therefore, it has non-empty interior which means
that it is a convex body. From the above discussion we end up with the following theorem.
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Theorem 5.1. Let S be a hypersurface. If II(S) has non-empty interior, then

/. N / () A+ Av(a)do(@) ... do(za) > (2vis(S))".
S S

Moreover, we have equality if and only if II(S) = T(B%L) and T € GL(d,R).

A similar identity to (21) was proved in [6], regarding “the factors of visibility”.
(22) o(E,S) = / -./|EL Ao@) A A v(ad)|do (@) .. do(zg)
s Js
= / . / |Pg(v(z1)) A+ A Pg(v(xg))|do(zy) ...do(xq)
s Js
k.l

= S PE((E))]

On the one hand, to give an upper bound for visibility, we will use the following affine Loomis—
Whitney inequality from [2].

Theorem 5.2 (Affine Loomis-Whitney inequality). Let {w;}, be a basis of R and let (o1, ..., 0m)
m

be a uniform cover of [d] with weights (p1,...,pm). Let H; = span{w; : j € 03}, andp =" p;.
Then, for every compact K C R? we have

K| < BLy [T 1P, (K17,
i=1

Pi

H;il | /\kEm‘ W
| /\i‘izl wi|

where BLy :=

On the other hand, to give a lower bound we will use the reverse dual Loomis—Whitney
inequality from [1].

Theorem 5.3 (Reverse dual Loomis Whitney). There exists an absolute constant C > 0, such
that for every centered convexr body K € RY, there exists an orthonormal basis {w;}¢ | of R?
such that for any uniform cover (o1,...,0m,) of [d] with weights (p1,...,pm), P = Y 1oy i and
H; = span{w; : j € 0;} we have

cr VK| <T]IK N H;

i=1

Pi

We are now in position to formulate and prove the following theorem.

Theorem 5.4. Letd; +---+d,, =d. Then,

1/d 1/d
. o(E1,S)...0(Eny,S) . . o(E1,S)...0(En,S)
f < < f
aq Ejeu’éd,dj < |E1 A A Em| =~ VIS(S) > bd Ejelréd,dj |E1 AN Em|

. 9d(x(m—1)d 1/d d! 1/d
with ag = (H:r;l w% szl di!> and by = (W> .

Proof. Let {w;}%_; be a basis of R, let (1, ...,0,,) be a l-uniform cover of [d] with |o;| = k;,

and for ¢ = 1,...,m, set E; = span{w; : j € o;}. Then, k1 + --- + k,,, = d and | A\]_; w;| =

|Ey A --+ A Epy,|. For the upper bound, we successively apply the reverse Santalé inequality and
12



the affine Loomis—Whitney inequality, taking H; = E; and p; =1 for i = 1,...,m so that
1

, d!
vis(S)? = RS < E‘H(S)‘
< %BLQ [ 1Pz, (11(s))]

i=1

d! Hm |/\jeg,. w;| ™ 9d;
_ @ s [ Ajeo, Wil o(E;,S)
!

d
4d ‘ /\n,1 W; d;!

(E17 ) . (Enu S)
= Njco; Wi
d | H| jeo; Wi | |E N Em|

Since | Ajes, wi| < 1, we arrive at the desured upper bound

” . @ " o(BS).. 0B\
( ) ’U’LS( )7 2dH;ﬂildl' |E1/\/\Em| .

For the lower bound, we select an orthonormal basis {u;}%_;, as prescribed by the reverse dual
Loomis-Whitney inequality applied to the body K(S). Setting E; = span{u; : j € o;}, where

(01,...,0m) is the l-uniform cover of [d] as above, we obtain
1
vis(S)! = ——
[K(S)]
C(TYL—l)d
2 =m
Hi 1 [K(S) N E|
(m—1)d ﬁ
> |PE,
H’L 1 72 i=1

_ Clm=DdTm 24

I WP T ! =1

_ 2d¢tm=bd 5(EyS)...0(Eny,S)
[l w? IEL it [Ev Ao A B

1/d 1/d
2d(m—1)d / o(Ey,S)...0(En,S) / < vis(S)
g
H;‘le? H:il d;! |[Ey A A By B ’

as promised. O

O-(EhS)

and we have

A closer examination of the proof of Theorem 5.3 reveals that the subspaces which reverse the
dual Loomis—Whitney inequality were derived from an orthonormal basis that renders the linear
map placing the body in the isotropic position a diagonal matrix. For a sharp lower bound we
can take a different route by choosing the orthonormal basis from the Lewis position.

Proposition 5.5 (Lewis position). Let (S, ) be a finite measure space and v : S — R? measur-
able with

/H B do(z) < o (1<p<o0).

Define for A € L(R?) the functional

)= ( [ 1@ dot) "



Then there exists an invertible matriz uw € GL(d) such that
alu) =1 and a*(ut) =d,

where a* is the dual norm on L(R?) defined by a*(B) = Sup,(4)<1 | tr(BT A)|. Moreover, for such
u the following isotropic identity holds

(24) /S||uv(a:)||’2’_2 (uv(x)) ® (uwv(x))do(x) = él‘i'

Additionally, the above also holds for p = 1, provided that the vector field v satisfies some extra
assumptions, namely

v e L' (S;RY, o{z: v(z) =0}) =0, ess. span{v(z) : x € S} = R%

The proof of the above can be found in the Appendix. The isotropic identity proves useful in
conjunction with the continuous Brascamp—Lieb inequality. In our case, we require the following
refinement of the one proved in [4] (see also [7] for its approximate form).

Theorem 5.6 (Continuous Brascamp-Lieb on S). Let S be a hypersurface equipped with a
positive measure p. Let v : S — R™ be measurable with v(x) # 0 for p-almost every x € S, and
assume the normalization

(25) - ) &) 1),

[o()13

Define the unit directions u(x) = v(z)/|lv(z)||2 € S" and suppose we are given a measurable
family of non-negative functions f, : R — [0,00),z € S that meets the usual technical integrability
conditions.

Then the following inequality holds:

(26) /n exp (/Slog(fz«y,u(x)))) du(w)) dy < exp (/Slog (_/Rfm(t) dt) du(m)).

Starting with an arbitrary S = (S,v,u), we find u according to Proposition 6.2 and let
w1, ..., wq be an orthonormal basis that renders u a diagonal map. In other words, for all
1 =1,...,d we have

u(w;) = Ajw;,

for some A;. Moreover, we obtain a new vector field z = uv. The relation to the original field v
arises from the linear equivariance of K(S,); one has K (S,) = u=TK(S,), hence

vis(S) = | det u| 7Y/ vis(S,).

We can express the volume of K (S,) using the formula

d!|K(Sz)|:/ eIl g,
Rd
14



Set du(x) := d||luv(z)||2do(z). The last integral can now be bounded using the continuous
Brascamp—Lieb inequality on S as Theorem 5.6 for the function f,(t) = e~ 1t1/d a5 follows:

[etsesdy= [ enf - [ luaplaow bay
= [Lew{ = [ (o ot (oot fay
= [ e { [ 108 1.t o)) fat
SeXp{ /S log ( /R fz(t)dt)du(w)}
:exp{ /S log(2d) du(m)}

= (2d)°,

since
d=tr) = [ n(st@) @ s@)duta) = [ s@)l3duta) = [ 1aua) = d [ Juv(o)] doa).

Combining the above yields

(27) vis(S,) >

Now, we need an upper bound for the product of o(F;,S). First, we pass to the vector field z.
|- / [Pe(0() A+ A Py, (o(as,))ldo(e1) ... do(zy,) =
; / / | Pg, (uv(z1)) ‘A Pg, (uwv(zy,))|do(xy) ... do(xg,).
1601

o)

Using the Cauchy-Schwarz inequality, we obtain

el A M L <||z (1) |2)A"'APEi<||z
: Hml l ( (@) ||2>A”'APEi( “(a
« [L.../gf[l||z(g;j)||2da(x1)...da(xki)] v

1 (kg)l/?
B HjEO'i Aj % .

Therefore, using that ¢ is an 1-uniform cover and (27) multiplication gives

(28)
m k! 1/2 m k! 1/2 m
11 (dlv) 11 <dk-> 2td/2vis®)! [ [ V!

O'(Ely S) s U(Enu S) < i=1 _ i=1 < i=1
[Ex A ANEpl 7 lwi A Awal [Tjeq A | det u| - d!

z(zj)|l2do(x1) . .. do(zy,)

1/2

HII z(xj)llado(z1) - .. do ()

ol

We therefore obtain the following theorem.
15



Theorem 5.7. Letdy +---+d,, =d. Then,

1/d 1/d
- <0(E1,S)...0(Em,8)> < vis(S) < by inf <0(E1,S)...J(EM,S))

EjEGdydj |E1 /\'/\Eml EjeGd@j |E1 /\/\Em|

1 d!

1
i, van

i=1

with ¢g =

We close this section with a reverse Loomis—Whitney inequality for TI(S) and, in general, for
all zonoids. This was first obtained for all convex bodies K (but when the dimension of subspaces
is n — 1) in [9] and later the authors [12] obtained an optimal dependence on the dimension.

We will work as before with the linear map w and the induced orthonormal basis w;. Having
already an upper bound for the volume of projections, we only need a lower bound for the volume.

| det u| [TI(S) / / luv(zq) “Auv(zg)|do(xy)...do(xq)

2| @) (@) T () lado(x i

- d!/s /S Juv(z)]lz Juv(za)l2 JHl” ado(z1)... do(xa)
2! uv(zy) uv(zq)

27 [ e ‘W@MEIUW%““w>dcm

Using (22) and (28), we obtain the following reverse Loomis—Whitney inequality.

Theorem 5.8. Let S = (S,0,v) a generalised d-hypersurface. There exists an orthonormal basis
{w;}d_; of RY such that for any 1-uniform cover (o1, ...,0m) of [d] and E; = span{w; : j € o;}
we have

A
(29) |Pr, (IL(S))[ <
H H] 1 \/
If we take S = S9!, v(x) = x, and u an isotropic measure on the sphere and if Z is the

zonoid generated from that measure, the above yields a reverse Loomis—Whitney inequality for
all zonoids.

IH(S)I'

Corollary 5.9. For every zonoid Z C R there exists an orthonormal basis {w;}¢_; of RY such
that for any 1-uniform cover (o1,...,0m) of [d] and E; = span{w; : j € 0;} we have

m d
117 2) = mﬁw

Remark 5.10. Let K be a convex body in R? and consider the projection body II(K) with
support function Ay (u) = [P,r(K)| = 3 [gas [(6,u)|0k () where ok is the area measure of
K. Then, Corollary 5.9 provides an orthonormal basis {u1,...,uq} of R%, such that

d
(30) H | Prugy (K)| < (Va)? [I(K)].

16



Noticing that [P,y (II(K))| = 2hnk(ui) = 2|P,+ (K)| and using successively the Santald in-
equality |II(K)|[II*(K)| < w$ and Zhang’s inequality (2j)/dd < |K|4 11" (K)| we conclude
that

dw2
(1) H\ )] Sl (VY < (e

recovering the reverse Loomis—Whitney inequality from [12].

5.2. Case p=2. In this subsection we will prove analogous results with the case p = 1. Recall
that the convex body K?(S) has the norm

Il = ( [ 1ota)Paoto >>1/2,

which means it is an ellipsoid. In order to provide bounds for vis*(S)with respect to o(E, -), where
E € Gy, we first establish a sharp Loomis-Whitney inequality and its reverse counterpart for
ellipsoids. The subsequent theorem of [2] is essential for this endeavor.

Theorem 5.11. Let {w1,...,wq} be a basis of R?, let m > 1 and let (o1, ...,0,,) be a uniform
cover of [d] with weights (p1,...,pm). Let E; = span{wy, : k € 0} and dim(E;) = |o;| = d; then
for all non-negative integrable functions f; : E; — R we have

(32) /R df[lfj (P, (z))dx < 1L | |AA’“E"’ el Jf[l < /E j fj(m)dx)pj.

j=1 w;|

Moreover, if f is a log-concave function

dpy i m Pj
(33) [ ez g =t H( A fdj(x)dw> .

Jj=1

Theorem 5.12 (Ellipsoids and Brascamp-Lieb). Let € C R? be an ellipsoid and {wy,. .., wq}
a basis of RY. Let m > 1 and let (o1,...,0m) a uniform cover of [d] with weights (p1,...,DPm)-
Let F; = span{wy : k € o5} and dim(F;) = |o;| = d; let {Prg;} be orthogonal projections onto
subspaces F; with dim F; = d;. Then

(34) CC“ H |Pr, €7 < |€] < CenBL [ 1P, P,
J
where
g472
wq
(35) Cen = W and Cell = dd/2 H ( )
J d;

and wy, = |BY| = 7™/2/T(2 + 1) is the volume of the unit Euclidean ball in R™. Moreover, the
constant Cey is optimal (it cannot be decreased uniformly for all ellipsoids).

Proof. Write the ellipsoid in the quadratic form representation
E={zeR?: 2TM 1z <1},

with M a symmetric positive definite d x d matrix. Choose A such that M = AAT. Then
& = A(BY) where B{ is the unit Euclidean ball in R?. Consequently

(36) |€] = wq det(A) = wg Vdet M.

17



For each projection Pr, the image Pg,€ equals (Pp, A)(BS) (up to identification with F}), hence

(37) |PF]<€| = wd]. det(PF].A) = wd]. 1/det (ijMPg:J)

Combine (36) and (37) to write the ratio appearing in (34):
€] Wy (det M)1/2
IL [Pl TTwq) T, (det(Pe, MPE))™ "

Thus to prove (34) with the constant (35) it suffices to show

(38) det M'/? < BLy [ [ det (Pr, MPE )" for every M > 0.

J

The determinant inequality (38) is precisely the Gaussian (matrix) formulation of the Brascamp—
Lieb inequality in this orthogonal-projection setting. Equivalently, one may deduce (38) by eval-
uating the functional Brascamp—Lieb inequality on centered Gaussian functions. Concretely, for
any symmetric positive definite covariance matrix M consider the Gaussian density on R? with
covariance matrix M; evaluating the Brascamp-Lieb functional at the marginal Gaussians, using
the matrix identity Y-, p;Pr, = Iy and the formula fo, e~ ™M e2) gy = det(M)V/? yields the

inequality
pj
/ 6777<M’1x,1:) dx < BLQH (/ eﬂ<(PFjMP;£j)_ly’y>dy> )
J

J
Computing these Gaussian integrals explicitly gives
det M'/2 < BL, [ det (P, MPE )™,
J
Inserting (38) into the ratio we obtain

|5| wq
N é - BL27
IL [Pr, €~ 1w

which is exactly (34). The constant Cqy is optimal because equality holds for Gaussian (and
hence ellipsoidal) examples for which M is a suitably aligned scalar multiple of the identity. In
particular, if A is a diagonal matrix with the coordinate axes aligned with the F}’s in the natural
way, then equality is achieved up to the normalization constants w,,.

For the left hand inequality, we notice that

(M~'z,2) = (AAT)"2,2) = (AT A e, 2) = (A7 0, A™'a) = A3

—m(M™

therefore the function e '.2) iy log-concave. Then, applying (33) yields

B m ddeJ m B pj
—md(M lat,z)d > 1 H]:1 J / —md; (M lzj,zj)d .
/Rd e X = BL2 dd E ’, (& X j

We make the change of variables y = v/dz and y; = +/d;jx; to the left-hand integral and the
right-hand integrals respectively

B m ddeJ/Q m B pj
—m (M ) g > 1 HJ:l J / (M~ a25) g
/Rde Yy = BLQ dd/2 H Fje Lj )

j=1

18



which translates into

d; /2 m
1 '
HJ 175 Hdet PF MPT )p]/Q

1/2
(39) (det M)'/2 > =

Finally (37) implies

Pi m

g2
€] = BL 707 H ( ) [P @)1
j=1

O

To express the aforementioned inequality in terms of the o parameters, we begin by repre-
senting the ellipsoid as a projection body. Consider an ellipsoid €& = A(Bg). Apply the following
properties of the projection body II:

MR(L) = |det(R)|R"TTIL, for any R € GLy, and II(rL) = r?"'TIL, for any r > 0,

to obtain
(40) g =T(R(S)),
where R is the linear transformation given by
1
1
(a1) R- <|dt<A>|> AT,
2wq—1

A combination of the above yiels the following Theorem.

Theorem 5.13. Let S = (S,v,0) a d-hypersurface and {w1,...,wq} a basis of R%. Let m > 1
and let (o1,...,0m) a uniform cover of [d] with weights (p1,...,pm). Let Fj = span{wy, : k € o}
and dim(F;) = |o;| = dj. We can find a d-hypersurface G related to S such that,

(42) 1/dH0F G)Pi/d < vis? (S)<02BL2/ HUF G)Pi/?,
BLy" ;5 et
where
1 2t d1/2\ pild L™ ogd \Pi/d
(43) 1= ( > and ¢ = ( > .
wy/Vd E dedﬂ Wi/ E wa, d;!

Proof. Since K?2(S) is an ellipsoid
1 1 ]
weE O
Moreover, there is T € GLg such that K2(S) = T(BY). Define R € GLg as in (41) to write
K2%(S)° = HI(R(S4™")). Consider the vector field v(z) = z and the measure v by

(44) vis?(S)4 =

dIK2(S)|, —(a+1)
dv = 5 o,

It is classical that this is the generating measure of K2(S)° as a zonoid where oga—1 is the

normalized cone measure on S¢~1. Define the d-hypersurface G = (S9!, id, v). From this point

of view it is immediate that

2k:

K

and (42) follows from (34) for II(G). O
19
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Remark 5.14. For the sake of completeness we compute the measure v. Let £ be an ellipsoid.
We wish to find the generating measure of £, as a zonoid. We calculate the integral

JACKIL

in two ways. First, we make a change to polar coordinates

1/10le
/ |{(x,y)|dy = dwd/ / r4= Yz, r0)|drdo ga—1 (6)
£ sa-1.Jo

1/lelle
- | <m,0>l(/ d) doga-1(6) = ddwd L Mol g 0)
Sd—1 0 + ]. —

Next, if E = A(Bf) with A € GLg, then |det A| = and he(z) = ||ATz||2. Using the rotational

invariance

/|:cy|dy—|detA\/ |(x, Ay) |dy—|detA|/ ATz, 9)|dy

2wd 1

7| det AJ| ATzl

_ deflﬁ
d+1 wy

hg (l‘)

Combining the two calculations, we conclude that

he(e) = [l 0)lav(o

with
dw?

dv(8) = Yoa €]

dO’Sd—l (9)

In what follows, we derive lower and upper bounds for vis*(S) by employing the corresponding
o quantities.

For E € Gg, and the d—hypersurface S = (5, 0, v) define
1/2
= (/ |EL Av(zy) A Avgl?do(az). .. da(xk)>
s

1/2
- (/ |PE(U(J;1))/\~-~/\PE(vk)|2dU(x1)...da(xk)> .
s
For the covariance matrix Tg of S we have

T — /S (@) ® v(@)do(z)
and we know that
(46) dl det(T3) = / / (@) A -+ Av(wa)Pdo(ar) ... do(za) = Q2(S)X
Since
PpTsPr — /S Po(v(z)) ® Pp(v(z))do(z)
using (46) implies

(47) 02(E,S) = \/k! det(PgTsPp).
20



Proposition 5.15. Let S = (S,0,v) a generalised d-hypersurface and{ws,...,wq} a basis of
Re, let m > 1 and let (o1,...,0m) a uniform cover of [d] with weights (p1,...,pm). Let E; =
span{wy, : k € 0;} and dim(E;) = |o;| = d;

dl m dd7 pi/2 1 m ) 4 m 1 pi/2 m
/ﬁ 11 (df') ir [To2(E: 97 < Q%s) < Va ] (d') BL, [ o2(E:,S)¥
i=1 v i1 \ @i

i=1 i=1

Proof. Using the above representation for o9, Proposition follows from (38) and (39). d

Theorem 5.16. Let S = (S, 0,v) be a generalised d-hypersurface. Then,
14 1/d

48 vis?(S) = ( o ei,S>

(49) ©= (5, e

where {e1,...,eq} is the usual orthonormal basis of RY. Moreover,

Vd

WQﬁ(S) < vis®(S) <

Proof. Since K2(S) is an ellipsoid

12 _ 1 _ 1 2 o
(50) vis?(S)? = K2 w—Z|K (S)°].

Moreover, the length of each axis is

hicageye () = il ) = ( / |<ei,v<a:>>|2da<a:>)l/2 _ ( et Av(xﬂdo(x))m — o3(enS).

Therefore,
d
|K2(S)°| = wy H oa(e;, S).
i=1

Substituting into (50), we obtain the first assertion. For the inequality, apply Proposition 5.15
for E; = span(e;) and p; = 1. Since BLs = 1, this yields

d d
\/ZH@(%S) < Qi(S) < \/(EHUQ(ehS)

Substituting into the above double inequality, we obtain the second assertion. (|

5.3. Bounds for all p > 1. To start with we offer an upper bound for vis?(S).

Proposition 5.17. Let S = (S,0,v) be a hypersurface. For every p > 1 we have

1/p

C
FaQS),

vis”(S) = ja S 1a%
Ke®IT = L

where cq,p, = dp#wi;l F(;:z(llrfdérl) '
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Proof. Our starting point will be the following inequality (see for example in [13, p.76]) that
holds for every convex body K and every symmetric convex body C' and p > 0.

1/d /p
K| d+p 1 .
o <|C|> —< A d””)

For K = B and C = KP(S) the above inequality becomes

1/d d+ 1/p
Wq p p
<
(W(SM) < ( din /Bg'm”m&d””)

Using polar coordinates to evaluate we get

1
/ ||x||§(p(s)d1‘ = dwd/ / ”THHII)@(g)Td*ldrdUSd_l(0)
BY si-1Jo

1
=dwd</ Td+“’1d7’> (/ ||9||§<p(s)d03d—1(9)>
0 Sd—1

dwd
= Oll%» (s 6
10l 0)
Using the definition of the norm of the convex body K?(S) we obtain H9||§<,,(S) = [ (0, v(x))Pdo(x)

and the formula [g,_, [(0,y)|Pdoga—1(0) = cap|

/ 18], 5 drsis / /| (0, () [Pdo () do a1 ()
a— gd—1
/ / 10, v(2)) [Pdorgus ()dos (0)
gd—1

/||11 JI[Bdo ()
—Cdle S)P.

Combining all the above, we obtain the upper bound. O

y||5 for y = v(z) implies

The transition from Qf to Q% is achieved by making use of Lewis’ position.

Proposition 5.18. With the notation above we have

dd 1/(2d)
P < : < D
@(S) < Aelé'%(d) a(4) < (d!) Qa(S),
| det A|=1

where

— ([ 1@ do) "

Proof. First we prove the lower bound. Fix A € GL(d) with | det A| = 1. For every (z1,...,24) €
S? Hadamard’s inequality gives

d
|[Av(z1) A+ A Av(zg)| < H |Av(z;)]]2.

Therefore, since |det(A4)| =1,

[ Jete ae avtea) ds < [ 1_1 vl = ([ 1ot o)



This is true for every A with | det A| = 1, therefore we obtain the left-hand side inequality.

We turn to the upper bound. Let u be the matrix that satisfies the equalities from Lemma 6.2,
2(z) == wo(x), w(z) == ||luv(z)|[5~? and the matrix

M = /Sw(a:) z(x) ® z(z) do(x)

equals é]d, so det M = (1/d)®. Thus, from the properties of mixed discriminants we obtain

d

1\d |detul? : -
(3)" = [ ot n e P TT ot 2 o™

i=1

Applying Hélder’s inequality on S¢ with exponents a = £ and 8 = z% we get

d d
_ (p—2)/p
[ et A notea) P TL oot do < Q5@ ( [ TL ot igans) ™.
=1 =1
The second factor factorizes:
d d
[ T el a0 = ([ @i aoe) = et =174 =1,
S5 s

because a(u) = 1 by Lewis’ normalization. Hence

d
/&l [ole) A Av(aa)]” [T lue(lls* do® < Q5(8)>.

i=1

Plugging this bound into the previous identity yields

1\¢ |detul|?
_ < P 2d
(1)< L9 g,
hence
dl\1/2 _
(52) detu] = (57) " QS
Set

A= (detu) Yy,
Then |det A| = 1 and using homogeneity of a(-) we have a(A) = (detu)"/%a(u) = (det u)~1/<.
From the lower bound on | det u| we obtain

Q5(S),

d?\1/(2d)
) e

a(4) < (g
which completes the proof. O

The above proposition allows us to prove our main Theorem for this section, completing the
comparison of vis? and Q? .

Theorem 5.19. With the notation above there exist positive constants C1(d, p), Ca2(d, p) depend-
ing only on d,p such that

C1(d,p) Qy(S) < vis"(S) < Ca(d,p) Qy(S).
Combining with Proposition 5.18, one has

W (E) =iy il a(4) =ap QU)
| det A]=1
23



Proof. We first derive the upper bound for visP. Using the Proposition 5.18 there exists Ay €
GL(d) with |det Ag| = 1 such that

(/ on(x)|§da(x)>l/p < Ca0MS).

Observe that if we replace the field v by v(40) := Agv, then the associated body K? transforms
by the linear map (AZ)~! on the ambient space and hence

[KP (W) = [ det(AG) ' [KP(S)] = | det Ao| 1 [KP(S)].
Since | det Ap| = 1, the visibility is invariant:
visP (SM0)) = visP(S).
Using the bound from Proposition 5.17 to the vector field v(4°) = Agv we obtain

1/p
vis? (S) = vis? (S140)) < cq, (/ | Ao ()15 dff(ﬂﬂ)) < cap Ca Qy(S).
s

For the other bound, by Lewis’ lemma as previously, there exists u € GL(d) with a(u) = 1,
the dual normalization a*(u~!) = d and the the isotropic identity

(5) [ @5 (o) wo(@)” do(e) = 3 1o

Set z(z) := uv(x) and define the measure p on S by du(z) := ||z(z)|5do (). Taking trace in (53)

gives
S) = d/ |z||5do = d
s

We first use the well-known formula for the volume of the polar body

r(S+1) i@l = [ en(=g [ 1 EZEr dute)) do

Since fs (m) ® (m) du = I4, we are in position to apply the continuous Brascamp—Lieb

inequality, Lemma 5.6 for the isotropic measure p and the one-dimensional functions G, (t) =
exp( — 4[t|P), which yields

F(g + 1) |KP(2)] < exp(/slog (/Re—%lt\p dt) du(x)) = (/Re—%wp dt)d,

The one-dimensional integral rescales as

/ eIt gt = dl/P/ e~lsI” ds = ql/» QF(1 + 1).
R R b

Thus
KP(2)] < d¥r (20 (3 4 1))?
- I’(;—i—l)
Therefore
T da 1/d
(54) vis?(S.) = |KP(2)| 7V > G+ : co(d, p).

T dyr2r(s + 1)

To transfer this bound from z = uv back to the original field v we use the linear equivariance
of KP: one has K?(z) = u~TKP(v), hence |KP(2)| = | det u|~}|KP(v)|. Consequently

visP(S) = |KP(v)| Y4 = | det u| Y/ visP(S,).
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Combining this with (54) yields

visP(S) > co(d, p) | detu|~1/9.

It remains to lower bound |det u|~/¢ in terms of Q7(S). Observe that

/Sd |v(1) /\---/\v(xd)|p = |detu|7? /Sd |2(x1) A ---/\z(xd)}p.

By Hadamard’s inequality, for each (z1,...,14) € S9,

d
ECAINRVETENIES § [ECOIN

Raising to the power p and integrating over S? gives

d d
[ et < [ TTeteoll = ([ 1elgarte) = awr =1

Therefore,

Q(S)? < | detu| .

Combining with the previous displayed inequality yields

vis?(S) > co(d, p) Qy(S).
]
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6. APPENDIX

Lemma 6.1 (Continuous Brascamp-Lieb inequality on S). Let S be a hypersurface equipped
with a positive measure p. Let v: S — R™ be measurable with v(x) # 0 for p-almost every x € S,
and assume the normalization

(55) I, = /5 v(z) ® v(z) dp(z).

lo(@)113

Define the unit directions u(z) := v(z)/||v(x)||2 € S"~1 and suppose we are given a measurable
family of non-negative functions fy : R — [0,00),2 € S that meets the usual technical integrability
conditions.

Then the following inequality holds:

(56) /n exp (/Slog(fw(@,u(x)))) du(x)) dy < exp (fslog (/Rfm(t) dt),du(m)).

Proof. The proof uses the push-forward of 1 under the map u : S — S™~! and the disintegration
of p with respect to that map.

Define the push-forward measure v := ugp on S"~! by the rule that for every measurable
®: S SR,

e dne) = [ @),

Sn—l
By assumption (55) we obtain

(57) /s"—l wRuwdr(w) = / u(z) @ u(x) dp(z) = 1.

s
Next apply the measure disintegration theorem to decompose p along the fibres of u: there
exists a family of probability (or finite) measures p,,cgn-1 supported on the fibres u~!(w) such
that for every nonnegative measurable g : S — R

Jo@anw = [ ([ ) i),

(We may take the measures p,, finite; one can normalize if desired — the argument below is
unaffected.)
Define for v-almost every w € S"~! the function

(58) F(t) == exp ( /

u=l(w)

log fm(t)7d,uw(x)), teR.

By the integrability assumptions, F,, is well defined (possibly taking the value 0) for v-a.e. w and
every t.
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For each fixed y € R™ apply the disintegration identity to the function = — log f.({y, u(x))):

Jes(sttw @), duter = [ ([ sttt avie

Sn—l
_ /n_llog(Fw(<y7w>))adV(W)~

Hence the left-hand side of (56) can be written as

oo (1o ot u@)) du@)) dy = [ exp ([ torP((yw)dv(e))

Now apply the standard continuous Brascamp-Lieb inequality on the sphere for the measure
v (which satisfies the normalization (57)) and the family F,:

(59) /n exp </5n_1 log F, ({y,w)), du(w)),dy < exp </Sn_1 log (/RFw(t), dt)7du(w)).

It remains to relate fR F,, to the integrals of the original f,. By definition of F|, and Jensen’s
inequality applied to the probability measure proportional to p,, on the fibre we have for v-a.e.
w:

/R Fy(t)dt = /R exp( A . log f.(t) duw(o:)) dt < exp( /u . 1og( /R o (1) dt) duw(;p)).

Substituting this bound into (59) yields

[ oo /S g Fu({y,w)) dv(w) ) dy < exp ( /S / e / Folt) dt) dpo () dv(w)).

Using the disintegration identity once again to recombine the fibre integrals into an integral
over S gives

[ oo (108 £t dno)) dy < exo ([ om ([ 0at) dta).

which is precisely (56) and completes the proof. a

Lemma 6.2 (Lewis position). Let (S,0) be a finite measure space and v : S — R% measurable
with

/ lv(2)]|5 do(x (1 <p<o0).

Define for A € L(R?) the functional

~ ([ 1@ do) "

Then there exists an invertible matriz u € GL(d) such that
a(u) =1 and  a*(u”') =d,

where a* is the dual norm on L(R?) defined by a*(B) = SUDg(4)<1 |tr(BT A)|. Moreover, for such
u the following isotropic identity holds

(60) /SHUU(w)Hg_?(uv(x)) (wo(2))T do(z) = %Id-
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Proof. Since a is a norm, the existence of u with a(u) = 1 and dual normalization is exactly
Lewis’s theorem.
For the other part, define the linear functional

L(B) := tr(u~TB).
By the choice a*(u~1) = d we have

sup L(A) =a*(u™') =d, and  L(u) = tr(u"Tu) = tr(I) = d.
a(A)<1

Hence the linear functional L attains its supremum on the unit ball {A : a(A) < 1} at A = w.
This implies that the matrix 2u~7 belongs to the subdifferential of a at u:

%ufT € Oda(u).

If & := aP, for p > 1 the map a is Fréchet differentiable at v and the subdifferential relation
yields

1
Eu_T € da(u) = gu_T € 0P (u).

For p > 1 the subdifferential of ® is a singleton equal to the gradient, so the above becomes an
equality of matrices:

(61) Vo (u) = gu*T.
The derivative of ® at A in direction H is
Do(A)[H] :;D/SHAU(QJ)II’Q’*2 (Av(z), Hu(x)) do(z).
Writing the inner product as a trace one gets the matrix representation of the gradient

Va(4) = p /S | Av(@) B2 (Av(z)) ()T do(z).

Plugging A = w into the gradient formula and equating with (61) gives

p [ o)™ (o) vle)” do(e) = Fu

Cancel the factor p and transpose both sides:
Lo

[ @1 o(a) (o) dote) = S

Multiply on the left by u and on the right by u” to obtain the symmetric matrix identity

[ (@) (oo ol doe) = 3 L
S

which is precisely the claimed isotropic identity. O

Even for the case where p = 1, the preceding lemma remains valid. However, the requirement
of an additional non-vanishing constraint, coupled with the resultant divergence in the method
of proof, necessitates its independent enunciation and demonstration.

Proposition 6.3. Let (S,0) be a finite measure space and let v : S — R? satisfy
ve LY(S;RY), o{z: v(x) =0}) =0, ess. span{v(z) : x € S} = R%
Define
o) = [ Avi@)lado(@) (A LR,
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Then there exists an invertible matriz w € GL(d) such that
a(u) =1 and  a*(u”') =d.

Moreover, if
uv(x)

((x) i= ————— (defined a.e.)

[[uv ()]l
is the canonical measurable selection, then it satisfies the matrixz identity

= /S<<m>v<w>7”d0<w>»

and consequently

1
JRECIEITC PR
s lluwo(@)]2 d

Proof. As in the above proof, from Lewis theorem we obtain an invertible matrix u € GL(d)
with a(u) =1 and

1

Eu_T € da(u).
Set p: RY — R, p(t) = ||t||o. The subdifferential dp(t) is defined by

dp(t) ={s € RY: p(t+h) — p(t) > (s,h) for all h € R%}.

We verify the two standard facts:
(i) If t # 0 then p is differentiable at ¢ and

(1) = {ﬁ}

Indeed, the directional derivative at t in direction h equals (t/||t||2, k), so the only possible
subgradient is ¢/||¢||2, and it satisfies the defining inequality.
(ii) If ¢ = 0 then
Ip(0) = {s € R : ||s]|la < 1}.
Indeed, if s € 9p(0) then ||hl2 > (s,h) for all h. Taking h on the unit sphere gives (s,u) <1
for all ||ul]l2 = 1, hence ||s|l2 < 1. Conversely, if ||s||2 < 1 then (s,h) < [s|2]|h]l2 < ||k|l2 by
Cauchy—Schwarz, so s € 9p(0).
Since w is invertible and o({v = 0}) = 0, we have uv(z) # 0 for a.e. z. Hence for a.e. x the set
Op(uv(z)) is the singleton {uv(z)/||uv(z)||2}. Define
 uv(x)
((x) := T for a.e. z.
This ¢ is measurable because = +— uv(z) is measurable and t + t/||t||2 is continuous on R\ {0}
and [[¢(2)|l2 =1 a.e.
The hypothesis Ju~7 € da(u) means that for every matrix H € L(R)

(62) a(u+ H) —a(u) > <$U7T, H>Hs'

Fix an arbitrary matrix H € L(R?) and set

o(t) =a(lu+tH) = /S luv(z) + t Ho(x)||2 do(z), teR.

t) — (0
By convexity the one-sided derivative ¢/, (0) = lim+ M exists (possibly +00). For a.e. x
t—0
the scalar function g, (t) := ||luv(z) 4+ ¢ Hv(x)]||2 is convex in ¢ and its right derivative at 0 equals

9+ (0) = (((2), Hu(z)),
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because ((z) is the unique element of 9| - ||(uv(z)) for a.e. x. Moreover, since [(¢, Hv)| <
|H|opllv|l2 € L' dominated convergence allows passing the derivative inside the integral, hence

(63) 0.0 = [ (C(a), Ho(@) doo).
On the other hand, the subgradient inclusion 2u~" € da(u) implies that for every ¢ > 0

6080 (Lo py

t —\d
Passing to the limit ¢ — 07 we obtain
/ 1 =T
> (= .
(64) o0 = (Fu T H)
Applying the same reasoning to —H gives
/ 1 =T
< (- .
(65) ¢ (0) < (gu H)
Combining (64) and (65) yields equality
/ _ 1 =T
(66) @) = (ZuT H) .

Comparing (63) and (66) we obtain, for every H,

<$U—T7 H>HS :/S<§(3c), Hu(z)) do(x).

Since both sides are continuous linear functionals of H, the above identity implies the matrix
equality

L7 = z)v(z)T do(x
77 = [ )o@ doto).

If we take the transpose of the matrix identity and conjugate by w:

L1 = v(z) C(x)T do(x
7= [ o) @) doto).

Multiplying on the left by v and on the right by u” gives

é[d :u(/sv(x) C(x)Tda(x))uT :/(uv(:u))((x)TuT.

s
Substituting {(z) = L(x) yields
[[uv ()]l
1 T T
*Id — /(UU(SE)) (UU(:C)) do(x) :/ (uv(x))(uv(x)) dd(l‘),
d s [[uv(z)ll2 s luo(@)]2
which is the desired isotropic identity. This completes the proof. O

Remark.

e Passing the pointwise inequality to the integral is justified because [(¢(z), Hv(x))| <
| H opl[o() 12 and v € L,

e The uniqueness and measurability of ((z) follow from uv(x) # 0 a.e.; if uv = 0 on a posi-
tive—measure set one must interpret the result as an assertion about some measurable se-
lection from the unit ball there (the same proof works but requires a measurable—selection
remark).
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