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Introduction

The purpose of these lectures is to present some interesting classes of
(non-selfadjoint) operator algebras.

First, we introduce the non-commutative analogues of the (non-selfadjoint)
disc algebra A(D). These are norm-closed unital operator algebras gener-
ated by n isometries S1, . . . , Sn (resp. L1, . . . , Ln) satisfying

∑
i SiS

∗
i = I

(resp.
∑

i LiL
∗
i < I). The first algebra, An, generates the Cuntz alge-

bra On, just as A(D) generates C(T). The second one, An, generates the
Cuntz-Toeplitz algebra T On, just as A(D) generates the Toeplitz algebra.

In Parts I-III, we prove uniqueness of On and represent it explicitly on
L2[0, 1] (the interval picture) and on a graph (the Cantorised interval pic-
ture). We also present a first connection of gauge automorphisms with the
notion of Cesaro summability.

In Part IV we use the notion of the C∗-envelope of a non-selfadjoint
algebra and its Shilov ideal in order to identify the non-commutative disc
algebra An ⊆ On with a quotient of An ⊆ T On.

These ideas are then generalized to the case of an algebra acting on a
directed graph G. In Part V the gauge invariance uniqueness theorem is
used to prove that Cenv(AG) and C∗(G) are isomorphic as C∗-algebras,
analogously to what was done in Parts III and IV. In Part VI we consider
the case where G is a directed graph with two-coloured edges and ‘freeness’
is restricted by commutation relations.



3

PART I

The Cuntz Algebras, intuitively.

We will prove that any C∗-algebra generated by n isometries with orthog-
onal ranges summing to I is isometrically isomorphic to the Cuntz algebras
On. The algebra On is a (basic) example of a C∗-algebra which is infinite
in the sense that there exists an element v with v∗v equal to a projection,
and vv∗ ≤ v∗v and vv∗ 6= v∗v.

The following construction is a visualization of this algebra; we call it the
interval picture for On.

1
1/4 1/2

0

0 1

Figure 1. Interval picture for the operator S2S1 in O2.

Consider the Hilbert space H = L2[0, 1] and isometries Si, i = 1, . . . , n
whose ranges are the subspaces of H consisting of functions vanishing a.e.
off the interval [ i−1

n
, i

n
]. For definiteness we can take

Sif(x) :=

{√
nf(1− i+ nx) if x ∈ [ i−1

n
, i

n
]

0 otherwise.

In other words, Sif =
√
nf ◦h−1

i where hi is the “compression” of [0, 1] onto
[ i−1

n
, i

n
] given by

hi : [0, 1] →
[
i− 1

n
,
i

n

]
: t 7→ hi(t) :=

i− 1 + t

n
.

It is clear that Si ∈ B(L2[0, 1]) and that S∗i f := 1√
n
f ◦ hi, for every f ∈

L2[0, 1]. We define On to be the C∗-algebra generated by the isometries Si,
i.e. C∗(S1, . . . , Sn). We can easily conclude that

1. SiS
∗
i = Mχi

, the operator of multiplication by the characteristic func-
tion χi of [ i−1

n
, i

n
],

2.
∑n

i=1 SiS
∗
i = I.
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The subalgebra Fn

An example of a C∗-algebra is the algebra Mn(C), which has a non-
selfadjoint subalgebra consisting of the upper triangular matrices. Another
class of examples is given by the UHF C∗-algebras B with the property

Mnk ⊆Mnk+1 ⊆ . . . and B = ∪kMnk (= lim
→
Mnk).

Consider a “word” µ = i1 . . . ik where ij ∈ {1, 2, . . . , n} and define Sµ =
Si1 . . . Sik , where |µ| = k is the length of the word. Then the operator Sµ has
range a subspace of the form L2(Eµ), where Eµ is the range of a succession
of compressions of [0, 1].

Proposition 1. If |µ| = |λ| for two given words µ and λ, then S∗µSλ is I if
µ = λ and 0 otherwise.

Proof. If µ = λ then S∗µSλ = S∗ik . . . (S
∗
i1
Si1) . . . Sik = I. If λ 6= µ, and are

of equal length, then Eµ ∩Eλ = ∅ and so S∗µ(Sλf) = 0, since Sλf ∈ L2(Eλ).
¤

When µ and λ have different lengths then, if λ = µλ′, S∗µSλ is Sλ′ and if
µ = λµ′, S∗µSλ is Sµ′ . We can also check that S∗µSλ is 0 in any other case.

Proposition 2. If |µ| = |λ| for two given words µ and λ, then the operator
SµS

∗
λ has initial space L2(Eλ) and final space L2(Eµ).

We define Fk = span{SµS
∗
λ : |µ| = |λ| = k} and Fn = ∪kFk. Note that

Fk 'Mnk(C), so Fk ⊆ Fk+1 and Fn is a UHF C∗-subalgebra of On.

Let An,k be the norm closed unital subalgebra of On generated by the
set S1, . . . , Sn, S

∗
1 , . . . , S

∗
k , and let An,∅ be the norm closed unital algebra

generated by S1, . . . , Sn. Then A1,∅, which is generated by a single isometry,
is isometrically isomorphic to the disc algebra. For n ≥ 2, An ≡ An,∅ is
called the non-commutative disc algebra, while An,n is, by definition, the
C∗-algebra On.

Problems:

(a) Show that On � Om, iff n 6= m,
(b) Show that An � Am, iff n 6= m,
(c) Show that An,k � An,l, iff k 6= l.

A more general problem is to understand “natural” subalgebras of On,
for example, those containing the abelian subalgebra

(1) C := span{SµS
∗
µ : for all µ}.

After all, the subalgebras of the complex matrix algebra Mn containing
the diagonal matrix units are readily understood.
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Fourier series

We define A = span{SµS
∗
λ : for all µ, λ}. This is a ∗-subalgebra of On

which is uniformly dense. To see this consider for example, when |λ| ≤ |µ′|,
the product

SµS
∗
λSµ′S

∗
λ′ = Sµ[S∗λSi′1 . . . Si′k ]Si′k+1

. . . Si′λS
∗
λ′ = SrS

∗
λ′ or 0.

Moreover, if µ is a word of length k, we can write Sµ = Sµ(S∗1)
kSk

1 =
aSk

1 , with a ∈ Fk. In fact, we can see that every word in the operators
S1, . . . , Sn, S

∗
1 , . . . , S

∗
1 can be rewritten in the form aSk

1 or (aSk
1 )∗ = (S∗1)

kb,
with a, b ∈ Fn. In this way we can obtain Formal Fourier series expansions:

Proposition 3. (i) Each operator a in the ∗-algebra generated by S1, ..., Sn

has a representation

a =
N∑

i=1

(S∗1)
ia−i + a0 +

N∑
i=1

aiS
i
1

where ai ∈ Fn for each i. This representation is unique if for each i ≥ 1 we
require ai = aiPi and a−i = Pia−i where Pi is the final projection of Si

1.
(ii) The linear maps Ei defined by Ei(a) = ai, extend to continuous, con-
tractive, linear maps from On to Fn.
(iii) The generalized Cesaro sums

σk(a) =
N∑

k=1

(1− |k|
N

)(S∗1)
kE−k(a) +

N∑

k=0

(1− |k|
N

)Ek(a)S
k
1

converge to a as N −→∞.

Proof of (iii). This is the proof of Proposition 9 below. ¤



6

PART II

Cuntz algebras, coordinates, subalgebras.

Universal Cuntz Algebras

We now consider a ∗-representation π of the dense subalgebra A of On given
earlier, where π(Si) = Ti and where T1, . . . , Tn are isometries, on a separable
Hilbert space, such that T1T

∗
1 + ... + TnT

∗
n = I. We may consider the set

of all such representations on separable spaces. We define Ouniv
n to be the

completion of A under the universal norm

‖a‖univ := sup{‖π(a)‖ : π separably acting ∗-representation }.
In this way we arrive at the algebra in the next definition.

Definition 4. Ouniv
n is the universal C∗-algebra generated by n isometries

T1, ..., Tn, which satisfy

(2) T1T
∗
1 + ...+ TnT

∗
n = I

Take a maximal family {Ha} of separable Hilbert spaces and isometries
T1,a, ..., Tn,a on Ha satisfying (2) and define

T̃i :=
∑

a

⊕Ti,a acting on H̃ := ⊕Ha,

We may define Ouniv
n directly as the generated C∗-algebra C∗(T̃1, . . . , T̃n)

acting on H̃.

We can define gauge automorphisms γz, |z| = 1, of Ouniv
n which are

given on the generators by T̃i → zT̃i. We claim that each γz is isomet-
ric. Indeed, for every ∗-representation π of A, one sees that π ◦ γz is also
a ∗-representation of A; hence, ‖a‖univ ≥ ‖π(γz(a))‖ by the definition of
‖·‖univ. By taking supremum over all π, we get that ‖a‖univ ≥ ‖γz(a)‖univ.
Moreover, ‖a‖univ = ‖γzγz(a)‖univ ≤ ‖γz(a)‖univ. Thus γz is an isometry

for every z ∈ T. Now, since the zT̃i satisfy (2) (it is an easy exercise to show

that γz(T̃i

∗
) = zT̃i

∗
), they generate the universal algebra Ouniv

n ; therefore γz

maps onto Ouniv
n .

Note that the universal algebra possesses a UHF subalgebra Fn
univ defined

in the same way as before.

Proposition 5. The map E0 : Ouniv
n → Fn

univ defined by

E0(a) :=

∫ 1

0

γe2πit(a)dt,

where the integral is considered as a Riemann integral of a norm-continuous
function, is a contractive, faithful projection. Moreover, if J is a (closed)
ideal of Ouniv

n , then E0(J ) ⊆ J .
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Remark 6. There is an alternative algebraic definition of E0 from which
it follows that if J is an ideal of Ouniv

n , then E0(J ) ⊆ J .

Theorem 7. Ouniv
n is simple and Ouniv

n is isomorphic to On. Furthermore,
On is isomorphic to every C∗-algebra generated by n isometries s1, ...sn

satisfying
∑
sks

∗
k = I.

Proof. Take a nonzero ideal J of Ouniv
n , then E0(J ) ⊆ J . But E0(J ) ⊆

Fn
univ. One can show that this implies that E0(J ) contains a “monomial”

X = T̃µT̃λ

∗
where µ, λ are words with |µ| = |λ| = k. Then Tµ = XTλ ∈ J ,

so I = T ∗µTµ ∈ J and so J = Ouniv
n .

We define a ∗-representation π of Ouniv
n by extending the map T̃i 7→ Si.

Then by definition, for a ∈ Ouniv
n , we have ‖π(a)‖ ≤ ‖a‖. It is clear that π

is onto On and because of the simplicity already shown, ker π = (0). So in
fact Ouniv

n ' On. The last conclusion follows by the same arguments. ¤
Remark 8. For an alternate proof of the simplicity of the universal Cuntz
algebra assume the existence of a nonzero b ∈ J C Ouniv

n , and thus the
existence of a positive b∗b = a ∈ J . Recall that E0 is a contractive, faithful
map, and so E0(a) 6= 0. Thus 0 6= E0(a) ∈ J ∩Fn. As in the previous proof
Fn is simple, therefore J ∩ Fn = Fn. Thus I ∈ Fn ⊆ J , and J = Ouniv

n .

Proposition 9. (1) Let a ∈ On and consider the Fourier series

a ∼
∞∑
i=0

aiS
i
1 +

∞∑
i=1

(S∗1)
ia−i.

Then the coefficients are unique, subject to the property ai = aiPi and a−i =
Pia−i, where Pi = Si

1(S
i
1)
∗.

(2) The Cesaro sums σN(a) of the series converge to a in norm.

Proof. Fix a = SµS
∗
ν ∈ Fn with |µ| = |ν| and define fa : T → On : z 7→

fa(z) := γz(a). Then, we have fa(1) = a, γz(S
i
1) = ziSi

1, hence γz(a) = a.
Therefore

γz

(
σN(a)

)
=

N∑
i=0

(
1− |i|

N

)
aiz

iSi
1 +

N∑
i=1

(
1− |i|

N

)
(Si

1)
∗a−iz

−i.

As in the classical case and because of the fact that the aiS
i
1 and (Si

1)
∗a−i are

Fourier coefficients of fa(z) it follows by Cesaro convergence that γz

(
σN(a)

)
tends to fa(z) uniformly in z. By setting z = 1 we get the conclusion. ¤
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PART III

Subalgebras of On and graph C∗-algebras.

Three ways to construct subalgebras of On

1. Generator constraints.
Let S be a semigroup of operators of the form SµS

∗
λ which includes all the

projections SµS
∗
µ. We construct a subalgebra by taking the norm-closure of

the linear span of S. This algebra is invariant under the gauge automor-
phisms of On.

2. Fourier series constraints.
Take A ⊆ Fn triangular, that is, A ∩ A∗ = C (see relation (1)). Then

A = {a ∈ On : E0(a) ∈ A,Ek(a) = 0, k < 0}
is also a triangular subalgebra of On.

3. Extrinsic constraints.
Take N ⊆ C, a maximal totally ordered family of projections. For example,
assume N to consist of all the projections in [0, k/2n] in the interval picture.
Then we get the nest algebra

A = On ∩ algN = {a ∈ On : (1− p)ap = 0,∀p ∈ N}.
The “Cantorised interval picture” for On

The set of infinite paths X is the Cantor set
∏∞

k=1{0, 1} where every
typical path/point is of the form x = x1x2 . . . and we consider the space
L2(X) with the natural product measure. Each vertex word ν = λ1λ2...λk

defines an “interval” Eν in X of points x which start with ν, that is

Eν := {x = λ1λ2...λkx1x2...}.

X

10

101

110100

x

100

10

10

Figure 2. The Cantorised interval picture.
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We define
αµ,ν : Eν → Eµ : νx1x2... 7→ µx1x2...

For example
α0,∅ : x 7→ 0x and α1,∅ : x 7→ 1x.

Then Sif
(
a0,∅(x)

)
=
√

2f(x), f ∈ L2(X). Thus On acts on L2(X). We
have

C := C∗{SµS
∗
µ : ∀µ} ' C(X),

for example S1S
∗
1 = MxE

, where E = {x : x1 = 1}. We define the support
of an operator a in Fn or On as a subset of X ×X. We can view this as a
cantorized picture for the support.
We define the topological binary relation (or groupoid) for Fn to be the
subset of X ×X,

R(Fn) := ∪{graph(αµ,ν

)
: |µ| = |ν|},

where graph
(
αµ,ν) := {(αµ,ν(x), x

)
: x ∈ Eν} ≡ Eµ,ν . This is an equivalence

relation, considered with the topology having {Eµ,ν} as a basis of open-
closed sets. We also define R(On) := {(x, k, y) : αµ,ν(y) = x, |µ| − |ν| = k}.
Then, we can easily check that (x, k, y)−1 = (y,−k, x), under the (partially
defined) multiplication (x, k, y)(y, k′, z) = (x, k + k′, z), which turns R(On)
into a groupoid.

In general, if A ⊆ Fn, we can define R(A) = ∪{Eµ,ν : SµS
∗
ν ∈ A, |µ| =

|ν|}. If, in particular A is a (closed) subalgebra, then R(A) is a transitive
binary relation.

Theorem 10. If C ⊆ A ⊆ Fn and A is a closed subalgebra, then the
topological binary relation R(A) is a complete invariant for isometric iso-
morphisms. In other words, A ' A′ isometrically, if and only if, R(A) is
topologically isomorphic to R(A′) by a binary relation isomorphism.

Theorem 11. If A,A′ ⊆ On are triangular norm-closed subalgebras and
are gauge invariant (i.e. γz(A) ⊆ A for all |z| = 1), then

(1) A (and A′) is generated by operators of the form SµS
∗
ν ∈ A,

(2) A and A′ are isometrically isomorphic if and only if R(A) ' R(A′)
in the sense of topological semigroupoids.

Normalizing partial isometries

Definition 12. A partial isometry U in Fn (or, in general, in On) is called
C − normalising if UCU∗ ⊆ C and U∗CU ⊆ C.

Examples are: any matrix unit SµS
∗
ν , |µ| = |ν| = k, certain sums of ma-

trix units, and elements of the form UD (or DU), where U is C-normalising
and D ∈ C.

Theorem 13. Let U ∈ Fn. The following are equivalent
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(1) U is a C-normalising partial isometry.
(2) U is the orthogonal finite sum of partial isometries of the form

DSµS
∗
ν , |µ| = |ν| and D ∈ C.

(3) ‖QUP‖ = 0 or 1, for every projection P,Q ∈ C.

The key fact in this proof is that an element b ∈ F n can be approximated

by elements ∆m(b) in small explicit subalgebras F̃n
m. Indeed, for an element

b ∈ Fn the diagonal part ∆(b) ∈ C can be defined as the limit of block
diagonal matrices bk :=

∑
i e

k
iibe

k
ii, as k tends to infinity, where the ek

ii are
the diagonal matrix units in Fn

k . Then the map ∆ : Fn → C is a faithful
projection. For a fixed m we can use block maps (through matrix unit
projections of the commutants of Fn

m and Fn
k for k = m,m+ 1...) to define

explicit maps ∆m : Fn → F̃n
m, where F̃n

m = C∗(C,Fn
m) (this is the algebra

Fn
m ⊗ (em

ii Cem
ii )). Thus ∆m(b) −→ b, ∀ b ∈ Fn.

Proof of the theorem. It is easy to check that (2) ⇒ (1) ⇒ (3). So it
suffices to show that (3) ⇒ (2). Take U satisfying the 0-1 property and
choose m big enough so that U = ∆m(U) + U ′, ‖U ′‖ < 1. Observe that
U ′ and ∆m(U) satisfy the 0-1 property, too. The implication (3) ⇒ (2) is

straightforward for the elements of F̃n
k . Thus it remains to show that any

U ′ with the 0-1 property and ‖U ′‖ < 1 is necessarily 0. But this can be
proved by taking P = Q = I. ¤
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PART IV

The C∗-envelope of an operator algebra

Definition 14. Let A and B be operator algebras. A map

φ : A → B
is called a complete isometry if the maps

φ(n) : Mn(A) →Mn(B) : (aij) 7→
(
φ(aij)

)

are isometries for every n ∈ N.

A way to define the C∗-envelope of an algebra is through Hamana’s theory
or by using boundary ideals (or Shilov ideals) defined in the following result.

Proposition 15. Let A be an operator algebra and C := C∗(A). There is
a closed ideal J of C so that

(1) The map A → C/J is a complete isometry (J is called a boundary
ideal),

(2) The ideal J contains all boundary ideals (J is called a Shilov ideal).

We call C/J the C∗-envelope of A and denote it by Cenv(A). An alter-
native definition for the C∗-envelope of an algebra A is given through the
following universal property:

For every complete isometry π of A into a C∗-algebra B such that C∗(π(A)) =
B, there exists a ∗-morphism φ of B onto Cenv(A), so that φ(π(a)) = a, for
every a ∈ A.

Proposition 16. The two definitions are equivalent.

For a “modern” proof of this fact see Arveson’s notes at his website.

Example 17. If we start with an operator algebra A and the ∗-algebra
C∗(A) is simple, then Cenv(A) = C∗(A) since the only (maximal Shilov)
ideal is (0).

Example 18. If an operator algebra A is generated by unitaries, then
Cenv(A) = C∗(A).

Analytic Toeplitz operators

Let L be the unilateral shift defined on the usual basis of l2 by Len :=
en+1. Then, the normed closed algebra generated by L and I, i.e. Alg(L, I),

is isomorphic to the disc algebra A(D) and Alg(L, I)
w∗

are the analytic
Toeplitz operators. Moreover C∗(L) contains the compact operators and
is called the Toeplitz C∗-algebra and C∗(L)/K(H) ' C(T) (the quotient



12

map is faithful on Alg(L, I)). For the unilateral shift we can have a graph
picture:

e0 → e1 → e2 · · ·
Cuntz-algebras and Cuntz-Toeplitz algebras

We consider, now, the case of a system of two unilateral shifts and the
graph picture:

ξ∅
•

zz $$
ξ0•

¥¥ ¾¾

ξ1•

¥¥ ¾¾
ξ00
...

• ξ10
...

• ξ01
...

• ξ11
...

•

Then L0L
∗
0 +L1L

∗
1 = I−ξ∅⊗ξ∅, which resembles the defining relation of the

Cuntz algebra O2. In general, if we consider n isometries L0, ..., Ln−1, given
by Liξw = ξiw, then

∑
LiL

∗
i = I − ξ∅ ⊗ ξ∅ (with orthogonal ranges). The

norm-closed unital algebra generated by L0, ..., Ln−1, i.e. Alg(I, L0, ..., Ln−1),
is the non-commutative disc algebra An. The generated C∗-algebra is called
the Cuntz-Toeplitz algebra T On. We end up with the corresponding Cuntz
algebra On by taking the quotient of C∗(I, L0, ...Ln−1) by K(H), for in that

case
∑
L̃iL̃i

∗
= I.

Consider a finite word w consisting of letters in {0, 1..., n − 1} and take
the corresponding vector ξw. For any word i, define the operator

Ri : H → H : ξw 7→ Riξw := ξwi.

Then RiLjξw = Riξjw = ξjwi = Ljξwi = LjRiξw. Thus, RiLj = LjRi

(note also that R0R
∗
0 + ... + Rn−1R

∗
n−1 = I − ξ∅ ⊗ ξ∅). Hence we have

Alg(I, R0, ...Rn−1)
w∗ ⊆ A′n. In fact, Alg(I, R0, ...Rn−1)

w∗
= A′n. Moreover,

A′′n = Alg(I, L0, ..., Ln−1)
w∗ ≡ Ln.

The C∗-envelope of An

Proposition 19. Let A be an operator algebra and suppose that A′ contains

a sequence of isometries Rn, such that Rn
WOT−→ 0. Then, the restriction of

the Calkin map π : A→ A/K(H) to A is an isometry.

Proof. The key fact in the proof is that, if Rn
WOT−→ 0, then KRn

SOT−→ 0,
for every K ∈ K(H). Indeed, if K is a rank one operator, so that K =
e ⊗ f , for some vectors e, f , then ‖KRnξ‖ = | 〈Rnξ, f〉 |‖e‖ −→ 0. By
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linearity the same holds for finite rank operators. Let K ∈ K(H), then for
every ε > 0 there exists a finite rank operator F such that ‖K − F‖ < ε.
Then ‖KRnξ‖ ≤ ‖(K − F )Rnξ‖ + ‖FRnξ‖ < ε‖Rnξ‖ + ‖FRnξ‖ = ε‖ξ‖ +
‖FRnξ‖ −→ ε‖ξ‖. Thus, ‖KRnξ‖ −→ 0.
We want to prove that the Calkin map is an isometry. For every unit vector
ξ ∈ H, we have

‖Aξ‖ = ‖RnAξ‖ = ‖ARnξ‖ ≤ ‖(A+K)Rnξ‖+ ‖KRnξ‖
≤ ‖A+K‖+ ‖KRnξ‖.

So, by using the previous assertion, we get that ‖A‖ ≤ ‖A+K‖, and thus
‖A‖ ≤ ‖A + K(H)‖. On the other hand, by definition ‖A + K(H)‖ =
inf{‖A+K‖ : K ∈ K(H)‖} ≤ ‖A‖. ¤
Corollary 20. The Calkin map on C∗(L0, ...Ln−1) is a complete isometry
on Alg(I, L0, ...Ln−1).

Proof. It suffices to show that Alg(I, Lo, ...Ln−1)
′ = A′n contains a sequence

{Rn}n that converges in the weak operator topology to 0. For this reason
we set Rn = Rn

1 and note that for every w′, there is no so that 〈Rn
1ξw, ξw′〉 =

0, for every n ≥ n0. Since {Rn
1} is uniformly bounded, we get that Rn

converges to 0 in the weak operator topology. ¤

To sum up, we began with a Cuntz-Toeplitz algebra T On which contains
all the rank one operators (since it contains ξ∅ ⊗ ξ∅), hence the whole ideal
K(H). Then T On/K(H) is a Cuntz algebra, by what we have shown about
the universality of Ouniv

n . The restriction of the Calkin map on An is a com-
plete isometry (corollary 20), and thus An embeds isometrically in a simple
C∗-algebra, that is generated by An. Hence, Cenv(An) = T On/K(H) =
Ouniv

n . Note also, that in this case π(An) is isomorphic to An,∅, so the
non-commutative disc algebras of each case are identified (modulo K(H)).
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Part V

Graph algebras

Let G be a directed graph with G0 the set of vertices (denoted by letters
x, y, ...) and G1 the set of directed edges (denoted by letters e, f, ...). In
order to make matters simple, we assume that our graphs are finite, i.e.,
both G0 and G1 are finite, and that there are no sources. Certainly the
main results about C∗-envelopes are valid for arbitrary graphs (actually in
much greater generality by a recent result of Katsoulis and Kribs).

The family of all finite directed paths (even the trivial one of length 0)
in G is denoted by F+(G). The path

x
e1→ y

e2→ · · · z
is denoted by the sequence z · · · e2e1x. We consider the space with basis
B = {ξw : w ∈ F+(G)} with the obvious inner product; we get the Hilbert
space HG, which is separable in the case of countably many vertices. Define
the operators

Lu : HG → HG : ξw 7→ Luξw :=

{
ξuw , if r(w) = s(u)

0 , otherwise

where s(u) denotes the beginning of the path u and r(w) denotes the end
of the path w. Moreover, for a vertex x ∈ G0, we define Px to be the
projection onto {ξw : r(u) = x}, namely Lx. We call the space Ps(u) the
initial projection of Lu. We define

AG := Alg{I, Lu, u ∈ F+(G)} = Alg{I, Le, Px : e ∈ G1, x ∈ G0}.
The objective of this section is to calculate the C*-envelope of AG.

Let’s start with a few examples for AG.

Example 21. Let Cn = {x, e0, ...en−1}. Then ACn = An.

Example 22. Let G be the graph

x
e→ y

Then AG = T2. Indeed, since B = {ξx, ξe, ξy}, we have

ξx
Le→ ξe

Moreover, relative to the basis {ξx, ξe, ξy} of B, we obtain

Le =




0 0 0
1 0 0
0 0 0


 , Px =




1 0 0
0 0 0
0 0 0


 , Py =




0 0 0
0 1 0
0 0 1


 .

By compressing on the subspace generated by ξx, ξy, we obtain an isomor-
phism of AG onto T2.
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Similarly, if one considers a graph G of the form

x1 → x2 → · · · → xn,

then the corresponding algebra AG is isomorphic to Tn.

Example 23. What is the representation in more complex cases? For
example, let G be the graph

•
x

g
ÂÂ e

++•
y

h
ÄÄ

h
ÄÄ

h
ÄÄ

f

kk

Each path corresponds to a sequence of x’s and y’s with

x→ x corresponding to Lg , i.e. Px

x→ y corresponding to Le

y → x corresponding to Lf

y → y corresponding to Lh , i.e. Py

Thus, AG = Alg{I, Le, Lf , Lg, Lh, Px, Py}. By the time we prove that
Cenv(AG) is C∗(G) (the Cuntz-Krieger algebra), we will see how the the-
ory of Cuntz-Toeplitz algebras can be helpful, in these complex cases. In
particular, one can verify that AG is the non-selfadjoint operator algebra
generated by two Cuntz isometries and their range projections.

By using the very definitions we can prove the following properties for
Le, e ∈ G1 and Px, x ∈ G0.
1. L∗eLf = 0, for e 6= f : Observe that

L∗e : HG → HG : ξw 7→ L∗eξw :=

{
ξw′ , if w = ew′

0 , otherwise
.

So, if we take a path w with r(w) = s(f), we get L∗eLf (ξw) = L∗e(ξfw) = 0.
2. PxPy = 0, for x 6= y.
3. L∗eLe = Ps(e). (Just note that L∗eLe is the initial projection of Le.)
4.

∑
r(e)=x LeL

∗
e ≤ Px, for x ∈ G0. (As a matter of fact

∑
LeL

∗
e < Px,

because LeL
∗
eξe = Leξ∅ = ξ∅ 6= ξe.)

These properties are called the Cuntz-Krieger-Toeplitz relations. A more
restrictive set of relations becomes the Cuntz-Krieger relations, namely

(1) s∗esf = 0, for e 6= f ,
(2) qxqy = 0, for x 6= y,
(3) s∗ese = qs(e), e ∈ G,
(4)

∑
r(e)=x ses

∗
e = qx, for x ∈ G0,

(5) ses
∗
e ≤ qx, for r(e) = x (and, therefore, the isometries se have mutual

orthogonal ranges).
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The C∗-algebra of a graph G (denoted C∗(G)) generated by a universal
family {Qx, Se} that satisfy the Cuntz-Krieger relations is called the Cuntz-
Krieger C∗-algebra of the graph G and is denoted by C∗(G).

The main result is the following.

Theorem 24. Cenv(AG) ' C∗(AG)/K(H) ' C∗(G).

Corollary 25. Let G = {x, e0, ...en−1} then Cenv(AG) ' C∗(G), thus
Cenv(An) ' On.

The proof of Theorem 24 will be similar to the one in the previous sec-
tion but in our case the resulting envelopes are not simple. We therefore
need to gain an understanding about their ideals, which requires the use of
selfadjoint theory.

The gauge invariance uniqueness theorem

Suppose the families {Q̂x}x∈G0 , {Ŝe}e∈G1 satisfy the Cuntz-Krieger rela-

tions. We say that the Cuntz-Krieger algebra C∗(Q̂x, Ŝe) admits a gauge

action if the maps β̂z, z ∈ T given by β̂z(Q̂x) = Q̂x and β̂z(Ŝe) = zŜe extend

to ∗-automorphisms of C∗(Q̂x, Ŝe).

Example 26. The universal algebra C∗(G) admits a gauge action, which
we denote as βz, z ∈ T.

Example 27. The algebra C∗(AG)/K(H) admits a gauge action αz. We
begin by defining

uz : HG → HG : ξw 7→ uz(ξw) := z|w|ξw,

where |w| is the length of the path. Then u∗zLeuz = zLe and u∗zPxuz = Px.
Indeed, u∗z(ξw) = z|w|ξw, therefore

u∗zLeuz(ξw) = z|w|u∗zLeξw = z|w|u∗zξew = z|w|z|we|ξew = zξew = zLeξw

if r(w) = s(e) and u∗zLeuz(ξw) = 0 otherwise. Thus, defining αz(T ) =
u∗zTuz we get αz(Le) = zLe. Moreover, u∗zPxuz(ξw) = z|w|u∗zPx(ξw) =
z|w|z|xw|ξxw = ξxw = Px(ξw) and 0 otherwise. Thus, αz(Px) = u∗zPxuz = Px.
Besides, since |z| = 1, the αz are isometric automorphisms of B(HG) and
map the linear span of the generators onto itself; hence they induce auto-
morphisms of C∗(AG)/K(H).

Note that this example is not valid if G has sources, which explains some
of the difficulties arising in the general case.

In order to prove the gauge invariance uniqueness theorem, we study an
expectation associated with the gauge action.
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Suppose that the Cuntz-Krieger algebra C∗(Q̂x, Ŝe) admits a gauge action

β̂z, z ∈ T. We define the map

Φ̂(A) =

∫ 2π

0

β̂eit(A)
dt

2π
, A ∈ C∗(Q̂x, Ŝe),

as a Riemann integral. Notice that Φ̂ is contractive, positive and faithful,
i.e., there are no non-zero positive elements in its kernel. With the aid of

this map Φ̂, we identify the fixed point algebra FG of {β̂z, z ∈ T}, i.e., the

subalgebra of C∗(Q̂x, Ŝe) generated by the common fixed points of {β̂z, z ∈
T}.
Definition 28. If G is a directed graph and C∗(Q̂x, Ŝe) a Cuntz-Krieger

algebra for that graph, then F̂G,n, n ∈ N, will denote the subalgebra of

C∗(Q̂x, Ŝe) generated by all elements of the form ŜwŜ
∗
u, |w| = |u| = n.

We now have

Lemma 29. Suppose that the Cuntz-Krieger algebra C∗(Q̂x, Ŝe) associated

with a directed graph G admits a gauge action β̂z, z ∈ T. Then,

F̂G =
⋃
n

F̂G,n.

Proof. Clearly,

F̂G ⊇
⋃
n

F̂G,n.

For the reverse inclusion, notice that the range of Φ̂ contains (actually

coincides with) F̂G. So it suffices to prove the result for elements of the

form Φ̂(A). However, if Φ̂ is applied to any polynomial on the generators

Q̂x, Ŝe, then it maps it to
⋃

n F̂G,n. Hence the conclusion follows from an
easy approximation argument. ¤

As a corollary, notice that the algebras F̂G,n, n ∈ N, form an increasing

chain of finite dimensional C∗-algebras, with central projections P̂x, and so

F̂G is an AF C∗-algebra.

Theorem 30. (gauge invariance uniqueness) If the algebra C∗(Q̂x, Ŝe) ad-

mits a gauge action and Q̂x 6= 0, for every x ∈ G0, then the map

Qx 7→ Q̂x, Se 7→ Ŝe

extends to a ∗-isomorphism ψ : C∗(G) −→ C∗(Q̂x, Ŝe).

Proof. Clearly such a ∗-homomorphism ψ exists; the issue is to show that

its kernel is trivial. Since Q̂x 6= 0, for every x ∈ G0, ψ does not annihilate

the central projections of all F̂G,n, n ∈ N. Therefore by inductivity of ideals
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in AF algebras, ψ is injective on FG ⊆ C∗(G). Now the fact that C∗(Q̂x, Ŝe)

admits a gauge action implies that β̂z ◦ ψ = ψ ◦ βz, z ∈ T. Hence,

Φ̂ ◦ ψ = ψ ◦ Φ.

Assume by way of contradiction that there exists a positive element A ∈
C∗(G) so that ψ(A) = 0. By the above identity, ψ(Φ(A)) = 0. But this
contradicts the fact that ψ is injective on FG. ¤
Corollary 31. If J ⊆ C∗(G) is a non-zero gauge invariant ideal then it
contains one of the projections Qx.

Proof. If not then by the above theorem, the natural quotient map would
be an isomorphism. ¤

Now here is the proof of Theorem 24: The Calkin map

AG ⊆ C∗(AG) → C∗(AG)/K(H) ' C∗(G)

is completely isometric on AG (by the same proof as in the case of An).
If there exists a Shilov ideal, say J , then it will be invariant under the
gauge action, because the Shilov ideal contains all boundary ideals and AG

is invariant under the gauge action. If J 6= 0, then βz(J) C J , therefore
by Corollary 31 J contains projections Qx (since J is a boundary ideal as
well). This leads to a contradiction. ¤
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Part VI

Higher rank algebras

The algebra An

Let F+
n be the free semigroup generated by e1, . . . , en and Hn = l2(F+

n )
the Hilbert space with a basis {ξw : w ∈ F+

n }, where w is a word on the
letters e1, . . . , en (we allow the empty word). We set Li ≡ Lei

the shift
operator such that

Li : Hn → Hn : ξw 7→ ξeiw.

Observe that L1L
∗
1+· · ·+LnL

∗
n = I−P∅ and define An = Alg{I, L1, . . . , Ln}.

We have shown that

C∗(An) ⊇ K(H) and C∗(An)/K(H) ' On,

so Cenv(An) ' C∗(An) = Cenv(An).

The algebra Aθ

Fix integers m,n and a permutation θ of the set

{(i, j) : 1 ≤ i ≤ n, 1 ≤ j ≤ m}.
We define Fn

θ to be the set generated by ∅, e1, . . . , en, f1, . . . , fm subject to
eifj = fj′ei′ , where θ(i, j) = (i′, j′). Every element in Fn

θ may be written in a
reduced form w = wewf , where we ∈ F+

n (a word in ei) and wf ∈ F+
m (a word

in fj). We define the (higher rank) degree of the word w to be (|we|, |wf |) ∈
Z2

+. Observe that the uniqueness of the reduced word w follows because
θ is a permutation. As in the case of a discrete cancellative semigroup S,
we define the Fock space l2(F+

θ ) and the higher rank non-commutative disc
algebra Aθ that is generated by the shifts I, Le1 , . . . , Len , Lf1 , . . . , Lfm .

Graphs

The semigroup F+
θ can be considered as the set of paths of the two-

coloured graph containing one vertex x and a set of blue edges e1, ..., en

together with a set of red edges f1, ..., fm, where some of the blue/red paths
are equivalent through the commutation relations given by θ. So, we ob-
tain a generalization of the algebra An, using a directed graph to define the
generators.

Some of the problems that occur in recent research are the following:

(1) Reflexivity of invariant subspaces for L (Kribs-Power).
(2) Classification of Aθ (Power, Power-Solel).
(3) Representations (Davidson-Power-Yang).
(4) Dilation theory (Davidson-Power-Yang).
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(5) Automorphisms (Power-Solel).

Eigenvectors and character space

We define Vθ = {(z, w) ∈ Cn × Cm : ziwj = wj′zi′ , (i
′, j′) = θ(i, j)}, and

Ωθ := Vθ ∩ (Bn × Bm). We recall that the disc algebra A1 (generated by
the shift operator and I) has character space M(A1) ' B1 = σ(S), with
interior B1 consisting of the eigenvalues of the backward shift S∗(

∑
anen) =

a(
∑
anen). One can prove, also, that M(An) ' Bn.

Proposition 32. M(Aθ) ' Ωθ.

Remark 33. We will prove the proposition in the case of An. Observe that

[
L1 · · · Ln

]
: H⊕ · · · ⊕H → H is a contraction. Then

[
L1 · · · Ln

]


a1I
...
anI




is also a contraction of B(H) for all a = (a1, · · · , an) ∈ Bn, so ‖a1L1 +
· · · + anLn‖ ≤ 1. If ϕ ∈ M(Aθ), then |ϕ(a1L1 + · · · + anLn)| ≤ 1. But if
|a1z1 + · · · anzn| ≤ 1, for every a = (a1, · · · , an) ∈ Bn then (z1, · · · , zn) ∈
Bn. Thus, M(An) ⊆ Bn through ϕ → (ϕ(L1), · · · , ϕ(Ln)) = z. For the
opposite direction, one can construct eigenvectors λz for L∗1, · · · , L∗n, with
L∗iλz = ziλz.

Corollary 34. An and Am are not isometrically isomorphic operator alge-
bras for n 6= m. Moreover the quotient algebra An/comAn (where comAn is
the commutator ideal of An) is isomorphic to a function algebra A ⊆ A(Bn)
(the ball algebra).

An is the n-shift function algebra of Arveson, so we get connections to

complex analysis. We have similar results for Ln = An
w∗

.

Classification

Theorem 35. For n = m = 2 there are 9 non-isomorphic algebras Aθ,
determined by the 24 permutations θ of the set {(i, j) : 1 ≤ i ≤ j ≤ 2}.

The 24 permutations give 9 classes of semigroups F+
θ , with representative

permutations θ1, . . . , θ9. It is natural to ask how many isomorphism types
there are for the corresponding algebras Aθ. By using the Gelfand space
one can separate all of these algebras except for two pairs. However, these
can also be distinguished by deeper methods and so there are 9 algebras
arising from the 24 permutations.
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Appendix

Part I

Proposition 36. Let A ⊆ B(H), B ⊆ B(K) and α : A → B an isometric
isomorphism. Then α(A) ∩ α(A)∗ = α(A∩A∗); thus B ∩ B∗ = α(A∩A∗).

Proof. The space A∩A∗ is the closed linear space generated by its unitary
elements x. Then α(x) = g = up, where g is a contraction, u unitary and
0 ≤ p ≤ I invertible. If α(x∗) = s, then sg = α(x∗)α(x) = α(x∗x) = α(I) =
I and similarly gs = I. Thus, s = p−1u∗(= g−1). Therefore, ‖s‖ ≤ 1,
which means that ‖p−1‖ ≤ 1 and so p = I. Thus, α(x) = u ∈ B is unitary.
Moreover, u∗ = g = α(x∗) ∈ B, so α(x) ∈ B∩B∗. Thus, α(A∩A∗) ⊆ B∩B∗.
Likewise, α−1(B ∩ B∗) ⊆ A ∩A∗. ¤

Part II

If An,k ' Am,l are isometrically isomorphic, then Ek = An,k ∩ A∗
n,k '

Am,l ∩ A∗
m,l = El (Cuntz-Toeplitz algebras). In this case k = l.

Now, since An ⊆ An,k, then M(An,k) ↪→ M(An), where

M(An,k) ' {0} ⊗ · · · ⊗ {0}︸ ︷︷ ︸
k−times

⊗Bn−k ↪→ Bn ' M(An),

and
M(Am,k) ' {0} ⊗ · · · ⊗ {0}︸ ︷︷ ︸

k−times

⊗Bm−k ↪→ Bm ' M(Am).

Since M(An,k) ' M(Am,k), we have that Bn−k ' Bm−k, so n − k = m − l.
Thus, n = m. So we get the following theorem.

Theorem 37. An,k ' Am,l isometrically isomorphically, iff n = m and
k = l.


