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# Spectral Radius Formulae for the Measure Algebra and the Fourier-Stieltjes Algebra 

Michael Anoussis<br>In memory of Dimitris Gatzouras


#### Abstract

We present a spectral radius formula for the measure algebra of a compact group, and apply it to the study of random walks on compact groups. These are results of joint work with D. Gatzouras. We also present a spectral radius formula for the Fourier-Stieltjes algebra, obtained by P. Ohrysko and M. Roginskaya.


## 1 A Spectral Radius Formula for the Measure Algebra

Throughout this note $G$ is a locally compact group, $\lambda_{G}$ is the left Haar measure on $G$, and when $G$ is compact, $\lambda_{G}$ will be assumed to be normalized to have total mass equal to 1 . We shall denote by $L^{p}(G), 1 \leq p<\infty$, the Banach space of equivalence classes of $p$-integrable functions on $G$. We will denote by $M(G)$ the space of complex, regular, Borel measures on $G$, and by $\|\mu\|$ the total variation norm of $\mu \in M(G)$. It is well known that when $\mu$ has a density $f \in L^{1}(G)$ with respect to Haar measure, then $\|\mu\|=\|f\|_{1}$. We will also consider the space $L^{1}(G)$ as a subspace of $M(G)$, identifying a function $f \in L^{1}(G)$ with the measure with density $f$. Under this identification $L^{1}(G)$ is an ideal of $M(G)$. We will denote by $\mathbf{1}_{G}$ the function identically equal to 1 on $G$.

If $\mathcal{A}$ is a unital Banach algebra and $x \in \mathcal{A}, \sigma(x)$ will denote the spectrum of $x$, and $\rho(x)$ the spectral radius of $x$. Recall that

$$
\rho(x)=\lim _{n \longrightarrow \infty}\left\|x^{n}\right\|^{1 / n}=\inf _{n \in \mathbb{N}}\left\|x^{n}\right\|^{1 / n}
$$

The unitary dual $\widehat{G}$ of $G$ is the set of all equivalence classes of irreducible unitary representations of $G$. Recall that when $G$ is a compact group, the space $\widehat{G}$ considered as a topological space, is equipped with the discrete topology. Finally, for $R \in \widehat{G}, d_{R}$ will stand for the dimension of $R$.

If $f \in L^{1}(G), f^{n}$ will denote $n$-fold convolution of $f$ with itself: $f^{n}=f * \cdots * f$, $n \in \mathbb{N}$. Similarly, for $\mu \in M(G), \mu^{n}=\mu * \cdots * \mu, n \in \mathbb{N}$, will denote $n$-fold convolution of $\mu$ with itself.

If $f \in L^{1}(G), \widehat{f}$ will denote its Fourier transform:

$$
\widehat{f}(R)=\int_{G} R\left(x^{-1}\right) f(x) \lambda_{G}(d x) ;
$$

recall that $\|\widehat{f}(R)\| \leqslant\|f\|_{1}$ for all $R \in \widehat{G}$, and that $\widehat{(f * g)}(R)=\widehat{g}(R) \widehat{f}(R)$ for all $R \in \widehat{G}$ and $f, g \in L^{1}(G)$. Similarly, for $\mu \in M(G), \widehat{\mu}$ will denote the Fourier transform of $\mu$ :

$$
\widehat{\mu}(R)=\int_{G} R\left(x^{-1}\right) \mu(d x) ;
$$

again $\|\widehat{\mu}(R)\| \leqslant\|\mu\|$ for all $R \in \widehat{G}$, and $\widehat{(\mu * \nu)}(R)=\widehat{\nu}(R) \widehat{\mu}(R)$ for all $R \in \widehat{G}$ and $\mu, \nu \in$ $M(G)$. For a measure $\mu \in M(G), \mu_{\text {a.c. }}$ and $\mu_{s}$ will denote its absolutely continuous and singular parts respectively, with respect to Haar measure $\lambda_{G}$. Recall that $\|\mu\|=$ $\left\|\mu_{a . c .}\right\|+\left\|\mu_{s}\right\|$ for $\mu \in M(G)$. Finally, if $a$ and $b$ are non-negative numbers, $a \vee b$ denotes their maximum: $a \vee b=\max \{a, b\}$.

The following theorem which establishes a spectral formula for the measure algebra of a compact group is proved in [1].

Theorem 1.1. Let $G$ be a compact group, let $\widehat{G}$ be its unitary dual, and let $\mu \in M(G)$. Then

$$
\lim _{n \longrightarrow \infty}\left\|\mu^{n}\right\|^{1 / n}=\sup _{R \in \widehat{G}} \rho(\widehat{\mu}(R)) \vee \inf _{n \in \mathbb{N}}\left\|\left(\mu^{n}\right)_{s}\right\|^{1 / n} .
$$

Corollary 1.2. Let $G$ be a compact group, let $\widehat{G}$ be its unitary dual, and let $f \in L^{1}(G)$. Then

$$
\lim _{n \longrightarrow \infty}\left\|f^{n}\right\|_{1}^{1 / n}=\max _{R \in \widehat{G}} \rho(\widehat{f}(R)) .
$$

Remarks.
(1) Recall that the radical $\operatorname{Rad}\left[L^{1}(G)\right]$ of the ideal $L^{1}(G)$ is the closed two-sided ideal in $M(G)$ consisting of those $\mu \in M(G)$ for which

$$
\inf _{n \in \mathbb{N}}\left\|\left([\nu * \mu]^{n}\right)_{s}\right\|^{1 / n}=0
$$

for all $\nu \in M(G)$. Thus Corollary 1.2 extends to $\operatorname{Rad}\left[L^{1}(G)\right]$; i.e., for $\mu \in$ $\operatorname{Rad}\left[L^{1}(G)\right]$,

$$
\begin{equation*}
\lim _{n \longrightarrow \infty}\left\|\mu^{n}\right\|^{1 / n}=\sup _{R \in \widehat{G}} \rho(\widehat{\mu}(R)) . \tag{1.1}
\end{equation*}
$$

(2) On the other hand, (1.1) does not extend to all of $M(G)$, and this reflects the fact that $M(G)$ is asymmetric (cf. [5]). In fact (1.1) cannot hold on any asymmetric subalgebra of $M(G)$. For suppose $\mathcal{A}$ is asymmetric. Then there exists a selfadjoint measure $\mu \in \mathcal{A}$, i.e., with $\mu^{*}=\mu$ where $\mu^{*}(B)=\overline{\mu\left(B^{-1}\right)}$, whose spectrum $\sigma(\mu)$ contains a non-real complex number $\lambda=u+i v$, and we may, without loss of generality, assume that $\|\mu\|=1$ and that $v>0$. Then there exists a polynomial $p$, with $p(0)=0$ and such that $|p(\lambda)|>\max _{x \in[-1,1]}|p(x)|$. (For example, consider the entire function $f(z)=z e^{-i c z}$, where $c$ is such that

$$
|f(\lambda)|=|\lambda| e^{c v}>1=\max _{x \in[-1,1]}|f(x)|,
$$

and approximate it by its Taylor polynomial, uniformly on the closed unit disc. We thank V. Nestoridis for this particular construction.) Since $p$ is a polynomial
without constant coefficient and $\mathcal{A}$ is an algebra, we have that $\nu=p(\mu) \in \mathcal{A}$. On the other hand, $p(\lambda) \in \sigma(\nu)$, whence $\rho(\nu) \geqslant|p(\lambda)|$. Since $\mu=\mu^{*}$, the operator $\widehat{\mu}(R)$ is self-adjoint and hence its spectrum is real for any $R \in \widehat{G}$; since $\widehat{\nu}(R)=$ $p(\widehat{\mu}(R))$, and therefore $\sigma(\widehat{\nu}(R))=p(\sigma(\widehat{\mu}(R)))$, we must then have that $\rho(\widehat{\nu}(R)) \leqslant$ $\max _{x \in[-1,1]}|p(x)|$ for all $R \in \widehat{G}$. Thus the measure $\nu \in \mathcal{A}$ cannot satisfy (1.1).
(3) We would like to note that, in contrast, formula (1.1) does hold for all central measures on a compact simple Lie group. This follows from results of Ragozin [14] (Corollary 3.4 and its extension to the disconnected case, p. 228, in [14]), in conjunction with usual Gelfand theory. Note that for such groups, the algebra of central measures $Z(M(G))$ is in fact symmetric [14, p. 221].

## 2 An Application

If $G$ is a compact group and $\mu$ a regular Borel probability measure on $G$, we shall say that the pair $(G, \mu)$ is adapted if $\mu$ is not supported by a proper closed subgroup of $G$. When $(G, \mu)$ is adapted, we shall say that $\mu$ is strictly aperiodic if it is not concentrated on a coset of a proper, closed, normal subgroup of $G$.

As an application of the spectral radius formula of Theorem 1.1 the following is proved in [1].

Theorem 2.1. Suppose $G$ is a compact group, and $\mu$ a regular Borel probability measure on $G$. Then

$$
\left\|\mu^{n}-\lambda_{G}\right\|^{1 / n} \longrightarrow \sup _{R \in \widehat{G} \backslash\left\{\mathbf{1}_{G}\right\}} \rho(\widehat{\mu}(R)) \vee \inf _{n \in \mathbb{N}}\left\|\left(\mu^{n}\right)_{s}\right\|^{1 / n}
$$

In particular, $\left\|\mu^{n}-\lambda_{G}\right\| \longrightarrow 0$ iff
(1) $(G, \mu)$ is adapted and $\mu$ is strictly aperiodic, and
(2) $\mu, \mu^{2}, \ldots$ are not all singular with respect to Haar measure $\lambda_{G}$.

Moreover, the convergence $\left\|\mu^{n}-\lambda_{G}\right\| \longrightarrow 0$ takes place exponentially fast when it holds.
Corollary 2.2. Suppose $G$ is a compact group, and $\mu$ a regular Borel probability measure on $G$. Suppose further that $\mu$ is absolutely continuous with respect to Haar measure $\lambda_{G}$ on $G$. Then

$$
\lim _{n \longrightarrow \infty}\left\|\mu^{n}-\lambda_{G}\right\|^{1 / n}=\max _{R \in \widehat{G} \backslash\left\{\mathbf{1}_{G}\right\}} \rho(\widehat{\mu}(R))
$$

If in particular $(G, \mu)$ is adapted and $\mu$ strictly aperiodic, then $\left\|\mu^{n}-\lambda_{G}\right\| \longrightarrow 0$ exponentially fast.

Remarks.
(1) Corollary 2.2 already appears in [10, Theorem 13 and §5.2] (see also [9]). However, Corollary 2.2 also gives the rate of decay of $\left\|\mu^{n}-\lambda_{G}\right\|$; in particular, the estimate

$$
\lim _{n \longrightarrow \infty}\left\|\mu^{n}-\lambda_{G}\right\|^{1 / n}=\max _{R \in \widehat{G} \backslash\left\{\mathbf{1}_{G}\right\}} \rho(\widehat{\mu}(R))=a
$$

is sharp, in the sense that, for each $\epsilon>0$, one has that

$$
a^{n} \leq\left\|\mu^{n}-\lambda_{G}\right\| \leq(a+\epsilon)^{n}
$$

for sufficiently large $n$.
(2) This estimate, valid when $\mu$ has an $L^{1}$-density, is also to be compared to a well known estimate of Diaconis and Shahshahani [6], of use only when $\mu^{n}$ has an $L^{2}$-density: $\left\|\mu^{n}-\lambda_{G}\right\|^{2} \leqslant \sum_{R \neq \mathbf{1}_{G}} d_{R}\left\|\widehat{\mu}(R)^{n}\right\|_{2}^{2}$ (here $\left\|\|_{2}\right.$ denotes the HilbertSchmidt norm).
(3) A weak form of Theorem 2.1 seems to first have appeared in Bhattacharya [4, Theorems 2 and 3]. In the general form presented here, it also appears in Mindlin [11, Theorem 1], and in Ross and Xu [15, Theorem 4.1] (except again for the precise rate of decay to 0 ).

The following lemma is implicit in the proof of Theorem 3.3.5 in [16].
Lemma 2.3. Let $G$ be a compact group, and $\mu$ a regular Borel probability measure on $G$ not supported by a proper closed subgroup of $G$. If $\rho(\widehat{\mu}(R))=1$ for some $R \in \widehat{G}$ with $R \neq 1_{G}$, then there exists a closed, normal, proper subgroup $H$ of $G$ with $\mu(g H)=1$ for some $g \in G$.

Proof of Theorem 2.1. We provide a proof in case $\mu$ has a non-trivial absolutely continuous part. It is straightforward to verify that $\mu^{n}-\lambda_{G}=\left(\mu-\lambda_{G}\right)^{n}$, so that

$$
\begin{aligned}
\left\|\mu^{n}-\lambda_{G}\right\|^{1 / n} & \longrightarrow \sup _{R \in \widehat{G}} \rho\left(\left(\widehat{\mu-\lambda_{G}}\right)(R)\right) \vee \inf _{n \in \mathbb{N}}\left\|\left(\mu^{n}\right)_{s}\right\|^{1 / n} \\
& =\sup _{R \in \widehat{G} \backslash\left\{\mathbf{1}_{G}\right\}} \rho(\widehat{\mu}(R)) \vee \inf _{n \in \mathbb{N}}\left\|\left(\mu^{n}\right)_{s}\right\|^{1 / n}
\end{aligned}
$$

by Theorem 1.1. Since $\mu_{\text {a.c. }} \neq 0$, we must have that $\left\|\mu_{s}\right\|<1$. Since $(G, \mu)$ is adapted and $\mu$ is strictly aperiodic, we also have that $\rho(\widehat{\mu}(R))<1$ for all $R \in \widehat{G}$ with $R \neq 1_{G}$, by Lemma 2.3. It then follows from the Riemann-Lebesgue lemma that $\sup _{R \in \widehat{G} \backslash\left\{\mathbf{1}_{G}\right\}} \rho(\widehat{\mu}(R))<1$; for if $\widehat{F} \subseteq \widehat{G}$ is a finite set for which $\left\|\widehat{\mu}_{\text {a.c. }}(R)\right\|<\frac{1}{2}\left(1-\left\|\mu_{s}\right\|\right)$ for all $R \in \widehat{G} \backslash \widehat{F}$, then

$$
\|\widehat{\mu}(R)\| \leqslant\left\|\widehat{\mu}_{a . c .}(R)\right\|+\left\|\widehat{\mu}_{s}(R)\right\| \leqslant \frac{1}{2}\left(1-\left\|\mu_{s}\right\|\right)+\left\|\mu_{s}\right\|=\frac{1}{2}\left(1+\left\|\mu_{s}\right\|\right)
$$

for all $R \in \widehat{G} \backslash \widehat{F}$, whence

$$
\begin{aligned}
\sup _{R \in \widehat{G} \backslash\left\{\mathbf{1}_{G}\right\}} \rho(\widehat{\mu}(R)) & \leqslant \max _{R \in \widehat{F} \backslash\left\{\mathbf{1}_{G}\right\}} \rho(\widehat{\mu}(R)) \vee \sup _{R \in \widehat{G} \backslash \widehat{F}}\|\widehat{\mu}(R)\| \\
& \leqslant \max _{R \in \widehat{F} \backslash\left\{\mathbf{1}_{G}\right\}} \rho(\widehat{\mu}(R)) \vee\left(\frac{1}{2}+\frac{1}{2}\left\|\mu_{s}\right\|\right)<1 .
\end{aligned}
$$

On the other hand, $\left\|\left(\mu^{n}\right)_{s}\right\| \leq\left\|\left(\mu_{s}\right)^{n}\right\|$, which implies $\left\|\left(\mu^{n}\right)_{s}\right\|^{1 / n} \leq\left\|\mu_{s}\right\|$.
Thus

$$
\sup _{R \in \widehat{G} \backslash\left\{\mathbf{1}_{G}\right\}} \rho(\widehat{\mu}(R)) \vee \inf _{n \in \mathbb{N}}\left\|\left(\mu^{n}\right)_{s}\right\|^{1 / n}<1,
$$

and so $\left\|\mu^{n}-\lambda_{G}\right\| \longrightarrow 0$, exponentially fast.
We prove the necessity of conditions (1) and (2). If ( $G, \mu$ ) is not adapted, then $\mu^{n}$ is concentrated on a closed proper subgroup of $G$. If $\mu$ is not strictly aperiodic, there is a proper, closed, normal subgroup $N$ of $G$ and $g \in G$ such that $\mu$ is concentrated on $g N$ and consequently $\mu^{n}$ is concentrated on $g^{n} N$. In either case, $\mu^{n}$ is singular with respect to $\lambda_{G}$ for all $n \in \mathbb{N}$. If $\mu^{n}$ is singular with respect to $\lambda_{G}$ for all $n \in \mathbb{N}$, then $\left\|\mu^{n}-\lambda_{G}\right\|=2$ for all $n \in \mathbb{N}$, whence $\mu^{n}$ cannot converge to $\lambda_{G}$ in norm.

## 3 A spectral radius formula for the Fourier-Stieltjes algebra

The Fourier algebra and the Fourier-Stieltjes algebra of a locally compact group were introduced by Eymard in [7]. They are important objects of study in the area of Noncommutative Harmonic Analysis. We refer the reader to the monograph [8] for information about these algebras.

Let $G$ be a locally compact group and $B(G)$ be the space of all functions of the form

$$
\langle R(x) \xi, \eta\rangle
$$

where $R$ is a unitary representation of $G$ in a Hilbert space $H$ and $\xi, \eta$ are vectors in $H$. If $f \in L^{1}(G)$ we denote by

$$
\|f\|_{C^{*}(G)}
$$

the $C^{*}$-norm of $f$, defined by

$$
\|f\|_{C^{*}(G)}=\sup \{\|R(f)\|: R \in \widehat{G}\} .
$$

The map

$$
u \mapsto \sup \left\{\left|\int_{G} u(x) f(x) d x\right|: f \in L^{1}(G),\|f\|_{C^{*}(G)} \leq 1\right\}
$$

is a norm on $B(G)$. The space $B(G)$ with this norm and pointwise multiplication is a Banach algebra, called the Fourier-Stieltjes algebra of the group $G$.

The Fourier algebra $A(G)$ of a locally compact group $G$ is the space of all functions of the form

$$
\langle\lambda(x) \xi, \eta\rangle
$$

where $\lambda$ is the left regular representation of $G$ and $\xi, \eta$ are in $L^{2}(G)$. It is a closed ideal of $B(G)$.

If $G$ is abelian, the dual $\widehat{G}$ of $G$ is a locally compact group and then the FourierStieltjes transform $\mu \mapsto \widehat{\mu}$ is an isometric isomorphism from the measure algebra $M(G)$ onto the Fourier-Stieltjes algebra $B(\widehat{G})$ of the group $\widehat{G}$. Similarly, the Fourier transform $f \mapsto \widehat{f}$ is an isometric isomorphism from $L^{1}(G)$ onto the Fourier algebra $A(\widehat{G})$ of the group $\widehat{G}$.

Recall that the measure algebra $M(G)$ decomposes as

$$
M(G)=L^{1}(G) \oplus M_{s}(G)
$$

where $L^{1}(G)$ is identified via the Radon-Nikodym Theorem with the space of absolutely continuous measures with respect to the Haar measure and $M_{s}(G)$ is the space of singular measures (i.e. the space of measures supported on a set of zero Haar measure).

Arsac has proved in [3] that there exists a subspace $B_{s}(G)$ of the Fourier-Stieltjes algebra such that $B(G)$ decomposes as

$$
B(G)=A(G) \oplus B_{s}(G)
$$

If $G$ is abelian, then the space of Fourier-Stieltjes transforms of measures in $M_{s}(G)$ is the space $B_{s}(\widehat{G})$ For more information about this decomposition of the Fourier-Stieljes algebra the reader is referred to [13].

Let $f \in B(G)$. We will write

$$
f=f_{\text {a.c. }}+f_{s}
$$

with $f_{\text {a.c. }} \in A(G)$ and $f_{s} \in B_{s}(G)$.
The following result was proved by Ohrysko and Roginskaya in [12].
Theorem 3.1. Let $G$ be a locally compact group and $f \in B(G)$. Then, the spectral radius $\rho(f)$ of $f$ is given by the following formula

$$
\rho(f)=\|f\|_{\infty} \vee \inf \left\|\left(f^{n}\right)_{s}\right\|^{1 / n}
$$

Remarks.
(1) We recall that if $G$ is a locally compact group, then $G$ is an abelian compact group if and only if its dual group $\widehat{G}$ is an abelian discrete group. Thus, it follows from Theorem 1.1 that the conclusion of Theorem 3.1 holds for discrete abelian groups and similarly it follows from Theorem 3.1 that the conclusion of Theorem 1.1 holds for abelian compact groups.
(2) A consequence of Theorem 3.1 is that the spectral radius formula of Theorem 1.1 is valid for all abelian locally compact groups.
(3) It is proved in [2] that the spectral radius formula of Theorem 1.1 is valid for locally compact motion groups.
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# Half-space depth and threshold for the measure of random polytopes 

Silouanos Brazitikos*<br>Dedicated to the memory of Dimitris Gatzouras


#### Abstract

Given a probability measure $\mu$ on $\mathbb{R}^{n}$, Tukey's half-space depth is defined for any $x \in \mathbb{R}^{n}$ by $\varphi_{\mu}(x)=\inf \{\mu(H): H \in \mathcal{H}(x)\}$, where $\mathcal{H}(x)$ is the set of all half-spaces $H$ of $\mathbb{R}^{n}$ containing $x$. We show that if $\mu$ is log-concave then $$
e^{-c_{1} n} \leqslant \int_{\mathbb{R}^{n}} \varphi_{\mu}(x) d \mu(x) \leqslant e^{-c_{2} n / L_{\mu}^{2}}
$$ where $L_{\mu}$ is the isotropic constant of $\mu$ and $c_{1}, c_{2}>0$ are absolute constants. Tukey's half-space depth plays an important role in the study of the question if there exists a threshold for the expected measure of the random polytope $K_{N}=$ $\operatorname{conv}\left\{X_{1}, \ldots, X_{N}\right\}$, where $X_{1}, X_{2}, \ldots$ are independent random points in $\mathbb{R}^{n}$ distributed according to $\mu$. We present a general approach to this problem, which is based on the Cramer transform $\Lambda_{\mu}^{*}$ of $\mu$.


## 1 Introduction

Our starting point is the last (chronologically) published paper of Dimitris. In a joint work with A. Giannopoulos [13] they studied the question to obtain a threshold for the expected volume of a random polytope defined as the convex hull of independent random points with a given distribution. To get a feeling of the problem, consider first the example of the hypercube $[0,1]^{n}$ that was first examined in [11]. This polytope has $2^{n}$ vertices and volume 1 . Let $N=N(n)$, and let $Z_{1}, Z_{2}, \ldots Z_{N}$ be independent random variables, each uniformly distributed over $[0,1]^{n}$. Form the convex hull $K_{N}$ of these random points, and let $V_{n, N}$ be its expected volume, that is $V_{n, N}=\mathbb{E}\left|K_{N}\right|$. How large should $N(n)$ be to pick up significant volume? The answer is surprisingly small. Namely, let $\kappa=2 \pi / e^{\gamma+1 / 2}$, where $\gamma$ is Euler's constant and $\varepsilon>0$. Then, we have that

$$
\lim _{n \rightarrow \infty} \sup \left\{V_{n, N}: N \leqslant(\kappa-\epsilon)^{n}\right\}=0
$$

and

$$
\lim _{n \rightarrow \infty} \inf \left\{V_{n, N}: N \geqslant(\kappa+\epsilon)^{n}\right\}=1 .
$$

[^0]In [13], a very general result of this type was proved. In this work, $Z_{i}$ have independent identically distributed coordinates, according to a measure $\mu$ (they imposed on it some very mild assumptions) supported on a bounded interval. Using sophisticated techniques from large deviations theory, they proved that in that case there is also a sharp threshold, given by $\kappa=\mathbb{E}_{\mu}\left(\Lambda^{*}\right)$, where $\Lambda^{*}$ is the Cramer transform of the measure $\mu$, i.e. the Legendre transform of the log-Laplace transform of $\mu$ (see Section 3). According to a general geometric lemma, to do this, the main task is to study Tukey's half-space depth $\varphi_{\mu}$ which is defined for any $x \in \mathbb{R}^{n}$ by $\varphi_{\mu}(x)=\inf \{\mu(H): H \in \mathcal{H}(x)\}$, where $\mathcal{H}(x)$ is the set of all half-spaces $H$ of $\mathbb{R}^{n}$ containing $x$. In recent works with A . Giannopoulos and M . Pafis we revisit these questions.

## 2 Tukey's half-space depth

The first work in statistics where some form of the half-space depth appears is an article of Hodges [14] from 1955. Tukey introduced the half-space depth for data sets in [20] as a tool that enables efficient visualization of random samples in the plane. The term "depth" also comes from Tukey's article. A formal definition of the half-space depth as a way to distinguish points that fit the overall pattern of a multivariable probability distribution and to obtain an efficient description, visualization, and nonparametric statistical inference for multivariable data, was given by Donoho and Gasko in [10] (see also [19]). We refer the reader to the survey article of Nagy, Schutt and Werner [16] for an overview of this topic, with an emphasis on its connections with convex geometry, and many references. In [4] we study the expectation

$$
\mathbb{E}_{\mu}\left(\varphi_{\mu}\right):=\int_{\mathbb{R}^{n}} \varphi_{\mu}(x) d \mu(x)
$$

of $\varphi_{\mu}$ with respect to $\mu$. The following question was asked in [1]: Does there exist an absolute constant $c \in(0,1)$ such that $\mathbb{E}_{\mu}\left(\varphi_{\mu}\right) \leqslant c^{n}$ for all $n \geqslant 1$ and all log-concave probability measures $\mu$ in $\mathbb{R}^{n}$ ?

We provide an affirmative answer.
Theorem 2.1. Let $\mu$ be a log-concave probability measure on $\mathbb{R}^{n}$, $n \geqslant n_{0}$. Then, $\mathbb{E}_{\mu}\left(\varphi_{\mu}\right) \leqslant$ $\exp \left(-c n / L_{\mu}^{2}\right)$ where $L_{\mu}$ is the isotropic constant of $\mu$ and $c>0, n_{0} \in \mathbb{N}$ are absolute constants.

Since the quantity $\mathbb{E}_{\mu}\left(\varphi_{\mu}\right)$ is affinely invariant, we may assume that $\mu$ is isotropic. If $\mu$ is a log-concave measure on $\mathbb{R}^{n}$ with density $f_{\mu}$, the isotropic constant of $\mu$ is defined by

$$
L_{\mu}:=\left(\frac{\sup _{x \in \mathbb{R}^{n}} f_{\mu}(x)}{\int_{\mathbb{R}^{n}} f_{\mu}(x) d x}\right)^{\frac{1}{n}}[\operatorname{det} \operatorname{Cov}(\mu)]^{\frac{1}{2 n}}
$$

where $\operatorname{Cov}(\mu)$ is the covariance matrix of $\mu$ with entries

$$
\operatorname{Cov}(\mu)_{i j}:=\frac{\int_{\mathbb{R}^{n}} x_{i} x_{j} f_{\mu}(x) d x}{\int_{\mathbb{R}^{n}} f_{\mu}(x) d x}-\frac{\int_{\mathbb{R}^{n}} x_{i} f_{\mu}(x) d x}{\int_{\mathbb{R}^{n}} f_{\mu}(x) d x} \frac{\int_{\mathbb{R}^{n}} x_{j} f_{\mu}(x) d x}{\int_{\mathbb{R}^{n}} f_{\mu}(x) d x}
$$

We say that a log-concave probability measure $\mu$ on $\mathbb{R}^{n}$ is isotropic if is centered (it has its barycenter at the origin) and $\operatorname{Cov}(\mu)=I_{n}$, where $I_{n}$ is the identity $n \times n$ matrix. Note that a convex body $K$ of volume 1 is isotropic if and only if the log-concave probability measure with density $L_{K}^{n} \mathbf{1}_{K / L_{K}}$ is isotropic. The hyperplane conjecture asks if there exists an absolute constant $C>0$ such that

$$
L_{n}:=\max \left\{L_{\mu}: \mu \text { is an isotropic log-concave probability measure on } \mathbb{R}^{n}\right\} \leqslant C
$$

for all $n \geqslant 1$. Let us mention here that the best known upper bound for $L_{\mu}$ is due to Klartag and Lehec [15] (after breakthrough work of Y. Chen [8]) who showed that $L_{n} \leqslant c(\ln n)^{4}$, where $c>0$ is an absolute constant.

In fact, Theorem 2.1 is a special case of a more general result.
Theorem 2.2. Let $\mu$ and $\nu$ be two log-concave probability measures on $\mathbb{R}^{n}, n \geqslant n_{0}$, with the same barycenter. Then,

$$
\mathbb{E}_{\nu}\left(\varphi_{\mu}\right):=\int_{\mathbb{R}^{n}} \varphi_{\mu}(x) d \nu(x) \leqslant \exp \left(-c n / L_{\nu}^{2}\right)
$$

for some absolute constants $c>0$ and $n_{0} \in \mathbb{N}$.
We also show that, apart from the value of the isotropic constant $L_{\mu}$, the exponential estimate provided by Theorem 2.1 is sharp.

Theorem 2.3. Let $\mu$ be a log-concave probability measure on $\mathbb{R}^{n}$. Then,

$$
\int_{\mathbb{R}^{n}} \varphi_{\mu}(x) d \mu(x) \geqslant e^{-c n}
$$

where $c>0$ is an absolute constant.
The proof of Theorem 2.2 and Theorem 2.3 makes use of several facts about isotropic log-concave probability measures. In particular, we exploit the properties of the family of the $L_{t}$-centroid bodies $Z_{t}(\mu)$ of $\mu$; for any $t \geqslant 1$ the body $Z_{t}(\mu)$ is the centrally symmetric convex body whose support function is

$$
h_{Z_{t}(\mu)}(y):=\left(\int_{\mathbb{R}^{n}}|\langle x, y\rangle|^{t} d \mu(x)\right)^{1 / t}
$$

Several variants of the threshold problem for the expected volume of random polytopes have been studied. Besides [11] and [13], the articles [18] and [2], [3] address the same question for a number of cases where $X_{i}$ have rotationally invariant densities. Exponential in the dimension upper and lower thresholds are obtained in [12] for the case where $X_{i}$ are uniformly distributed in a simplex.

An upper threshold was obtained recently by Chakraborti, Tkocz and Vritsiou in [7] for a large family of distributions: If $\mu$ is an even log-concave probability measure supported on a convex body $K$ in $\mathbb{R}^{n}$ and if $X_{1}, X_{2}, \ldots$ are independent random points distributed according to $\mu$ then for any $n<N \leqslant \exp \left(c_{1} n / L_{\mu}^{2}\right)$ we have that

$$
\frac{\mathbb{E}_{\mu^{N}}\left(\left|K_{N}\right|\right)}{|K|} \leqslant \exp \left(-c_{2} n / L_{\mu}^{2}\right)
$$

where $c_{1}, c_{2}>0$ are absolute constants. In [4] we obtain an analogous estimate in a more general setting.

Theorem 2.4. Let $\mu$ be a centered log-concave probability measure on $\mathbb{R}^{n}$. Let $X_{1}, X_{2}, \ldots$ be independent random points in $\mathbb{R}^{n}$ distributed according to $\mu$ and for any $N>n$ consider the random polytope $K_{N}=\operatorname{conv}\left\{X_{1}, \ldots, X_{N}\right\}$. Then, for any centered logconcave probability measure $\nu$ on $\mathbb{R}^{n}$ and any $N \leqslant \exp \left(c_{1} n / L_{\nu}^{2}\right)$ we have that

$$
\mathbb{E}_{\mu^{N}}\left(\nu\left(K_{N}\right)\right) \leqslant \exp \left(-c_{2} n / L_{\nu}^{2}\right)
$$

where $c_{1}, c_{2}>0$ are absolute constants.
Theorem 2.4 shows that if $N_{1}(n)=\exp \left(c n / L_{n}^{2}\right)$, where $c>0$ is an absolute constant, then

$$
\sup _{\mu, \nu}\left(\sup \left\{\mathbb{E}\left[\nu\left(K_{N}\right)\right]: N \leqslant N_{1}(n)\right\}\right) \longrightarrow 0
$$

as $n \rightarrow \infty$, where the first supremum is over all centered log-concave probability measures $\mu$ and $\nu$ on $\mathbb{R}^{n}$.

A lower threshold is also established in [7] for the case where $\mu$ is an even $\kappa$ concave measure on $\mathbb{R}^{n}$ with $0<\kappa<1 / n$, supported on a convex body $K$ in $\mathbb{R}^{n}$. If $X_{1}, X_{2}, \ldots$ are independent random points in $\mathbb{R}^{n}$ distributed according to $\mu$ and $K_{N}=$ $\operatorname{conv}\left\{X_{1}, \ldots, X_{N}\right\}$ as before, then for any $M \geqslant C$ and any $N \geqslant \exp \left(\frac{1}{\kappa}(\log n+2 \log M)\right)$ we have that

$$
\frac{\mathbb{E}_{\mu^{N}}\left(\left|K_{N}\right|\right)}{|K|} \geqslant 1-\frac{1}{M},
$$

where $C>0$ is an absolute constant. Since the family of log-concave probability measures corresponds to the case $\kappa=0$, it is natural to ask for an analogue of this result for 0-concave, i.e. log-concave, probability measures. We obtain the next lower threshold for the case $\nu=\mu$.

Theorem 2.5. Let $\delta \in\left(1 / n^{2}, 1\right)$. Then,

$$
\inf _{\mu} \inf \left\{\mathbb{E}\left[\mu\left((1+\delta) K_{N}\right)\right]: N \geqslant \exp \left(C \delta^{-1} \ln (2 / \delta) n \ln n\right)\right\} \longrightarrow 1
$$

as $n \rightarrow \infty$, where the first infimum is over all log-concave probability measures $\mu$ on $\mathbb{R}^{n}$ and $C>0$ is an absolute constant.

It should be noted that an exponential in the dimension lower threshold is not possible in full generality. For example, in the case where $X_{i}$ are uniformly distributed in the Euclidean ball one needs $N \geqslant \exp (c n \ln n)$ points so that the volume of a random $K_{N}$ will be significantly large. Thus, apart from the constants depending on $\delta$, Theorem 2.5 is sharp. However, it provides a weak threshold in the sense that we estimate the expectation $\mathbb{E}_{\mu^{N}}\left(\mu(1+\delta) K_{N}\right)$ (for an arbitrarily small but positive value of $\delta$ ) while the original question is about $\mathbb{E}_{\mu^{N}}\left(\mu\left(K_{N}\right)\right)$. We are able to "remove the $\delta$-term", however the dependence on $n$ is worse. More precisely, we show that there exists an absolute constant $C>0$ such that

$$
\inf _{\mu} \inf \left\{\mathbb{E}\left[\mu\left(K_{N}\right)\right]: N \geqslant \exp \left(C(n \ln n)^{2} u(n)\right)\right\} \longrightarrow 1
$$

as $n \rightarrow \infty$, where the first infimum is over all log-concave probability measures $\mu$ on $\mathbb{R}^{n}$ and $u(n)$ is any function with $u(n) \rightarrow \infty$ as $n \rightarrow \infty$.

## 3 The threshold problem

In [5] we study the question to obtain a threshold for the expected measure of a random polytope defined as the convex hull of independent random points with a log-concave distribution. The general formulation of the problem is the following. Given a logconcave probability measure $\mu$ on $\mathbb{R}^{n}$, let $X_{1}, X_{2}, \ldots$ be independent random points in $\mathbb{R}^{n}$ distributed according to $\mu$ and for any $N>n$ define the random polytope

$$
K_{N}=\operatorname{conv}\left\{X_{1}, \ldots, X_{N}\right\}
$$

Then, consider the expectation $\mathbb{E}_{\mu^{N}}\left[\mu\left(K_{N}\right)\right]$ of the measure of $K_{N}$, where $\mu^{N}=\mu \otimes \cdots \otimes \mu$ ( $N$ times). This is an affinely invariant quantity, so we may assume that $\mu$ is centered, i.e. the barycenter of $\mu$ is at the origin.

Given $\delta \in(0,1)$ we say that $\mu$ satisfies a " $\delta$-upper threshold" with constant $\varrho_{1}$ if

$$
\begin{equation*}
\sup \left\{\mathbb{E}_{\mu^{N}}\left[\mu\left(K_{N}\right)\right]: N \leqslant \exp \left(\varrho_{1} n\right)\right\} \leqslant \delta \tag{3.1}
\end{equation*}
$$

and that $\mu$ satisfies a " $\delta$-lower threshold" with constant $\varrho_{2}$ if

$$
\begin{equation*}
\inf \left\{\mathbb{E}_{\mu^{N}}\left[\mu\left(K_{N}\right)\right]: N \geqslant \exp \left(\varrho_{2} n\right)\right\} \geqslant 1-\delta \tag{3.2}
\end{equation*}
$$

Then, we define the functions $\varrho_{1}(\mu, \delta)=\sup \left\{\varrho_{1}:(3.1)\right.$ holds true $\}$ and $\varrho_{2}(\mu, \delta)=$ $\inf \left\{\varrho_{2}:(3.2)\right.$ holds true $\}$. Our main goal is to obtain upper bounds for the difference

$$
\varrho(\mu, \delta):=\varrho_{2}(\mu, \delta)-\varrho_{1}(\mu, \delta)
$$

for any fixed $\delta \in\left(0, \frac{1}{2}\right)$.
One may also consider a sequence $\left\{\mu_{n}\right\}_{n=1}^{\infty}$ of log-concave probability measures $\mu_{n}$ on $\mathbb{R}^{n}$. Then, we say that $\left\{\mu_{n}\right\}_{n=1}^{\infty}$ exhibits a "sharp threshold" if there exists a sequence $\left\{\delta_{n}\right\}_{n=1}^{\infty}$ of positive reals such that $\delta_{n} \rightarrow 0$ and $\varrho\left(\mu_{n}, \delta_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$.

We present a general approach to the problem, working with an arbitrary log-concave probability measure $\mu$ on $\mathbb{R}^{n}$, which is based on the Cramer transform of $\mu$. Recall that the logarithmic Laplace transform of $\mu$ is defined by

$$
\Lambda_{\mu}(\xi)=\ln \left(\int_{\mathbb{R}^{n}} e^{\langle\xi, z\rangle} d \mu(z)\right), \quad \xi \in \mathbb{R}^{n}
$$

and the Cramer transform of $\mu$ is the Legendre transform of $\Lambda_{\mu}$, defined by

$$
\Lambda_{\mu}^{*}(x)=\sup _{\xi \in \mathbb{R}^{n}}\left\{\langle x, \xi\rangle-\Lambda_{\mu}(\xi)\right\}, \quad x \in \mathbb{R}^{n}
$$

For every $t>0$ we set

$$
B_{t}(\mu):=\left\{x \in \mathbb{R}^{n}: \Lambda_{\mu}^{*}(x) \leqslant t\right\}
$$

From the definition of $\Lambda_{\mu}^{*}$ one can easily check that for every $x \in \mathbb{R}^{n}$ we have $\varphi_{\mu}(x) \leqslant$ $\exp \left(-\Lambda_{\mu}^{*}(x)\right)$. In particular, for any $t>0$ and for all $x \notin B_{t}(\mu)$ we have that $\varphi_{\mu}(x) \leqslant$ $\exp (-t)$. A main idea, which appears in all the previous works on this topic, is to show that $\varphi_{\mu}$ is almost constant on the boundary $\partial\left(B_{t}(\mu)\right)$ of $B_{t}(\mu)$. Our first main result shows that this is true, in general, if $\mu=\mu_{K}$ is the uniform measure on a centered convex body of volume 1 in $\mathbb{R}^{n}$.

Theorem 3.1. Let $K$ be a centered convex body of volume 1 in $\mathbb{R}^{n}$. Then, for every $t>0$ we have that

$$
\inf \left\{\varphi_{\mu_{K}}(x): x \in B_{t}\left(\mu_{K}\right)\right\} \geqslant \frac{1}{10} \exp (-t-2 \sqrt{n})
$$

This implies that

$$
\omega_{\mu_{K}}(x)-5 \sqrt{n} \leqslant \Lambda^{*}(x) \leqslant \omega_{\mu_{K}}(x)
$$

for every $x \in \mathbb{R}^{n}$, where $\omega_{\mu_{K}}(x)=\ln \left(\frac{1}{\varphi_{\mu_{K}}(x)}\right)$.
Theorem 3.1 may be viewed as a version of Cramér's theorem (see [9]) for random vectors uniformly distributed in convex bodies. Its proof exploits techniques from the theory of large deviations and a theorem of Nguyen [17] which is exactly the ingredient that forces us to consider only uniform measures on convex bodies. It seems harder to prove, if true, an analogous estimate for any centered log-concave probability measure $\mu$ on $\mathbb{R}^{n}$.

The second step in our approach is to consider, for any centered log-concave probability measure $\mu$ on $\mathbb{R}^{n}$, the parameter

$$
\begin{equation*}
\beta(\mu)=\frac{\operatorname{Var}_{\mu}\left(\Lambda_{\mu}^{*}\right)}{\left(\mathbb{E}_{\mu}\left(\Lambda_{\mu}^{*}\right)\right)^{2}} \tag{3.3}
\end{equation*}
$$

provided that

$$
\left\|\Lambda_{\mu}^{*}\right\|_{L^{2}(\mu)}=\left(\mathbb{E}_{\mu}\left(\left(\Lambda_{\mu}^{*}\right)^{2}\right)\right)^{1 / 2}<\infty
$$

Roughly speaking, the plan is the following: provided that $\varphi_{\mu}$ is "almost constant" on $\partial\left(B_{t}(\mu)\right)$ for all $t>0$ and that $\beta(\mu)=o_{n}(1)$, one can establish a "sharp threshold" for the expected measure of $K_{N}$ with

$$
\varrho_{2} \approx \varrho_{1} \approx\left\|\Lambda_{\mu}^{*}\right\|_{L^{1}(\mu)}=\mathbb{E}_{\mu}\left(\Lambda_{\mu}^{*}\right)
$$

Note that it is not clear in advance that $\Lambda_{\mu}^{*}$ has bounded second or higher order moments, which is necessary so that $\beta(\mu)$ would be well-defined. We obtain an affirmative answer in the case of the uniform measure on a convex body. In fact we cover the more general case of $\kappa$-concave probability measures, $\kappa \in(0,1 / n]$, which are supported on a centered convex body.

Theorem 3.2. Let $K$ be a centered convex body of volume 1 in $\mathbb{R}^{n}$. Let $\kappa \in(0,1 / n]$ and let $\mu$ be a centered $\kappa$-concave probability measure with $\operatorname{supp}(\mu)=K$. Then,

$$
\int_{\mathbb{R}^{n}} e^{\frac{\kappa \Lambda_{\mu}^{*}(x)}{2}} d \mu(x)<\infty
$$

In particular, for all $p \geqslant 1$ we have that $\mathbb{E}_{\mu}\left(\left(\Lambda_{\mu}^{*}(x)\right)^{p}\right)<\infty$.
The method of proof of Theorem 3.2 gives in fact reasonable upper bounds for $\left\|\Lambda_{\mu}^{*}\right\|_{L^{p}(\mu)}$. In particular, if we assume that $\mu=\mu_{K}$ is the uniform measure on a centered convex body then we obtain a sharp two sided estimate for the most interesting case where $p=1$ or 2 .

Theorem 3.3. Let $K$ be a centered convex body of volume 1 in $\mathbb{R}^{n}, n \geqslant 2$. Then,

$$
c_{1} n / L_{\mu_{K}}^{2} \leqslant\left\|\Lambda_{\mu_{K}}^{*}\right\|_{L^{1}\left(\mu_{K}\right)} \leqslant\left\|\Lambda_{\mu_{K}}^{*}\right\|_{L^{2}\left(\mu_{K}\right)} \leqslant c_{2} n \ln n,
$$

where $L_{\mu_{K}}$ is the isotropic constant of the uniform measure $\mu_{K}$ on $K$ and $c_{1}, c_{2}>0$ are absolute constants.

The left-hand side inequality of Theorem 3.3 follows easily from Theorem 2.1, one of the main results in [4]. Both the lower and the upper bound are of optimal order with respect to the dimension. This can be seen e.g. from the example of the uniform measure on the cube or the Euclidean ball, respectively.

Besides Theorem 3.2, we show that $\Lambda_{\mu}^{*}$ has finite moments of all orders in the following cases:
(i) If $\mu$ is a centered probability measure on $\mathbb{R}$ which is absolutely continuous with respect to Lebesgue measure or a product of such measures.
(ii) If $\mu$ is a centered log-concave probability measure on $\mathbb{R}^{n}$ and there exists a function $g:[1, \infty) \rightarrow[1, \infty)$ with $\lim _{t \rightarrow \infty} g(t) / \ln (t+1)=+\infty$ such that $Z_{t}^{+}(\mu) \supseteq g(t) Z_{2}^{+}(\mu)$ for all $t \geqslant 2$, where $\left\{Z_{t}^{+}(\mu)\right\}_{t \geqslant 1}$ is the family of one-sided $L_{t}$-centroid bodies of $\mu$.

Again, it seems harder to prove, if true, an analogous result for any centered log-concave probability measure $\mu$ on $\mathbb{R}^{n}$.

Next we show how one can use the previous results to obtain bounds for $\varrho(\mu, \delta)$. We also clarify the role of the parameter $\beta(\mu)$. One would hope that $\beta(\mu)$ is small as the dimension increases, e.g. $\beta(\mu) \leqslant c / \sqrt{n}$. If so, then the next general result provides satisfactory lower bounds for $\varrho_{1}(\mu, \delta)$.

Theorem 3.4. Let $\mu$ be a centered log-concave probability measure on $\mathbb{R}^{n}$. Assume that $\beta(\mu)<1 / 8$ and $8 \beta(\mu)<\delta<1$. If $n / L_{\mu}^{2} \geqslant c_{2} \ln (2 / \delta) \sqrt{\delta / \beta(\mu)}$ where $L_{\mu}$ is the isotropic constant of $\mu$, then

$$
\varrho_{1}(\mu, \delta) \geqslant(1-\sqrt{8 \beta(\mu) / \delta}) \frac{\mathbb{E}_{\mu}\left(\Lambda_{\mu}^{*}\right)}{n}
$$

We are able to give satisfactory upper bounds for $\varrho_{2}(\mu, \delta)$ in the case where $\mu=\mu_{K}$ is the uniform measure on a centered convex body $K$ of volume 1 in $\mathbb{R}^{n}$.

Theorem 3.5. Let $K$ be a centered convex body of volume 1 in $\mathbb{R}^{n}$. Let $\beta\left(\mu_{K}\right)<1 / 2$ and $2 \beta\left(\mu_{K}\right)<\delta<1$. If $n / L_{\mu_{K}}^{2} \geqslant c_{2} \ln (2 / \delta) \sqrt{\delta / \beta\left(\mu_{K}\right)}$ then

$$
\varrho_{2}\left(\mu_{K}, \delta\right) \leqslant\left(1+\sqrt{8 \beta\left(\mu_{K}\right) / \delta}\right) \frac{\mathbb{E}_{\mu_{K}}\left(\Lambda_{\mu_{K}}^{*}\right)}{n}
$$

Combining these two results we see that, provided that $\beta\left(\mu_{K}\right)$ is small compared to a fixed $\delta \in(0,1)$, we have a threshold of the order

$$
\varrho\left(\mu_{K}, \delta\right) \leqslant \frac{c}{n} \sqrt{\frac{\operatorname{Var}_{\mu_{K}}\left(\Lambda_{\mu_{K}}^{*}\right)}{\delta}}
$$

The above discussion leaves open the question to estimate

$$
\beta_{n}:=\sup \left\{\beta(\mu): \mu \text { is a centered log-concave probability measure on } \mathbb{R}^{n}\right\} .
$$

We illustrate the method that we develop in this work with a number of examples. We consider first the standard examples of the uniform measure on the unit cube and the Gaussian measure. As a direct consequence of our results, in both cases we obtain a bound $\varrho(\mu, \delta) \leqslant c(\delta) / \sqrt{n}$ for the threshold, where $c(\delta)>0$ is a constant depending on $\delta$. Finally, we examine the case of the uniform measure on the Euclidean ball $D_{n}$ of volume 1 in $\mathbb{R}^{n}$. Here, we exploit the general fact that, for any centered convex body $K$ of volume 1 in $\mathbb{R}^{n}$, if we consider the function $\omega_{\mu_{K}}(x)=\ln \left(1 / \varphi_{\mu_{K}}(x)\right)$ and the parameter

$$
\tau\left(\mu_{K}\right)=\frac{\operatorname{Var}_{\mu}\left(\omega_{\mu_{K}}\right)}{\left(\mathbb{E}_{\mu}\left(\omega_{\mu_{K}}\right)\right)^{2}}
$$

then

$$
\beta\left(\mu_{K}\right)=\left(\tau\left(\mu_{K}\right)+O\left(L_{\mu_{K}}^{2} / \sqrt{n}\right)\right)\left(1+O\left(L_{\mu_{K}}^{2} / \sqrt{n}\right)\right) .
$$

In the case of the ball $D_{n}$, working with $\omega_{\mu_{D_{n}}}$ is easier than working with $\Lambda_{\mu_{D_{n}}}^{*}$, and we can check that

$$
\tau\left(\mu_{D_{n}}\right)=O(1 / n)
$$

This leads to the following sharp threshold for the Euclidean ball.
Theorem 3.6. Let $D_{n}$ be the centered Euclidean ball of volume 1 in $\mathbb{R}^{n}$. Then, the sequence $\mu_{n}:=\mu_{D_{n}}$ exhibits a sharp threshold with $\varrho\left(\mu_{n}, \delta\right) \leqslant \frac{c}{\sqrt{\delta n}}$ and e.g. in the case where $n$ is even we have that

$$
\mathbb{E}_{\mu_{n}}\left(\Lambda_{\mu_{n}}^{*}\right)=\frac{(n+1)}{2} H_{\frac{n}{2}}+O(\sqrt{n})
$$

as $n \rightarrow \infty$, where $H_{m}=\sum_{k=1}^{m} \frac{1}{k}$.
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# MaӨaívovtas поגu由́vupa otov Siakpıtó kúbo 



## 



$$
\sum_{i \geq 1}\left|a_{i}\right|=\max \left\{\left|\sum_{i \geq 1} a_{i} x_{i}\right|: \max _{i \geq 1}\left|x_{i}\right| \leq 1\right\}
$$




$$
\sum_{i, j \geq 1}\left|a_{i j}\right| \leq C \sup \left\{\left|\sum_{i, j \geq 1} a_{i j} x_{i} y_{j}\right|:\|x\|_{\ell_{\infty}},\|y\|_{\ell_{\infty}} \leq 1\right\}
$$



 опиаvtıкó апотє́ $\lambda \varepsilon \sigma \mu a$.


$$
\left(\sum_{i, j \geq 1}\left|a_{i j}\right|^{4 / 3}\right)^{3 / 4} \leq C \sup \left\{\left|\sum_{i, j \geq 1} a_{i j} x_{i} y_{j}\right|:\|x\|_{\ell_{\infty}},\|y\|_{\ell_{\infty}} \leq 1\right\}
$$





 $x_{1}^{\alpha_{1}} x_{2}^{\alpha_{2}} \cdots$.



$$
\forall x=\left(x_{1}, x_{2}, \ldots\right), \quad p(x)=\sum_{|\alpha| \leq d} c_{\alpha} x^{\alpha}
$$

[^1]va $1 \sigma \chi$ ú 1
$$
\left(\sum_{|\alpha| \leq d}\left|c_{\alpha}\right|^{\frac{2 d}{d+1}}\right)^{\frac{d+1}{2 d}} \leq B_{d}^{\mathbb{K}} \sup \left\{|p(x)|:\|x\|_{\ell_{\infty}} \leq 1\right\}
$$

H akpıß่̇s aou

 avaфе́роuиє ta [4, 1, 3, 5]).

## H $\boldsymbol{\beta}$ áon Walsh

 Walsh $w_{S}:\{-1,1\}^{n} \rightarrow\{-1,1\}$ орi\}̨taı $\omega$ S $w_{S}(x)=\prod_{i \in S} x_{i}$, о́пои $x=\left(x_{1}, \ldots, x_{n}\right) \in$




$$
\forall x \in\{-1,1\}^{n}, \quad f(x)=\sum_{S \subseteq\{1, \ldots, n\}} \hat{f}(S) w_{S}(x)
$$

о́поч

$$
\hat{f}(S)=\mathbb{E}_{x}\left[f(x) w_{S}(x)\right]
$$






## MaӨaivovtas kגáoeis ouvaptñoewv oto סıakpıtó kúbo



 عivaı ouоıó норфа катаvє $\mu \eta$ и́vŋ ото $\{-1,1\}^{n}$.


$$
\left(X_{1}, f\left(X_{1}\right)\right), \ldots,\left(X_{N}, f\left(X_{N}\right)\right)
$$






## 


 үó $\rho \vartheta \mu \mathrm{os}$ (Low-Degree Algorithm) t $\omega v$ Linial, Mansour kaı Nisan [10] oı oпоíoı $\mu \varepsilon \lambda \varepsilon ́ t \eta \sigma a v$ tఇv kגáoŋ

$$
\mathcal{F}_{n, d}=\left\{f:\{-1,1\}^{n} \rightarrow[-1,1]: \operatorname{deg}(f) \leq d\right\}
$$









$$
\alpha_{S}=\frac{1}{N} \sum_{j=1}^{N} f\left(X_{j}\right) w_{S}\left(X_{j}\right)
$$




$$
\forall b>0, \quad \mathbb{P}\left\{\left|\alpha_{S}-\hat{f}(S)\right| \geq b\right\} \leq 2 e^{-N b^{2} / 2}
$$

इuveпஸ́s, av opiooou

$$
N=N(b)=\left\lceil\frac{2}{b^{2}} \log \left(\frac{2}{\delta} \sum_{k=0}^{d}\binom{n}{k}\right)\right\rceil
$$

Эа $\dot{\varepsilon} \chi о \cup \mu \varepsilon$

$$
\mathbb{P}\left\{\left|\alpha_{S}-\hat{f}(S)\right|<b, \forall S\right\} \geq 1-2 \sum_{k=0}^{d}\binom{n}{k} e^{-N b^{2} / 2} \geq 1-\delta
$$




$$
\forall x \in\{-1,1\}^{n}, \quad h(x)=\sum_{S \subseteq\{1, \ldots, n\}} \alpha_{S} w_{S}(x) .
$$



$$
\|h-f\|_{L_{2}}^{2}=\sum_{S}\left(\alpha_{S}-\hat{f}(S)\right)^{2}<\sum_{k=0}^{d}\binom{n}{k} b^{2} \leq \varepsilon
$$



## 

H $\varepsilon к \tau i ́ \mu \eta \sigma \eta ~ t \omega v$ Linial，Mansour kaı Nisan ท́tav to $\mu$ óvo үv






$$
\left(\sum_{|S| \leq d}|\hat{f}(S)|^{\frac{2 d}{d+1}}\right)^{\frac{d+1}{2 d}} \leq B_{d}^{\{ \pm 1\}}\|f\|_{L_{\infty}}
$$

 ótı

$$
\max _{x \in[-1,1]^{n}}|f(x)|=\max _{x \in\{-1,1\}^{n}}|f(x)|
$$


 $N \in \mathbb{N}$ iкалопоєєí

$$
N \geq \frac{e^{8} d^{2}}{\varepsilon^{d+1}}\left(B_{d}^{\{ \pm 1\}}\right)^{2 d} \log \left(\frac{n}{\delta}\right)
$$


 щкауопоєі́ $\|h-f\|_{L_{2}}^{2}<\varepsilon \mu \varepsilon$ пıavótŋта tou入áXıбоv $1-\delta$ ．


$$
N=N(b)=\left\lceil\frac{2}{b^{2}} \log \left(\frac{2}{\delta} \sum_{k=0}^{d}\binom{n}{k}\right)\right\rceil
$$

ต่ $\sigma \varepsilon \mathrm{av}$

$$
\alpha_{S}=\frac{1}{N} \sum_{j=1}^{N} f\left(X_{j}\right) w_{S}\left(X_{j}\right)
$$



$$
\mathbb{P}\left(G_{b}\right)=\mathbb{P}\left\{\left|\alpha_{S}-\hat{f}(S)\right|<b, \forall S\right\} \geq 1-2 \sum_{k=0}^{d}\binom{n}{k} e^{-N b^{2} / 2} \geq 1-\delta
$$

 opiそとtaı $\omega$ S

$$
\Sigma_{a}=\left\{S:\left|\alpha_{S}\right|>a\right\}
$$



$$
\forall x \in\{-1,1\}^{n}, \quad h_{a, b}(x)=\sum_{S \in \Sigma_{a}} \alpha_{S} w_{S}(x)
$$


 Sıakpıtó kúbo ótı

$$
\left|\Sigma_{a}\right| \leq(a-b)^{-\frac{2 d}{d+1}} \sum_{S \in \Sigma_{a}}|\hat{f}(S)|^{\frac{2 d}{d+1}} \leq\left(B_{d}^{\{ \pm 1\}}\right)^{\frac{2 d}{d+1}}(a-b)^{-\frac{2 d}{d+1}}
$$




$$
\begin{aligned}
\left\|h_{a, b}-f\right\|_{L_{2}}^{2} & =\sum_{S \in \Sigma_{a}}\left(\alpha_{S}-\hat{f}(S)\right)^{2}+\sum_{S \notin \Sigma_{a}} \hat{f}(S)^{2}<b^{2}\left|\Sigma_{a}\right|+(a+b)^{\frac{2}{d+1}} \sum_{S \notin \Sigma_{a}}|\hat{f}(S)|^{\frac{2 d}{d+1}} \\
& \leq\left(B_{d}^{\{ \pm 1\}}\right)^{\frac{2 d}{d+1}}\left(b^{2}(a-b)^{-\frac{2 d}{d+1}}+(a+b)^{\frac{2}{d+1}}\right)
\end{aligned}
$$

 $\varepsilon$, غ́петаи to $\sigma \cup \mu п \varepsilon ́ \rho a \sigma \mu a ~ t o u ~ Э \varepsilon \omega \rho ท ́ \mu a t o s . ~$

## Kát由 $\varphi \rho$ á $\boldsymbol{\mu a \tau a ~}$










 $d \leq \log _{2} n$.
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# Joint ergodicity of sequences - An exposition 

Nikos Frantzikinakis*


#### Abstract

A collection of integer sequences is jointly ergodic if for every ergodic measure preserving system the multiple ergodic averages, with iterates given by this collection of sequences, converge in the mean to the product of the integrals of the functions involved. Convenient necessary and sufficient conditions for joint ergodicity were given in [11] and this exposition uses a simplified version of the argument in [11] in order to recover its main results under somewhat stronger assumptions. The argument we give is rather short and avoids deep tools from ergodic theory. The main result can be used to prove new ergodic theorems and give vast simplifications of older results that depended on deep machinery from ergodic theory.


## 1 Introduction

The polynomial Szemerédi theorem of Bergelson and Leibman [1] states that if $\Lambda$ is a set of integers with positive upper density and $p_{1}, \ldots, p_{\ell} \in \mathbb{Z}[t]$ are polynomials with zero constant term, then there exist $m, n \in \mathbb{N}$ such that

$$
m, m+p_{1}(n), \ldots, m+p_{\ell}(n) \in \Lambda .
$$

This generalizes the theorem of Szemerédi [28] on arithmetic progressions that corresponds to the case where $p_{1}(n)=n, p_{2}(n)=2 n, \ldots, p_{\ell}(n)=\ell n$. The proof of Bergelson and Leibman uses ergodic theory and up to this day it is the only proof that covers the full generality of this result. Using the correspondence principle of Furstenberg [14, 15] it turns out that it suffices to verify the following: For every measure preserving system ( $X, \mathcal{X}, \mu, T)$ and set $A \in \mathcal{X}$ with positive measure, there exists $n \in \mathbb{N}$ such that

$$
\mu\left(A \cap T^{-p_{1}(n)} A \cap \cdots \cap T^{-p_{\ell}(n)} A\right)>0 .
$$

The proof of this multiple recurrence property proceeds by analyzing the limiting behavior in $L^{2}(\mu)$ of the following multiple ergodic averages (see our notation for averages in Section 1.1)

$$
\begin{equation*}
\mathbb{E}_{n \in[N]} T^{p_{1}(n)} f_{1} \cdot \ldots \cdot T^{p_{\ell}(n)} f_{\ell} \tag{1.1}
\end{equation*}
$$

Finding an explicit formula for this limit for all polynomials is still an unresolved problem, but in some cases the limit takes a particularly simple form, namely, it is the product of the integrals of the functions $f_{1}, \ldots, f_{\ell}$. Due to congruence obstructions this can only be the case for totally ergodic systems, which is the reason why we are particularly interested in this class of systems. The prototypical result was established

[^2]by Furstenberg and Weiss [16] and states that in a totally ergodic system for every $f, g \in L^{\infty}(\mu)$ we have
\[

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \mathbb{E}_{n \in[N]} T^{n} f \cdot T^{n^{2}} g=\int f d \mu \cdot \int g d \mu \tag{1.2}
\end{equation*}
$$

\]

in $L^{2}(\mu)$. The proof of this result is rather involved and its most difficult component is the analysis of a special class of two step distal systems, called Conze-Lesigne systems (introduced in [7]), that control the limiting behavior of these averages. Conze-Lesigne systems are particular examples of systems with nilpotent structure, a concept that has played an important role in subsequent developments in the field. By combining the Host-Kra theory of characteristic factors [17] and equidistribution results on nilmanifolds from [22], the author and Kra extended in [13] the result of Furstenberg and Weiss by showing that in a totally ergodic system if the polynomials $p_{1}, \ldots, p_{\ell} \in \mathbb{Z}[t]$ are rationally independent, ${ }^{1}$ then for all $f_{1}, \ldots, f_{\ell} \in L^{\infty}(\mu)$ we have

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \mathbb{E}_{n \in[N]} T^{p_{1}(n)} f_{1} \cdot \ldots \cdot T^{p_{\ell}(n)} f_{\ell}=\int f_{1} d \mu \cdots \int f_{\ell} d \mu \tag{1.3}
\end{equation*}
$$

in $L^{2}(\mu)$. If the polynomials are rationally dependent, then easy examples of totally ergodic circle rotations show that the previous limit formula fails. In fact, when $p_{1}(n)=$ $n, p_{2}(n)=2 n, \ldots, p_{\ell}(n)=\ell n$, the limit can be computed using the results in [17, 30, 31] and it turns out that it genuinely depends on the $(\ell-1)$-step nilsystems that are factors of the original system. So in order to obtain an explicit limit formula for the averages (1.1) for dependent polynomials, the use of deep structural results from ergodic theory and equidistribution results on nilmanifolds seems unavoidable. This is not the case though for rationally independent polynomials, and it has been a tantalizing open problem for quite a while to get an "elementary" proof for the limit formulas (1.2) and (1.3). The main purpose of this note is to reproduce a simplified version of an argument from [11] that accomplishes this goal. Moreover, as in [11], our main result (Theorem 2.1) gives a rather general statement that applies to a variety of sequences, not just polynomials, and this allows to prove some new convergence results and establish some conjectures. We record a few examples from recent literature in Section 2.3. As in [11], our argument was motivated by techniques of Peluse [24] and Peluse and Prendiville [26] of finitary nature that were originally devised to give quantitative estimates for special cases of the polynomial Szemerédi theorem.

### 1.1 Definitions and notation

With $\mathbb{N}$ we denote the set of positive integers and with $\mathbb{Z}_{+}$the set of non-negative integers. For $t \in \mathbb{R}$ we let $e(t):=e^{2 \pi i t}$. With $\mathbb{T}$ we denote the one dimensional torus and we often identify it with $\mathbb{R} / \mathbb{Z}$ or with $[0,1)$. With $\Re(z)$ we denote the real part of the complex number $z$. For $N \in \mathbb{N}$ we let $[N]:=\{1, \ldots, N\}$. If $a: \mathbb{N}^{s} \rightarrow \mathbb{C}$ is a bounded sequence for some $s \in \mathbb{N}$ and $A$ is a non-empty finite subset of $\mathbb{N}^{s}$, we let $\mathbb{E}_{n \in A} a(n):=\frac{1}{|A|} \sum_{n \in A} a(n)$.

[^3]
## 2 Main results

### 2.1 Definitions

In order to facilitate our exposition we reproduce some definitions from [11].
Definition. We say that the collection of sequences $a_{1}, \ldots, a_{\ell}: \mathbb{N} \rightarrow \mathbb{Z}$ is jointly ergodic for the ergodic system $(X, \mathcal{X}, \mu, T)$, if for all $f_{1}, \ldots, f_{\ell} \in L^{\infty}(\mu)$ we have

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \mathbb{E}_{n \in[N]} T^{a_{1}(n)} f_{1} \cdot \ldots \cdot T^{a_{\ell}(n)} f_{\ell}=\int f_{1} d \mu \cdot \ldots \int f_{\ell} d \mu \tag{2.1}
\end{equation*}
$$

in $L^{2}(\mu)$.
If a collection of sequences is jointly ergodic for every ergodic system, then an ergodic decomposition argument shows that the limit formula (2.1) holds for every system $(X, \mathcal{X}, \mu, T)$ (not necessarily ergodic), if we use in place of the integrals $\int f_{i} d \mu$ the conditional expectations $\mathbb{E}\left(f_{i} \mid \mathcal{I}(T)\right)(\mathcal{I}(T)$ is the $\sigma$-algebra of $T$-invariant sets). This implies that the following strong multiple recurrence property holds

$$
\lim _{N \rightarrow \infty} \mathbb{E}_{n \in[N]} \mu\left(A \cap T^{-a_{1}(n)} A \cap \cdots \cap T^{-a_{\ell}(n)} A\right) \geq(\mu(A))^{\ell+1}
$$

for every system $(X, \mathcal{X}, \mu, T)$ and every $A \in \mathcal{X}$. It is then a consequence of the correspondence principle of Furstenberg [15] that every set of integers with positive upper density contains patterns of the form $m, m+a_{1}(n), \ldots, m+a_{\ell}(n)$, for some $m, n \in \mathbb{N}$.

Definition. If $(X, \mathcal{X}, \mu, T)$ is a system we defined its spectrum as follows

$$
\operatorname{Spec}(T):=\left\{t \in[0,1): T f=e(t) f \text { for some non-zero } f \in L^{2}(\mu)\right\}
$$

For the definition of the seminorms $\|\cdot\|_{s}$ we refer the reader to Section 3.2.
Definition. We say that the collection of sequences $a_{1}, \ldots, a_{\ell}: \mathbb{N} \rightarrow \mathbb{Z}$ is:
(i) good for seminorm estimates for the $\operatorname{system}(X, \mathcal{X}, \mu, T)$, if there exists $s \in \mathbb{N}$ such that if $f_{1}, \ldots, f_{\ell} \in L^{\infty}(\mu)$ and $\left\|f_{i}\right\|_{s}=0$ for some $i \in\{1, \ldots, \ell\}$, then

$$
\lim _{N \rightarrow \infty} \mathbb{E}_{n \in[N]} T^{a_{1}(n)} f_{1} \cdot \ldots \cdot T^{a_{\ell}(n)} f_{\ell}=0
$$

in $L^{2}(\mu)$;
(ii) good for equidistribution on $S \subset[0,1)$, if for all $t_{1}, \ldots, t_{\ell} \in S$, not all of them 0 , we have

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \mathbb{E}_{n \in[N]} e\left(a_{1}(n) t_{1}+\cdots+a_{\ell}(n) t_{\ell}\right)=0 \tag{2.2}
\end{equation*}
$$

It is known $[18,23]$ that if $p_{1}, \ldots, p_{\ell}: \mathbb{N} \rightarrow \mathbb{Z}$ are polynomials with pairwise nonconstant differences, then they are good for seminorm estimates for every ergodic system. They are also good for equidistribution for all totally ergodic systems if and only if the polynomials are rationally independent; this follows easily from a well known equidistribution result of Weyl. If $c_{1}, \ldots, c_{\ell}$ are positive distinct non-integers, then it can be shown [9] that the collection of sequences $\left[n^{c_{1}}\right], \ldots,\left[n^{c_{k}}\right]$ is good for seminorm estimates and good for equidistribution for all ergodic systems.

### 2.2 Main result

We are now ready to state our main result (in applications we are going to use it for $S=[0,1)$ and $S=([0,1) \backslash \mathbb{Q}) \cup\{0\}$.).

Theorem 2.1. Let $S$ be a susbet of $[0,1)$ with countable complement in $[0,1)$. The collection of sequences $a_{1}, \ldots, a_{\ell}: \mathbb{N} \rightarrow \mathbb{Z}$ is jointly ergodic for all systems with spectrum in $S$ if and only if it is good for seminorm estimates and equidistribution for these systems.

Remarks. - The necessity of the conditions is easy to establish, the interesting part is the sufficiency.

- Theorem 1.1 in [11] uses somewhat weaker assumptions. The stronger assumption we use here allows to simplify the proof in [11].
- Theorem 1.4 in [11] shows that under weaker equidistribution hypothesis, which are satisfied by collections of rationally independent integer polynomials, the rational Kronecker factor controls the limiting behavior of the associated multiple ergodic averages. One can deduce this result from Theorem 2.1 as in [11, Section 5].

In order to facilitate understanding, we are going to first prove Theorem 2.1 for $\ell=2$ in Section 4 and then explain the necessary changes needed for the proof of the general case in Section 5.

Since for totally ergodic systems $(X, \mathcal{X}, \mu, T)$ we have $\operatorname{Spec}(T) \subset([0,1) \backslash \mathbb{Q}) \cup\{0\}$, an immediate consequence of Theorem 2.1 (for $S=([0,1) \backslash \mathbb{Q}) \cup\{0\}$ ) is the following result:

Corollary 2.2. The collection of sequences $a_{1}, \ldots, a_{\ell}: \mathbb{N} \rightarrow \mathbb{Z}$ is jointly ergodic for all totally ergodic systems if and only if it is good for seminorm estimates for all totally ergodic systems and (2.2) holds for all $t_{1}, \ldots, t_{\ell} \in[0,1)$ that are either irrational or zero but not all of them zero.

This applies to collections of rationally independent polynomials $p_{1}, \ldots, p_{\ell} \in \mathbb{Z}[t]$, hence we recover the limit formulas (1.2) and (1.3).

### 2.3 Applications

Theorem 2.1 can be used to give significantly simpler proofs of results in $[3,9,13,16$, 20] (the parts that correspond to joint ergodicity properties). But it also gives access to convergence results not previously known. The main reason why Theorem 2.1 is advantageous for these applications, is that it enables us to bypass some difficult and often inaccessible equidistribution results on nilmanifolds that need to be established in order to use the Host-Kra theory of characteristic factors. We record a few instances of these applications below. We remark that in all these cases the most difficult component is to verify the good seminorm property; verifying the needed good equidistribution property is usually a simple matter.

Theorem 2.1 was used in [12] to prove the following joint ergodicity result for sequences given by fractional powers of primes.

Theorem 2.3 ([12]). Let $c_{1}, \ldots, c_{\ell}$ be distinct positive non-integers. Then the collection of sequences $\left[p_{n}^{c_{1}}\right], \ldots,\left[p_{n}^{c_{\ell}}\right]$ is jointly ergodic for every ergodic system.

Previously this was only known for $\ell=1$ and for $\ell=2$ it was not even known for nilsystems or weakly mixing systems.

Another very interesting application of Theorem 2.1 was recently obtained by Tsinas [29] who verified a conjecture of the author from [9] (see also [10, Problem 23]).

Theorem 2.4 ([29]). Let $a_{1}, \ldots, a_{\ell}:[1, \infty) \rightarrow \mathbb{R}$ be functions from a Hardy field ${ }^{2}$ that have polynomial growth. Then the collection of sequences $\left[a_{1}(n)\right], \ldots,\left[a_{\ell}(n)\right]$ is jointly ergodic for all ergodic systems if whenever $a(t)$ is a non-trivial linear combination of the functions $a_{1}, \ldots, a_{\ell}$ we have

$$
\lim _{t \rightarrow \infty} \frac{|a(t)-p(t)|}{\log t}=\infty
$$

for all polynomials $p \in \mathbb{Z}[t] .^{3}$
Previously this was known for $\ell=1$ (it follows easily from [6]) and for general $\ell$ partial progress was made in [4, 9, 20, 27].

Theorem 2.1 was also used in [11] in order to address a problem of Bergelson, Moreira, and Richter [4, Conjecture 6.1]. It establishes an extension of the limit formula (1.3) that covers iterates given by polynomials with fractional powers.

Theorem 2.5. Let $a_{1}, \ldots, a_{\ell}: \mathbb{R}_{+} \rightarrow \mathbb{R}$ be linearly independent functions of the form $\sum_{i=1}^{k} \alpha_{i} t^{c_{i}}$ where $\alpha_{1}, \ldots, \alpha_{k} \in \mathbb{Q}$ and $c_{1}, \ldots, c_{k} \in(0,+\infty)$. Then the collection of sequences $\left[a_{1}(n)\right], \ldots,\left[a_{\ell}(n)\right]$ is jointly ergodic for all totally ergodic systems.

Lastly, Theorem 2.1 was recently extended by Best and Moragues [5] to a large class of countable Abelian group actions, and this extension was subsequently used by Donoso, Koutsogiannis, and Sun [8] to prove joint ergodicity results for commuting transformations with polynomial iterates under some ergodicity assumptions.

## 3 Background

### 3.1 Measure preserving systems

A measure preserving system, or simply a system, is a quadruple $(X, \mathcal{X}, \mu, T)$ where $(X, \mathcal{X}, \mu)$ is a Lebesgue probability space and $T: X \rightarrow X$ is an invertible, measurable, measure preserving transformation. Throughout, for $n \in \mathbb{N}$ we denote by $T^{n}$ the composition $T \circ \cdots \circ T$ ( $n$ times) and let $T^{-n}:=\left(T^{n}\right)^{-1}$ and $T^{0}:=\operatorname{id}_{X}$. Also, for $f \in L^{2}(\mu)$ and $n \in \mathbb{Z}$ we denote by $T^{n} f$ the function $f \circ T^{n}$.

[^4]We say that the system $(X, \mathcal{X}, \mu, T)$ is ergodic if the only functions $f \in L^{2}(\mu)$ that satisfy $T f=f$ are the constant ones. It is totally ergodic if $\left(X, \mathcal{X}, \mu, T^{d}\right)$ is ergodic for every $d \in \mathbb{N}$, or equivalently, if the system is ergodic and $\operatorname{Spec}(T) \subset([0,1) \backslash \mathbb{Q}) \cup\{0\}$.

A function $f \in L^{2}(\mu)$ is an eigenfunction of the system if $T f=e(\alpha) f$ for some $\alpha \in \mathbb{R}$. We denote with $\mathcal{E}(T)$ the set of all eigenfunctions of the system with unit modulus.

### 3.2 Gowers-Host-Kra seminorms

Throughout, we use the following notation:
Definition. Let $(X, \mathcal{X}, \mu, T)$ be a system and $f \in L^{\infty}(\mu)$. If $\underline{n}=\left(n_{1}, \ldots, n_{s}\right) \in \mathbb{Z}^{s}$, $\underline{n}^{\prime}=\left(n_{1}^{\prime}, \ldots, n_{s}^{\prime}\right) \in \mathbb{Z}^{s}, \epsilon=\left(\epsilon_{1}, \ldots, \epsilon_{s}\right) \in\{0,1\}^{s}$, and $z \in \mathbb{C}$, we let
(i) $\epsilon \cdot \underline{n}:=\epsilon_{1} n_{1}+\cdots+\epsilon_{s} n_{s}$;
(ii) $|\underline{n}|:=\left|n_{1}\right|+\cdots+\left|n_{s}\right|$;
(iii) $\mathcal{C}^{l} z:=z$ if $l$ is even and $\mathcal{C}^{l} z=\bar{z}$ if $l$ is odd;
(iv) $\Delta_{n} f:=T^{n} f \cdot \bar{f}, n \in \mathbb{Z}$;
(v) $\Delta_{\underline{n}} f:=\Delta_{n_{1}} \cdots \Delta_{n_{s}} f=\prod_{\epsilon \in\{0,1\}^{s}} \mathcal{C}^{|\epsilon|} T^{\epsilon \cdot \underline{n}} f$.

For instance, we have

$$
\Delta_{\left(n_{1}, n_{2}\right)} f=f \cdot T^{n_{1}} \bar{f} \cdot T^{n_{2}} \bar{f} \cdot T^{n_{1}+n_{2}} f, \quad n_{1}, n_{2} \in \mathbb{Z}
$$

Given an ergodic system $(X, \mathcal{X}, \mu, T)$ we will make extensive use of the seminorms $\|\cdot\|_{s}, s \in \mathbb{N}$, on $L^{\infty}(\mu)$, that were introduced in [17]. They are often refereed to as Gowers-Host-Kra seminorms, or uniformity seminorms, and are defined inductively for $f \in L^{\infty}(\mu)$ as follows:

$$
\|f\|_{1}:=\left|\int f d \mu\right|
$$

and for $s \in \mathbb{Z}_{+}$we let

$$
\begin{equation*}
\|f\|_{s+1}^{2^{s+1}}:=\lim _{N \rightarrow \infty} \mathbb{E}_{n \in[N]}\left\|\Delta_{n} f\right\|_{s}^{2^{s}} \tag{3.1}
\end{equation*}
$$

For instance, we have

$$
\|f\|_{2}^{4}=\lim _{N \rightarrow \infty} \mathbb{E}_{n \in[N]}\left|\int \bar{f} \cdot T^{n} f d \mu\right|^{2}
$$

An application of the mean ergodic theorem shows that

$$
\begin{equation*}
\|f\|_{2}^{4}=\lim _{N_{1} \rightarrow \infty} \mathbb{E}_{n_{1} \in\left[N_{1}\right]} \lim _{N_{2} \rightarrow \infty} \mathbb{E}_{n_{2} \in\left[N_{2}\right]} \int f \cdot T^{n_{1}} \bar{f} \cdot T^{n_{2}} \bar{f} \cdot T^{n_{1}+n_{2}} f d \mu \tag{3.2}
\end{equation*}
$$

Likewise, by successive applications of the mean ergodic theorem, it can be shown that the limit in (3.1) exists and for $f \in L^{\infty}(\mu)$ and $s \in \mathbb{Z}_{+}$we have that (see [17] or [19, Chapter 8])

$$
\begin{equation*}
\|f\|_{s}^{2^{s}}=\lim _{N_{1} \rightarrow \infty} \cdots \lim _{N_{s} \rightarrow \infty} \mathbb{E}_{n_{1} \in\left[N_{1}\right]} \cdots \mathbb{E}_{n_{s} \in\left[N_{s}\right]} \int \Delta_{\left(n_{1}, \ldots, n_{s}\right)} f d \mu \tag{3.3}
\end{equation*}
$$

For $s^{\prime} \in[s]$ it can be shown that we can take any $s^{\prime}$ of the iterative limits to be simultaneous limits (i.e. average over $[N]^{s^{\prime}}$ and let $N \rightarrow \infty$ ) without changing the value of the limit. This was originally proved in [17] and for a much simpler proof see [2]. Taking $s^{\prime}=s$ gives

$$
\begin{equation*}
\|f\|_{s}^{2^{s}}=\lim _{N \rightarrow \infty} \mathbb{E}_{\underline{n} \in[N]^{s}} \int \Delta_{\underline{n}} f d \mu \tag{3.4}
\end{equation*}
$$

For $s \geq 2$ taking $s^{\prime}=s-1$ and using the mean ergodic theorem gives

$$
\begin{equation*}
\|f\|_{s}^{2^{s}}=\lim _{N \rightarrow \infty} \mathbb{E}_{\underline{n} \in[N]^{s-1}}\left|\int \Delta_{\underline{n}} f d \mu\right|^{2} \tag{3.5}
\end{equation*}
$$

Lastly, for $s \geq 3$ taking $s^{\prime}=s-2$ gives

$$
\begin{equation*}
\|f\|_{s}^{2^{s}}=\lim _{N \rightarrow \infty} \mathbb{E}_{\underline{n} \in[N]^{s-2}\left\|\Delta_{\underline{n}} f\right\|_{2}^{4} . . . ~}^{4} \tag{3.6}
\end{equation*}
$$

### 3.3 Soft inverse theorems

Recall that if $(X, \mathcal{X}, \mu, T)$ is a system, with $\mathcal{E}(T)$ we denote the set of its eigenfunctions with unit modulus.

Proposition 3.1. Let $(X, \mathcal{X}, \mu, T)$ be an ergodic system and $f \in L^{\infty}(\mu)$ be 1 -bounded. Then

$$
\|f\|_{2}^{4} \leq \sup _{\chi \in \mathcal{E}(T)} \Re\left(\int f \cdot \chi d \mu\right)
$$

Proof. Let $\mathcal{K}(T)$ be the closed subspace of $L^{2}(\mu)$ spanned by all eigenfunctions of the system. It is not hard to prove (see for example [19, Chapter 8, Theorem 1]) that

$$
\|f\|_{2}=\|\tilde{f}\|_{2}
$$

where $\tilde{f}:=\mathbb{E}(f \mid \mathcal{K}(T))$. Since the system is ergodic and the underlying probability space is Lebesgue, the subspace $\mathcal{K}(T)$ has an orthonormal basis of eigenfunctions of modulus one, say $\left(\chi_{j}\right)_{j \in \mathbb{N}}$. Then $\tilde{f}=\sum_{j=1}^{\infty} c_{j} \chi_{j}$ where

$$
c_{j}:=\int \tilde{f} \cdot \bar{\chi}_{j} d \mu=\int f \cdot \bar{\chi}_{j} d \mu, \quad j \in \mathbb{N}
$$

We have

$$
\|\tilde{f}\|_{2}^{4}=\sum_{j=1}^{\infty}\left|c_{j}\right|^{4} \leq \sup _{j \in \mathbb{N}}\left(\left|c_{j}\right|^{2}\right) \sum_{j=1}^{\infty}\left|c_{j}\right|^{2}=\sup _{j \in \mathbb{N}}\left(\left|c_{j}\right|^{2}\right)\|f\|_{L^{2}(\mu)}^{2} \leq \sup _{j \in \mathbb{N}}\left|\int f \cdot \bar{\chi}_{j} d \mu\right|
$$

where the first identity follows by orthonormality and direct computation using (3.2), the second identity follows by the Parseval identity, and the last estimate holds since all functions involved are 1 -bounded. The result now follows since the set $\mathcal{E}(T)$ is invariant under multiplication by unit modulus constants.

Proposition 3.2. Let $(X, \mathcal{X}, \mu, T)$ be an ergodic system and $f \in L^{\infty}(\mu)$ be such that $\|f\|_{s+2}>0$ for some $s \in \mathbb{Z}_{+}$.
(i) If $s=0$, then there exists $\chi \in \mathcal{E}(T)$ such that $\Re\left(\int f \cdot \chi d \mu\right)>0$.
(ii) If $s \geq 1$, then there exist $\chi_{\underline{n}} \in \mathcal{E}(T), \underline{n} \in \mathbb{N}^{s}$, such that

$$
\liminf _{N \rightarrow \infty} \mathbb{E}_{\underline{n} \in[N]^{s}} \Re\left(\int \Delta_{\underline{n}} f \cdot \chi_{\underline{n}} d \mu\right)>0
$$

Proof. If $s=0$, then the conclusion follows immediately from Proposition 3.1.
Suppose that $s \geq 1$. By (3.6) we have that

$$
\lim _{N \rightarrow \infty} \mathbb{E}_{\underline{n} \in[N]^{s} \|}\left\|\Delta_{\underline{n}} f\right\|_{2}^{4}>0
$$

Using Proposition 3.1 we deduce that

$$
\liminf _{N \rightarrow \infty} \mathbb{E}_{\underline{n} \in[N]^{s}} \sup _{\chi \in \mathcal{E}(T)} \Re\left(\int \Delta_{\underline{n}} f \cdot \chi d \mu\right)>0
$$

This immediately implies the asserted estimate.

### 3.4 Gowers-Cauchy-Schwarz estimates

We will use the following variant of the so called Gowers-Cauchy-Schwarz inequality:
Lemma 3.3. Let $(X, \mathcal{X}, \mu, T)$ be a system, for $s \in \mathbb{N}$ let $f_{\epsilon} \in L^{\infty}(\mu), \epsilon \in\{0,1\}^{s}$, be 1 -bounded functions, and $g_{\underline{n}} \in L^{\infty}(\mu), \underline{n} \in \mathbb{N}^{s}$. Let also $\underline{1}:=(1, \ldots, 1)$. Then for every $N \in \mathbb{N}$ we have

$$
\left|\mathbb{E}_{\underline{n} \in[N]^{s}} \int \prod_{\epsilon \in\{0,1\}^{s}} T^{\epsilon \cdot \underline{n}} f_{\epsilon} \cdot g_{\underline{n}} d \mu\right|^{2^{s}} \leq \mathbb{E}_{\underline{n}, \underline{n}^{\prime} \in[N]^{s}} \int \Delta_{\underline{n}-\underline{n}^{\prime}} f_{\underline{1}} \cdot T^{-|\underline{n}|} g_{\underline{n}, \underline{n}^{\prime}} d \mu
$$

where for every $\underline{n}, \underline{n}^{\prime} \in \mathbb{N}^{s}$ the function $g_{\underline{n}, \underline{n}^{\prime}}$ is equal to a product of $2^{s}$ functions that belong to the set $\left\{g_{\underline{n}}, \bar{g}_{\underline{n}}, \underline{n} \in \mathbb{N}^{s}\right\}$.

Proof. For notational simplicity we give the details only for $s=2$. The general case can be proved in a similar manner by successively applying the Cauchy-Schwarz inequality with respect to the variables $n_{s}, \ldots, n_{1}$, exactly as we do below for $s=2$. We have that

$$
\left|\mathbb{E}_{n_{1}, n_{2} \in[N]} \int f_{0} \cdot T^{n_{1}} f_{1} \cdot T^{n_{2}} f_{2} \cdot T^{n_{1}+n_{2}} f_{3} \cdot g_{n_{1}, n_{2}} d \mu\right|^{2}
$$

is bounded by (we use that $f_{0}, f_{1}$ are 1 -bounded)

$$
\mathbb{E}_{n_{1} \in[N]} \int\left|\mathbb{E}_{n_{2} \in[N]} T^{n_{2}} f_{2} \cdot T^{n_{1}+n_{2}} f_{3} \cdot g_{n_{1}, n_{2}}\right|^{2} d \mu
$$

After expanding the square we find that this expression is equal to

$$
\mathbb{E}_{n_{1} \in[N]} \int \mathbb{E}_{n_{2}, n_{2}^{\prime} \in[N]} T^{n_{2}} f_{2} \cdot T^{n_{2}^{\prime}} \bar{f}_{2} \cdot T^{n_{1}+n_{2}} f_{3} \cdot T^{n_{1}+n_{2}^{\prime}} \bar{f}_{3} \cdot g_{n_{1}, n_{2}} \cdot \overline{g_{n_{1}, n_{2}^{\prime}}} d \mu
$$

After composing with $T^{-n_{2}}$, exchanging $\mathbb{E}_{n_{1} \in[N]}$ with $\mathbb{E}_{n_{2}, n_{2}^{\prime} \in[N]}$, using the CauchySchwarz inequality, and that $f_{2}$ is 1 -bounded, we get that the square of the last expression is bounded by

$$
\mathbb{E}_{n_{2}, n_{2}^{\prime} \in[N]} \int\left|\mathbb{E}_{n_{1} \in[N]} T^{n_{1}} f_{3} \cdot T^{n_{1}+n_{2}^{\prime}-n_{2}} \bar{f}_{3} \cdot T^{-n_{2}}\left(g_{n_{1}, n_{2}} \cdot \bar{g}_{n_{1}, n_{2}^{\prime}}\right)\right|^{2} d \mu
$$

As before, we expand the square, and compose with $T^{-n_{1}}$. We arrive at the expression

$$
\begin{aligned}
& \mathbb{E}_{n_{1}, n_{2}, n_{1}^{\prime}, n_{2}^{\prime} \in[N]} \\
& \int f_{3} \cdot T^{n_{1}^{\prime}-n_{1}} \overline{f_{3}} \cdot T^{n_{2}^{\prime}-n_{2}} \overline{f_{3}} \cdot T^{n_{1}^{\prime}+n_{2}^{\prime}-n_{1}-n_{2}} f_{3} \cdot T^{-n_{1}-n_{2}}\left(g_{n_{1}, n_{2}} \cdot \bar{g}_{n_{1}, n_{2}^{\prime}} \cdot \bar{g}_{n_{1}^{\prime}, n_{2}} \cdot g_{n_{1}^{\prime}, n_{2}^{\prime}}\right) d \mu,
\end{aligned}
$$

which is equal to the right hand side of the asserted estimate when $s=2$ (for $\underline{n}:=$ $\left.\left(n_{1}, n_{2}\right), \underline{n}^{\prime}:=\left(n_{1}^{\prime}, n_{2}^{\prime}\right)\right)$. Combining the previous two estimates gives the asserted bound for $s=2$.

## 4 Proof of the main result for $\ell=2$

The goal of this section is to give a proof for the sufficiency of the conditions in Theorem 2.1 for $\ell=2$ (the necessity is simple). It suffices to prove the following:

Theorem 4.1. Let $S$ be a susbet of $[0,1)$ with countable complement in $[0,1)$. Suppose that the sequences $a, b: \mathbb{N} \rightarrow \mathbb{Z}$ are good for equidistribution on $S$ and seminorm estimates for the system $(X, \mathcal{X}, \mu, T)$ with $\operatorname{Spec}(T) \subset S$. Then for all $f, g \in L^{\infty}(\mu)$ we have

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \mathbb{E}_{n \in[N]} T^{a(n)} f \cdot T^{b(n)} g=\int f d \mu \cdot \int g d \mu \tag{4.1}
\end{equation*}
$$

in $L^{2}(\mu)$.
The proof of Theorem 2.1 for general $\ell$ is similar to the case $\ell=2$ but involves an additional induction and is notationally more complicated; we describe the modifications needed to get the more general statement in Section 5.

### 4.1 Preparation

In order to ease the exposition of the proof of Theorem 4.1 we use this subsection to gather some preparatory results. We are going to complete the proof of Theorem 4.1 in Section 4.2.

### 4.1.1 The case where $g$ is an eigenfunction

We are going to make essential use of the good equidistribution assumption for the sequences $a, b: \mathbb{N} \rightarrow \mathbb{Z}$ to prove the next result.

Proposition 4.2. Theorem 4.1 holds if $g$ is an eigenfunction of the system.
Proof. If $f$ is constant, then the conclusion easily follows from our equidistribution assumption. Thus, it suffices to show that if $\int f d \mu=0$ and $\chi \in \mathcal{E}(T)$, then

$$
\lim _{N \rightarrow \infty} \mathbb{E}_{n \in[N]} T^{a(n)} f \cdot T^{b(n)} \chi=0
$$

in $L^{2}(\mu)$.

Suppose that the eigenvalue of $\chi$ is $e(\alpha)$ for some $\alpha \in \operatorname{Spec}(T)$. Then $T^{b(n)} \chi=$ $e(b(n) \alpha) \chi$, so it suffices to show that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \mathbb{E}_{n \in[N]} c_{n} T^{a(n)} f=0 \tag{4.2}
\end{equation*}
$$

in $L^{2}(\mu)$ where $c_{n}:=e(b(n) \alpha), n \in \mathbb{N}$. To this end, we invoke the theorem of Herglotz (see for example [21, Section 7.6]) for the positive definite sequence $a(n):=\int \bar{f} \cdot T^{n} f d \mu$, $n \in \mathbb{Z}$. It gives that there exists a positive bounded measure $\sigma$ on $\mathbb{T}$ (thought of as $[0,1$ )) such that

$$
\begin{equation*}
\int \bar{f} \cdot T^{n} f d \mu=\int e(n t) d \sigma(t), \quad n \in \mathbb{Z} \tag{4.3}
\end{equation*}
$$

Note that $\sigma$ does not have a point mass on 0 because $f$ has integral 0 , or on any other number on the complement of $\operatorname{Spec}(T)$ (we leave these standard facts as an exercise for the reader). A simple computation that uses (4.3) shows that

$$
\left\|\mathbb{E}_{n \in[N]} c_{n} T^{a(n)} f\right\|_{L^{2}(\mu)}=\left\|\mathbb{E}_{n \in[N]} c_{n} e(a(n) t)\right\|_{L^{2}(\sigma)}, \quad N \in \mathbb{N}
$$

Using this identity, the bounded convergence theorem, and the fact that the bounded measure $\sigma$ does not have point masses on 0 and on the countable set $[0,1) \backslash S$ (since it is contained on the complement of $\operatorname{Spec}(T)$ ), we get that (4.2) would follow if we show that for every non-zero $t \in S$ we have

$$
\lim _{N \rightarrow \infty} \mathbb{E}_{n \in[N]} e(a(n) t+b(n) \alpha)=0
$$

Since $\alpha \in \operatorname{Spec}(T) \subset S$, this follows from our assumption that the pair of sequences $a, b: \mathbb{N} \rightarrow \mathbb{Z}$ is good for equidistribution on $S$.

### 4.1.2 Positivity for $g$ implies positivity for an averaged function $\tilde{g}$

Our next goal is to show that if the positivity property (4.4) below holds, then it also holds when we replace $g$ with an averaged function $\tilde{g}$. This is a simple but crucial observation because uniformity properties of $\tilde{g}$ are easier to analyse than those of $g$.

Proposition 4.3. Let $(X, \mathcal{X}, \mu, T)$ be a system and $f, g \in L^{\infty}(\mu)$ be such that

$$
\begin{equation*}
\limsup _{N \rightarrow \infty}\left\|\mathbb{E}_{n \in[N]} T^{a(n)} f \cdot T^{b(n)} g\right\|_{L^{2}(\mu)}>0 \tag{4.4}
\end{equation*}
$$

Then there exist $N_{k} \rightarrow \infty$ and 1-bounded $g_{k} \in L^{\infty}(\mu), k \in \mathbb{N}$, such that for

$$
\begin{equation*}
\tilde{g}:=\lim _{k \rightarrow \infty} \mathbb{E}_{n \in\left[N_{k}\right]} T^{-b(n)} g_{k} \cdot T^{a(n)-b(n)} \bar{f} \tag{4.5}
\end{equation*}
$$

where the limit is a weak limit (note that then $\tilde{g} \in L^{\infty}(\mu)$ ), we have

$$
\begin{equation*}
\limsup _{N \rightarrow \infty}\left\|\mathbb{E}_{n \in[N]} T^{a(n)} f \cdot T^{b(n)} \tilde{g}\right\|_{L^{2}(\mu)}>0 \tag{4.6}
\end{equation*}
$$

Proof. We can assume that both $f$ and $g$ are 1-bounded. For fixed $f \in L^{\infty}(\mu)$ we let $\mathcal{C}=\mathcal{C}(f)$ be the $L^{2}(\mu)$ closure of all linear combinations of all subsequential weak-limits
of sequences of the form $\mathbb{E}_{n \in[N]} T^{-b(n)} g_{N} \cdot T^{-b(n)+a(n)} \bar{f}$, where $g_{N} \in L^{\infty}(\mu), N \in \mathbb{N}$, are 1-bounded functions.

We first claim that if $g$ is orthogonal to the subspace $\mathcal{C}$, then

$$
\lim _{N \rightarrow \infty} \mathbb{E}_{n \in[N]} T^{a(n)} f \cdot T^{b(n)} g=0
$$

in $L^{2}(\mu)$. Indeed, if this is not the case, then there exist $a>0$ and $N_{k} \rightarrow \infty$ such that

$$
\left\|\mathbb{E}_{n \in\left[N_{k}\right]} T^{a(n)} f \cdot T^{b(n)} g\right\|_{L^{2}(\mu)} \geq a, \quad k \in \mathbb{N}
$$

If we define the 1 -bounded functions $g_{k}:=\mathbb{E}_{n \in\left[N_{k}\right]} T^{a(n)} f \cdot T^{b(n)} g, k \in \mathbb{N}$, we deduce that

$$
\begin{equation*}
\mathbb{E}_{n \in\left[N_{k}\right]} \int \bar{g}_{k} \cdot T^{a(n)} f \cdot T^{b(n)} g d \mu \geq a^{2}, \quad k \in \mathbb{N} . \tag{4.7}
\end{equation*}
$$

By passing to a subsequence, we can assume that the sequence of 1-bounded functions $\mathbb{E}_{n \in\left[N_{k}\right]} T^{-b(n)} g_{k} \cdot T^{a(n)-b(n)} \bar{f}, k \in \mathbb{N}$, converges in the weak topology of $L^{2}(\mu)$ to a function $h \in \mathcal{C}$. Then composing with $T^{-b(n)}$ in (4.7) we deduce that $\int g \cdot \bar{h} d \mu \neq 0$, contradicting our assumption that $g$ is orthogonal to the subspace $\mathcal{C}$. This proves our claim.

From the previous claim we conclude that

$$
\lim _{N \rightarrow \infty} \mathbb{E}_{n \in[N]} T^{a(n)} f \cdot T^{b(n)}(g-\mathbb{E}(g \mid \mathcal{C}))=0
$$

in $L^{2}(\mu)$, where $\mathbb{E}(g \mid \mathcal{C})$ denotes the orthogonal projection of $g$ onto the closed subspace $\mathcal{C}$. Hence, if (4.4) holds, then

$$
\limsup _{N \rightarrow \infty}\left\|\mathbb{E}_{n \in[N]} T^{a(n)} f \cdot T^{b(n)} \mathbb{E}(g \mid \mathcal{C})\right\|_{L^{2}(\mu)}>0
$$

Using the definition of $\mathcal{C}$ and an approximation argument, we get that there exist $N_{k} \rightarrow$ $\infty$ and 1-bounded functions $g_{k} \in L^{\infty}(\mu), k \in \mathbb{N}$, such that for $\tilde{g}$ as in (4.5) we have that (4.6) holds. Lastly, since $f$ and $g_{k}, k \in \mathbb{N}$, are 1-bounded functions, the same holds for $\tilde{g}$. This completes the proof.

### 4.1.3 Seminorms of averaged functions

Our next goal is to use Lemma 3.3 in order to show that if the uniformity seminorm of an average of functions is positive, then some positiveness property holds for iterated differences of the individual functions. Note that we do not impose any assumptions on the sequences $a, b: \mathbb{N} \rightarrow \mathbb{Z}$ here.

Proposition 4.4. Let $(X, \mathcal{X}, \mu, T)$ be an ergodic system, and $\tilde{g} \in L^{\infty}(\mu)$ be as in (4.5) and satisfy $\|\tilde{g}\|_{s+2}>0$ for some $s \in \mathbb{Z}_{+}$.
(i) If $s=0$, then there exists $\chi \in \mathcal{E}(T)$ such that

$$
\limsup _{k \rightarrow \infty} \mathbb{E}_{n \in\left[N_{k}\right]} \Re\left(\int g_{k} \cdot T^{a(n)} \bar{f} \cdot T^{b(n)} \chi d \mu\right)>0
$$

(ii) If $s \geq 1$, then there exist $\chi_{\underline{n}, \underline{n}^{\prime}} \in \mathcal{E}(T), \underline{n}, \underline{n}^{\prime} \in \mathbb{N}^{s}$, such that

$$
\liminf _{N \rightarrow \infty} \mathbb{E}_{\underline{n}, \underline{n}^{\prime} \in[N]^{s}} \limsup _{k \rightarrow \infty} \mathbb{E}_{n \in\left[N_{k}\right]} \Re\left(\int\left(\Delta_{\underline{n}-\underline{n}^{\prime}} g_{k}\right) \cdot T^{a(n)}\left(\Delta_{\underline{n}-\underline{n}^{\prime}} \bar{f}\right) \cdot T^{b(n)} \chi_{\underline{n}, \underline{n}^{\prime}} d \mu\right)>0
$$

Remark 1. The key point is that positivity properties of expressions involving $\Delta_{\underline{n}} \tilde{g}$, $\underline{n} \in \mathbb{N}^{s+2}$, imply positivity properties of expressions involving $\Delta_{\underline{n}} f, \underline{n} \in \mathbb{N}^{s}$.

Proof. Suppose that $s \geq 1$, the argument is similar if $s=0$. Proposition 3.2 gives that there exist $\chi_{\underline{n}} \in \mathcal{E}(T), \underline{n} \in \mathbb{N}^{s}$, such that

$$
\liminf _{N \rightarrow \infty} \mathbb{E}_{\underline{n} \in[N]^{s}} \Re\left(\int \Delta_{\underline{n}} \tilde{g} \cdot \chi_{\underline{n}} d \mu\right)>0
$$

Since $\Delta_{\underline{n}} \tilde{g}=\prod_{\epsilon \in\{0,1\}^{s}} \mathcal{C}^{|\epsilon|} T^{\epsilon \cdot \underline{n}} \tilde{g}, \underline{n} \in \mathbb{N}^{s}$, and $\tilde{g}=\lim _{k \rightarrow \infty} \mathbb{E}_{n \in\left[N_{k}\right]} f_{k, n}$ (the limit is a weak limit) where

$$
\begin{equation*}
f_{k, n}:=T^{-b(n)} g_{k} \cdot T^{a(n)-b(n)} \bar{f}, \quad k, n \in \mathbb{N} \tag{4.8}
\end{equation*}
$$

we deduce that

$$
\liminf _{N \rightarrow \infty} \lim _{k \rightarrow \infty} \mathbb{E}_{n \in\left[N_{k}\right]} \Re\left(\mathbb{E}_{\underline{n} \in[N]^{s}} \int \prod_{\epsilon \in\{0,1\}^{s} \backslash\{\underline{1}\}} \mathcal{C}^{|\epsilon|} T^{\epsilon \cdot \underline{n}} \tilde{g} \cdot T^{n_{1}+\cdots+n_{s}} f_{k, n} \cdot \chi_{\underline{n}} d \mu\right)>0
$$

For fixed $k, n \in \mathbb{N}$, we apply Lemma 3.3 with $f_{\underline{1}}:=f_{k, n}, f_{\epsilon}:=\mathcal{C}^{|\epsilon|} f$ for $\epsilon \in\{0,1\}^{s} \backslash \underline{1}$, and $g_{\underline{n}}:=\chi_{\underline{n}}, \underline{n} \in \mathbb{N}^{s}$, and deduce that

$$
\liminf _{N \rightarrow \infty} \limsup _{k \rightarrow \infty} \mathbb{E}_{n \in\left[N_{k}\right]} \mathbb{E}_{\underline{n}, \underline{n}^{\prime} \in[N]^{s}} \int \Delta_{\underline{n}-\underline{n}^{\prime}} f_{k, n} \cdot \chi_{\underline{n}, \underline{n}^{\prime}} d \mu>0
$$

for some $\chi_{\underline{n}, \underline{n}^{\prime}} \in \mathcal{E}(T), \underline{n}, \underline{n}^{\prime} \in \mathbb{N}^{s}$ (we used that $\mathcal{E}(T)$ is closed under products and composition with iterates of $T$ ). Note that $\Delta_{\underline{n}}(w \cdot z)=\Delta_{\underline{n}}(w) \cdot \Delta_{\underline{n}}(z)$ and $\Delta_{\underline{n}}\left(T^{k} w\right)=$ $T^{k} \Delta_{\underline{n}}(w)$ for all $w, z \in L^{\infty}(\mu)$ and $k \in \mathbb{N}, \underline{n} \in \mathbb{Z}^{s}$. Using this, equation (4.8), and keeping in mind that the limsup of a sum is at most the sum of the limsups, the asserted estimate follows from the last one after composing each function inside the integral with $T^{b(n)}$.

### 4.2 Proof of Theorem 4.1

We are now ready to prove Theorem 4.1.

### 4.2.1 Reduction to a degree lowering property

Since the sequences $a, b: \mathbb{N} \rightarrow \mathbb{Z}$ are good for seminorms estimates for the system $(X, \mathcal{X}, \mu, T)$, there exists $s \in \mathbb{Z}_{+}$such that the seminorms $\|\cdot\|_{s+2}$ control the averages (4.1), in the sense that if $f, g \in L^{\infty}(\mu)$ are such that $\|f\|_{s+2}=0$ or $\|g\|_{s+2}=0$, then

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \mathbb{E}_{n \in[N]} T^{a(n)} f \cdot T^{b(n)} g=0 \tag{4.9}
\end{equation*}
$$

in $L^{2}(\mu)$. Our goal is to show that a similar property holds with $s-1$ in place of $s$. Namely, using terminology from [26], we are going to establish the following "degree lowering property":

Proposition 4.5. Let $S$ be a susbet of $[0,1)$ with countable complement in $[0,1)$. Let $a, b: \mathbb{N} \rightarrow \mathbb{Z}$ be good for equidistribution for $S$ and $(X, \mathcal{X}, \mu, T)$ be an ergodic system with spectrum in $S$. If for some $s \in \mathbb{Z}_{+}$the seminorms $\|\cdot\| \|_{s+2}$ control the averages (4.1), then also the seminorms $\|\mid \cdot\|_{s+1}$ control the averages (4.1).

This "degree lowering property" is the heart of the proof of Theorem 4.1. Iterating this property $s+1$ times we deduce that the seminorms $\|\cdot\|_{1}$ control the averages (4.1). Since $\|f\|_{1}=\left|\int f d \mu\right|$, this proves Theorem 4.1. ${ }^{4}$ So we get the following:

Proposition 4.6. In order to verify Theorem 4.1 it suffices to verify Proposition 4.5.

### 4.2.2 Proof of Proposition 4.5

We work under the assumption of Proposition 4.5 and our aim is to show that if $f \in$ $L^{\infty}(\mu)$ satisfies $\|f\|_{s+1}=0$, then (4.9) holds (similarly we show that if $g \in L^{\infty}(\mu)$ satisfies $\|g\|_{s+1}=0$, then (4.9) holds). Equivalently, it suffices to show that if (4.4) holds, then $\|f\|_{s+1}>0$.

Suppose that $s \geq 1$, the argument is similar if $s=0$ (in this case the conclusion is that $\int f d \mu \neq 0$ ). Using (4.4) and Proposition 4.3, we deduce that

$$
\limsup _{N \rightarrow \infty}\left\|\mathbb{E}_{n \in[N]} T^{a(n)} f \cdot T^{b(n)} \tilde{g}\right\|_{L^{2}(\mu)}>0
$$

where

$$
\begin{equation*}
\tilde{g}:=\lim _{k \rightarrow \infty} \mathbb{E}_{n \in\left[N_{k}\right]} T^{-b(n)} g_{k} \cdot T^{a(n)-b(n)} \bar{f} \tag{4.10}
\end{equation*}
$$

for some sequence of integers $N_{k} \rightarrow \infty$ and 1-bounded functions $g_{k} \in L^{\infty}(\mu), k \in \mathbb{N}$, where the limit is a weak limit. Since, by assumption, the seminorms $\left\|\left\|\|_{s+2}\right.\right.$ control the averages in (4.9) we get that

$$
\begin{equation*}
\|\tilde{g}\|_{s+2}>0 \tag{4.11}
\end{equation*}
$$

Using Proposition 4.4 we deduce that

$$
\liminf _{N \rightarrow \infty} \mathbb{E}_{\underline{n}, \underline{n}^{\prime} \in[N]^{s}} \limsup _{k \rightarrow \infty} \mathbb{E}_{n \in\left[N_{k}\right]} \Re\left(\int\left(\Delta_{\underline{n}-\underline{\underline{n}}^{\prime}} g_{k}\right) \cdot T^{a(n)}\left(\Delta_{\underline{n}-\underline{n}^{\prime}} \bar{f}\right) \cdot T^{b(n)} \chi_{\underline{n}, \underline{n}^{\prime}} d \mu\right)>0
$$

for some $\chi_{\underline{n}, \underline{n}^{\prime}} \in \mathcal{E}(T), \underline{n}, \underline{n}^{\prime} \in \mathbb{N}^{s}$. Using the Cauchy-Schwarz inequality we get

$$
\liminf _{N \rightarrow \infty} \mathbb{E}_{\underline{n}, \underline{n}^{\prime} \in[N]^{s}} \limsup _{k \rightarrow \infty}\left\|\mathbb{E}_{n \in\left[N_{k}\right]} T^{a(n)}\left(\Delta_{\underline{n}-\underline{n}^{\prime}} \bar{f}\right) \cdot T^{b(n)} \chi_{\underline{n}, \underline{n}^{\prime}}\right\|_{L^{2}(\mu)}>0
$$

The advantage now is that since $\chi_{\underline{n}, \underline{n}^{\prime}} \in \mathcal{E}(T), \underline{n}, \underline{n}^{\prime} \in \mathbb{N}^{d}$, the average over $n$ is much simpler to analyse than the original one in Theorem 4.1. In fact, using Proposition 4.2 we get that it converges in $L^{2}(\mu)$ to the product of the integrals of the individual functions. We deduce that

$$
\liminf _{N \rightarrow \infty} \mathbb{E}_{\underline{n}, \underline{n}^{\prime} \in[N]^{s}}\left|\int \Delta_{\underline{n}-\underline{\underline{n}}^{\prime}} f d \mu \cdot \int \chi_{\underline{n}, \underline{n}^{\prime}} d \mu\right|>0
$$

and as a consequence

$$
\liminf _{N \rightarrow \infty} \mathbb{E}_{\underline{n}, \underline{n}^{\prime} \in[N]^{s}}\left|\int \Delta_{\underline{n}-\underline{n}^{\prime}} f d \mu\right|^{2}>0
$$

[^5]Since $\left|\int \Delta_{\underline{n}} f d \mu\right|$ remains the same if we change the sign of some of the coordinates of $\underline{n}$, we deduce using a simple computation that

$$
\liminf _{N \rightarrow \infty} \mathbb{E}_{\underline{n} \in[N]^{s}} \prod_{j=1}^{s}\left(1-\frac{n_{j}}{N}\right) \cdot\left|\int \Delta_{\underline{n}} f d \mu\right|^{2}>0
$$

It follows that

$$
\lim _{N \rightarrow \infty} \mathbb{E}_{\underline{n} \in[N]^{s}}\left|\int \Delta_{\underline{n}} f d \mu\right|^{2}>0
$$

(the limit exists by (3.5)). Hence, by (3.5) we have that

$$
\|f\|_{s+1}>0
$$

as required. This concludes the proof of Proposition 4.5 and by Proposition 4.6 the proof of Theorem 4.1.

## 5 Proof of the main result for general $\ell$

We now give a summary of the proof of Theorem 2.1 for general $\ell$, the reader should find it easy to fill in the missing details.

Let $S$ be a susbet of $[0,1)$ with countable complement in $[0,1)$. Suppose that collection of sequences $a_{1}, \ldots, a_{\ell}: \mathbb{N} \rightarrow \mathbb{Z}$ is good for seminorm estimates and equidistribution for the ergodic system $(X, \mathcal{X}, \mu, T)$ with specrum in $S$. Our goal is to show that for all $f_{1}, \ldots, f_{\ell} \in L^{\infty}(\mu)$ we have

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \mathbb{E}_{n \in[N]} T^{a_{1}(n)} f_{1} \cdot \ldots \cdot T^{a_{\ell}(n)} f_{\ell}=\int f_{1} d \mu \cdot \ldots \cdot \int f_{\ell} d \mu \quad \text { in } \quad L^{2}(\mu) \tag{5.1}
\end{equation*}
$$

Our proof will deviate slightly from the argument given in the case $\ell=2$, because a statement analogous to Proposition 4.2 cannot be proved directly when only one of the functions is in $\mathcal{E}(T)$ (the theorem of Herglotz is no longer applicable). As a substitute for this we are going to use an induction that we describe next.

We consider $\ell \geq 2$ fixed and we are going to show the following property by finite induction on $m \in\{1, \ldots, \ell\}$ :
$\left(P_{m}\right)$ If $f_{j} \in \mathcal{E}(T)$ for at least $\ell-m$ values of $j \in[\ell]$, then (5.1) holds.
If we show this, then taking $m=\ell$ gives that (5.1) holds for all functions $f_{1}, \ldots, f_{\ell} \in$ $L^{\infty}(\mu)$ (and as a consequence Theorem 2.1 holds).

For $m=1$ we can show that $\left(P_{1}\right)$ holds as in Proposition 4.2 using the good equidistribution assumption of the sequences $a_{1}, \ldots, a_{\ell}$ and the theorem of Herglotz.

Suppose now that property $\left(P_{m-1}\right)$ holds for some $m \in\{2, \ldots \ell\}$. We are going to show that property $\left(P_{m}\right)$ holds. To this end, we assume, without loss of generality, that $f_{j} \in \mathcal{E}(T)$ for $j=m+1, \ldots, \ell$, and we are going to show that (5.1) holds by employing a degree lowering argument, similar to the one we used in the previous section. More precisely, our plan is to show that if for some $s \in \mathbb{Z}_{+}$the seminorms $\|\cdot\|_{s+2}$ control the averages in (5.1), in the sense that if $\left\|f_{i}\right\|_{s+2}=0$ for some $i \in\{1, \ldots, \ell\}$ and $f_{j} \in \mathcal{E}(T)$ for $j=m+1, \ldots, \ell$, we have that the averages in (5.1) converge to 0 , then the seminorms
$\left\|\|\cdot\|_{s+1}\right.$ also control these averages. Since, by our good seminorm assumption, the seminorms $\|\cdot\|_{s+2}$ control the averages (5.1) for some $s \in \mathbb{N}$, iterating this degree lowering property $s+1$ times we deduce that the seminorms $\|\cdot\|_{1}$ control the averages in (5.1), and this easily implies that property $\left(P_{m}\right)$ holds.

So suppose that

$$
\begin{equation*}
\limsup _{N \rightarrow \infty}\left\|\mathbb{E}_{n \in[N]} T^{a_{1}(n)} f_{1} \cdot \ldots \cdot T^{a_{\ell}(n)} f_{\ell}\right\|_{L^{2}(\mu)}>0 \tag{5.2}
\end{equation*}
$$

for some 1 -bounded functions $f_{1}, \ldots, f_{\ell} \in L^{\infty}(\mu)$ with $f_{j} \in \mathcal{E}(T)$ for $j=m+1, \ldots, \ell$. Then arguing as in the proof of Proposition 4.3 we get that (5.2) continues to hold if in place of the function $f_{1}$ we use the function $\tilde{f}_{1}$ defined by

$$
\begin{equation*}
\tilde{f}_{1}:=\lim _{k \rightarrow \infty} \mathbb{E}_{n \in\left[N_{k}\right]} T^{-a_{1}(n)} g_{k} \cdot \prod_{j=2}^{\ell} T^{a_{j}(n)-a_{1}(n)} \bar{f}_{j}, \tag{5.3}
\end{equation*}
$$

for some $N_{k} \rightarrow \infty$ and 1-bounded functions $g_{k} \in L^{\infty}(\mu), k \in \mathbb{N}$, where the limit is a weak limit (note that then $\tilde{f}_{1} \in L^{\infty}(\mu)$ ). Since, by our assumption, the seminorms $\|\cdot\|_{s+2}$ control the averages (5.1) we deduce that $\left\|\tilde{f}_{1}\right\|_{s+2}>0$. As in the proof of Proposition 4.4 we get for $s \geq 1$ that there exist $\chi_{n, \underline{n}^{\prime}} \in \mathcal{E}(T), \underline{n}, \underline{n}^{\prime} \in \mathbb{N}^{s}$, such that
$\liminf _{N \rightarrow \infty} \mathbb{E}_{\underline{n}, \underline{\underline{n}}^{\prime} \in[N]^{s}} \limsup _{k \rightarrow \infty} \mathbb{E}_{n \in\left[N_{k}\right]} \Re\left(\int\left(\Delta_{\underline{n}-\underline{n}^{\prime}} g_{k}\right) \cdot T^{a_{1}(n)} \chi_{\underline{n}, \underline{\underline{n}}^{\prime}} \cdot \prod_{j=2}^{\ell} T^{a_{j}(n)}\left(\Delta_{\underline{\underline{n}}-\underline{n}^{\prime}} \bar{f}_{j}\right) d \mu\right)>0$,
and a somewhat simpler statement for $s=0$ that can be dealt in a similar fashion. The advantage now is that since for all $\underline{n}, \underline{n}^{\prime} \in \mathbb{N}^{s}$ we have $\chi_{\underline{n}, \underline{n^{\prime}}} \in \mathcal{E}(T)$ and $\Delta_{\underline{n}-\underline{n}^{\prime}} \bar{f}_{j} \in \mathcal{E}(T)$ for $j=m+1, \ldots, \ell$, property $\left(P_{m-1}\right)$ applies and gives that the average over the variable $n$ converges in $L^{2}(\mu)$ to the product of the integrals of the corresponding functions. We then deduce as in the proof of Proposition 4.6 that

$$
\left\|f_{j}\right\|_{s+1}>0 \quad \text { for } \quad j=2, \ldots \ell
$$

Furthermore, since $l \geq 2$ we can apply the same argument for the second position instead of the first and deduce in a similar fashion that $\left\|f_{1}\right\|_{s+1}>0$. We conclude that the seminorms $\|\cdot\|_{s+1}$ control the averages (5.1). This shows that property $\left(P_{m}\right)$ holds and concludes the proof of the induction and the proof of Theorem 2.1.
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# A sharp upper bound for the Hausdorff dimension of the set of exceptional points for the strong density theorem 

Panagiotis Georgopoulos and Constantinos Gryllakis


#### Abstract

Given an $E \subseteq \mathbb{R}^{m}$, Lebesgue measurable, we construct a real function $\psi: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$(depending on $E$ ) increasing, with $\lim _{t \rightarrow 0^{+}} \psi(t)=0$ such that $$
\lim _{\substack{x \in R \\ d(R) \rightarrow 0}} \frac{\left|R \cap E^{c}\right|}{|R| \cdot \psi(d(R))}=0 \quad \text { for a.e. } x \in E
$$ (where $R$ is an interval in $\mathbb{R}^{m}$ and $d$ stands for the diameter). This gives a new constructive proof of a problem posed by S. J. Taylor (1959) [5, p. 314]. Furthermore, the constructive method we use, gives a sharp upper bound for the Hausdorff dimension of the set of exceptional points, for the strong density theorem of Saks.


## Introduction

S. Ulam in [3, Problem 146, p. 228] (see also [8, p.78]) posed the following problem: Suppose that $E$ is any Lebesgue measurable set on the real line. Does there exist a real function $\psi: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$(depending on $E$ ) increasing such that $\lim _{t \rightarrow 0^{+}} \psi(t)=0$ and

$$
\lim _{\substack{x \in I \\|I| \rightarrow 0}} \frac{\left|I \cap E^{c}\right|}{|I| \cdot \psi(|I|)}=0 \quad \text { a.e. in } E ?
$$

(here $I$ denotes an interval in $\mathbb{R}, E^{c}$ is the complement of $E$ and $|\cdot|$ stands for the Lebesgue measure).

The affirmative answer to this question was given by S. J. Taylor in [5] and of course this is a strengthening of the Lebesgue density theorem. However, the problem, whether does there exist a function $\psi$ independent of $E$, has a negative solution (see [ 5 , Theorem 4, p. 312]). Also, in [5], the problem for a similar strengthening of the strong density theorem of Saks was posed (for Saks' strong density theorem, see [4, p. 129]).

Problem ([5, p. 314]). Given an $m$-dimensional Lebesgue measurable set $E$, does there exist a real function $\psi(t)$ increasing with $\lim _{t \rightarrow 0^{+}} \psi(t)=0$ such that

$$
\lim _{\substack{x \in R \\ d(R) \rightarrow 0}} \frac{\left|R \cap E^{c}\right|}{|R| \cdot \psi(d(R))}=0 \quad \text { for a.e. } x \in E ?
$$

( $R$ is an interval in $\mathbb{R}^{m}, d$ is the diameter).
As S. J. Taylor remarked, the direct methods in [5] did not give this strongest form of the density theorem in $m$-space.

The affirmative answer to this problem was given by S. J. Taylor in [6], assuming the usual form of the strong density theorem and applying an ingenious strengthening of Egoroff's theorem. The answer given is not constructive and gives no information on how the function $\psi$ depends on the set $E$.

In [9] we give a new constructive answer to the problem of S. J. Taylor in [5], that gives a function $\psi$ not only for a particular set, but for an uncountable class of sets.

To be precise, given a sequence $\left\{\left(w_{n}, u_{n}\right): n \in \mathbb{N}\right\}$ in $\mathbb{R}^{2}$ with $w_{n}>0, u_{n}>0$ for $n \in \mathbb{N}$ such that the series $\sum_{n=1}^{\infty} w_{n} \cdot u_{n}$ converges, we say that a set $E \subseteq \mathbb{R}^{2}$ belongs to $\left\{\left(w_{n}, u_{n}\right): n \in \mathbb{N}\right\}$ if $E=\bigcup_{n=1}^{\infty}\left(I_{n} \times J_{n}\right)$, where $I_{n} \times J_{n}$ are disjoint intervals in $\mathbb{R}^{2}$ with $\left|I_{n}\right|=w_{n},\left|J_{n}\right|=u_{n}$ for $n \in \mathbb{N}$. Clearly, every bounded open set belongs to some sequence as above and there are uncountably many sets belonging to a given sequence (this kind of definition in one dimension is also considered in [1] for a different purpose). As a result we have that, given a sequence $\left\{\left(w_{n}, u_{n}\right): n \in \mathbb{N}\right\}$ as above, we construct a $\psi: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$(depending on $\left\{\left(w_{n}, u_{n}\right): n \in \mathbb{N}\right\}$ ) increasing, with $\lim _{t \rightarrow 0^{+}} \psi(t)=0$ such that for every set $E$ belonging to $\left\{\left(w_{n}, u_{n}\right): n \in \mathbb{N}\right\}$

$$
\lim _{\substack{x \in(A \times B) \\ d(A \times B) \rightarrow 0}} \frac{\left|(A \times B) \cap E^{c}\right|}{|A \times B| \cdot \psi(d(A \times B))}=0 \quad \text { for a.e. } x \in E
$$

(where $A \times B$ is an interval in $\mathbb{R}^{2}$ ). (We remark that the Problem in [5,p.314] is somewhat misstated, since the ratio following the limit is not uniquely determined, for given $d(A \times$ B).)

It should be noted that, this kind of result can be obtained in one dimension by the direct methods of [5]. Also, our method equally works in any dimension, but we restrict to $\mathbb{R}^{2}$ for notational simplicity.

Furthermore, the constructive method we use, gives a sharp upper bound of the Hausdorff dimension of the set of exceptional points, for the strong density theorem of Saks.

To be precise, in [2] A. S. Besicovitch proved that, given a perfect set $E \subset[0,1]$ and denoting by $\varphi$ the sequence $a_{1}, a_{2}, \ldots$ of the lengths of interior complementary intervals of $E$, then the Hausdorff dimension of the set of exceptional points, for the Lebesgue density theorem (for $E$ ), is bounded above by the Besicovitch-Taylor index (or exponent of convergence) of the sequence $\left\{a_{n}: n \in \mathbb{N}\right\}$ (defined as

$$
e_{B T}\left\{a_{n}: n \in \mathbb{N}\right\}:=\inf \left\{c>0: \sum_{n=1}^{\infty} a_{n}^{c} \text { converges }\right\} \quad \text { (see [7, p. 34])) }
$$

and this bound is sharp. In this paper we prove that, given a bounded, open set $E \subseteq R$ ( $R$ is an open interval in $\mathbb{R}^{2}$ ) and if $E$ is written as a countable union of disjoint intervals, i.e. $E=\bigcup_{n=1}^{\infty}\left(I_{n} \times J_{n}\right)$, then the Hausdorff dimension of the set of exceptional points, for
the strong density theorem (for $E$ ), is bounded above by

$$
1+\min \left\{e_{B T}\left\{\left|I_{n}\right|: n \in \mathbb{N}\right\}, e_{B T}\left\{\left|J_{n}\right|: n \in \mathbb{N}\right\}\right\}
$$

and this bound is sharp. Also, working in higher dimensions we have analogous bounds. It should be noted that, clearly this bound is non-trivial, only in case that at least one of the series $\sum_{n=1}^{\infty}\left|I_{n}\right|, \sum_{n=1}^{\infty}\left|J_{n}\right|$ converges.

A final remark. The problem, (in the classical proofs of the strong density theorem), of estimating the Hausdorff dimension of the set of exceptional points is that the sections of this set vary. So, there is no effective way of estimating its Hausdorff dimension. The advantage of the present proof is that the set of exceptional points is "placed" as a subset of a cartesian product of $\mathbb{R}$ and a null set. So, after estimating the Hausdorff dimension of this null set, we can estimate that of the set of exceptional points, by standard results of the theory.
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# Harmonic functions, crossed products and approximation properties 

Aristides Katavolos<br>In memory of Dimitris Gatzouras


#### Abstract

The space of harmonic functions on a locally compact group $G$ is the fixed point space of a certain Markov operator. Its 'quantization', the corresponding fixed point space of operators on $L^{2} G$, coincides with the weak* closed bimodule over the group von Neumann algebra generated by this space. We examine the analogous spaces of jointly harmonic functions and their quantized operator bimodules. This leads to two different notions of crossed product of operator spaces by actions of $G$ which coincide when $G$ satisfies a certain approximation property.


The talk is a survey of joint work with M. Anoussis and I. G. Todorov, and of more recent work by $D$. Andreou.

## 1 Appetizer: The diagonal problem

Let $\Gamma$ be a (discrete) group. Any $\phi \in \ell^{\infty} \Gamma$ defines a multiplication operator $f \mapsto \phi f$ : $\ell^{2} \Gamma \rightarrow \ell^{2} \Gamma$ which we denote by the same symbol $\phi$ (here $(\phi f)(s)=\phi(s) f(s)$ for $s \in \Gamma$ ).

This multiplication operator is "diagonal" with respect to the orthonormal basis $\left\{\delta_{s}: s \in \Gamma\right\}$ of $\ell^{2} \Gamma$.

For $r \in G$, if $\lambda_{r}$ is the translation operator $\delta_{s} \mapsto \delta_{r s}$, the operator $\phi \lambda_{r} \in \mathcal{B}\left(\ell^{2} \Gamma\right)$ "lives" on the $r$-th diagonal. Thus the space of operators with finitely many nonzero diagonals is

$$
\left\{\sum_{i=1}^{n} \phi_{i} \lambda_{r_{i}}: \phi_{i} \in \ell^{\infty} \Gamma, r_{i} \in \Gamma, n \in \mathbb{N}\right\}
$$

It is not hard to show that this space contains the set of "matrix units" $\left\{E_{r, s}: r, s \in \Gamma\right\}$ and hence is dense in $\mathcal{B}\left(\ell^{2} \Gamma\right)$ for the $w^{*}$-topology (recall that $\mathcal{B}\left(\ell^{2} \Gamma\right)$ is the dual of the Banach space $\mathcal{S}^{1}\left(\ell^{2} \Gamma\right)$ of trace class operators). But,

Question 1.1. Is it true that every $X \in \mathcal{B}\left(\ell^{2} \Gamma\right)$ is the "sum of its diagonals"? More precisely, is it true that if $D_{r}(X) \in \mathcal{B}\left(\ell^{2} \Gamma\right)$ denotes the $r$-th diagonal of $X$, then

$$
\lim _{F \subset \subset G} \sum_{r \in F} D_{r}(X) \rightarrow X \quad \text { in some sense? ( } \subset \subset: \text { finite subset) }
$$

An incorrect answer appears in more than one classic book...

Question 1.2. What if we introduce "multipliers" $u \in \ell^{\infty} \Gamma$ (more general than $\chi_{F}$ )? Can we find, for each $X \in \mathcal{B}\left(\ell^{2} \Gamma\right)$, a net $\left(u_{i}\right)$ of finitely supported functions on $\Gamma$ (possibly depending on $X$ ), so that

$$
\lim _{i} \sum_{r} u_{i}(r) D_{r}(X) \rightarrow X ? ?
$$

## 2 Harmonic functions

Let $\mu \in M(G)$ be a probability measure on a locally compact group $G$.

- A function $\phi: G \rightarrow \mathbb{C}$ is said to be $\mu$-harmonic if

$$
\int_{G} \phi(s t) d \mu(t)=\phi(s) . \quad \text { Write } \phi \in \mathcal{H}(\mu)
$$

We studied the notion of $\mu$-harmonic functions, and its connection to random walks, in a seminar [10] with Dimitris Gatzouras and others.

Here, we will limit ourselves to the functional analysis approach.
Thus a $\mu$-harmonic function $\phi$ is a fixed point of the map $P_{\mu}$ given by

$$
\left(P_{\mu} \phi\right)(s)=\int_{G} \phi(s t) d \mu(t)
$$

The map $P_{\mu}$ is positive, unital, $w^{*}$-continuous on $L^{\infty}(G)$.

## 3 The (classical) Poisson boundary

The space $\mathcal{H}(\mu)$ of $\mu$-harmonic functions is the range of a positive unital projection defined on $L^{\infty} G$. This projection can be obtained by averaging over iterates of $P_{\mu}$, as follows:

Note that, since $L^{\infty} G$ is a dual Banach space, so is $\mathcal{B}\left(L^{\infty} G\right)$, and hence its unit ball is $w^{*}$-compact.

Define

$$
E_{n}:=\frac{1}{n}\left(I+P_{\mu}+\left(P_{\mu} \circ P_{\mu}\right)+\cdots+P_{\mu}^{n-1}\right) \in \operatorname{ball} \mathcal{B}\left(L^{\infty} G\right)
$$

and let $E_{\mu} \in \mathcal{B}\left(L^{\infty} G\right)$ be a $w^{*}$-cluster point of $\left\{E_{n}\right\}$.
Then it can be shown that $E_{\mu}$ is a unital positive projection onto $\mathcal{H}(\mu)$.
The space $\mathcal{H}(\mu)$ is not an algebra under pointwise multiplication. But, using the projection $E_{\mu}$, it can be equipped with an associative multiplication $\diamond$, by defining

$$
\phi \diamond \psi:=E_{\mu}(\phi \psi), \quad \phi, \psi \in \mathcal{H}(\mu) .
$$

Then $(\mathcal{H}(\mu), \diamond)$ becomes a $C^{*}$-algebra; since it is $w^{*}$-closed, it is a von Neumann algebra; and since it is abelian, it is an $L^{\infty}$ space:

Thus there exists a probability space $(\Omega, \nu)$, called the Poisson boundary of $\mu$ so that $\mathcal{H}(\mu) \simeq L^{\infty}(\Omega, \nu)$.

Let us remark that the von Neumann algebra structure on $(\mathcal{H}(\mu), \diamond)$ is independent of the choice of cluster point for $\left\{E_{n}\right\}$ (see section 5).

## 4 From Harmonic functions to Harmonic operators

Recall that an $\phi \in L^{\infty} G$ is a $\mu$-harmonic function if

$$
\int_{G} \phi(s t) d \mu(t)=\phi(s)
$$

If we consider $\phi \in L^{\infty} G$ as a multiplication operator acting on $L^{2} G$, we may write the previous equality as an operator-valued integral

$$
P_{\mu} \phi=\int_{G} \rho_{t} \phi \rho_{t}^{-1} d \mu(t) \in \mathcal{B}\left(L^{2} G\right)
$$

which should be interpreted in the "weak" sense. Here $\rho$ is the right regular representation $G \curvearrowright L^{2} G$ given by

$$
\left(\rho_{r} f\right)(s)=\Delta(r)^{1 / 2} f(s r), \quad f \in L^{2}(G), s, r \in G
$$

where $\Delta: G \rightarrow \mathbb{R}^{+}$is the modular function, defined by $d(t r)=\Delta(r) d t$.
This interpretation allows us to extend the notion of harmonic functions to operators (quantisation):

- Let us call an operator $T \in \mathcal{B}\left(L^{2} G\right)$ a $\mu$-harmonic operator if

$$
\int_{G} \rho_{t} T \rho_{t}^{-1} d \mu(t)=T . \quad \text { Write } T \in \widetilde{\mathcal{H}}(\mu)
$$

So $\mu$-harmonic operators are fixed points of the map

$$
\Theta_{\mu}: \mathcal{B}\left(L^{2} G\right) \rightarrow \mathcal{B}\left(L^{2} G\right): T \rightarrow \int_{G} \rho_{t} T \rho_{t}^{-1} d \mu(t)
$$

which is an extension of $P_{\mu}$ and a weak* continuous unital and completely positive map. (Such maps are sometimes called Markov operators.)

Complete positivity means that, not only does $\Theta_{\mu}$ map positive operators to positive operators, but for all $n$ its $n$-th ampliation has the same property: If an $n \times n$ matrix $\left[T_{i j}\right]$ of operators defines a positive operator on $\left(L^{2} G\right)^{(n)}$, then $\left[\Theta_{\mu}\left(T_{i j}\right)\right]$ also defines a positive operator on $\left(L^{2} G\right)^{(n)}$.

## 5 The non-commutative Poisson boundary

The following construction is due to Arveson [5] and Izumi [7]:
Let $\tilde{E}_{\mu} \in \mathcal{B}\left(\mathcal{B}\left(L^{2} G\right)\right)$ be a $w^{*}$-cluster point of $\left\{\tilde{E}_{n}\right\}$, where

$$
\tilde{E}_{n}:=\frac{1}{n}\left(I+\Theta_{\mu}+\cdots+\Theta_{\mu}^{n-1}\right): \mathcal{B}\left(L^{2} G\right) \rightarrow \mathcal{B}\left(L^{2} G\right)
$$

(This uses the fact that $\mathcal{B}\left(L^{2} G\right)$ is a dual Banach space, and hence so is $\mathcal{B}\left(\mathcal{B}\left(L^{2} G\right)\right)$.) Then $\tilde{E}_{\mu}$ is a unital completely positive projection onto $\widetilde{\mathcal{H}}(\mu)$.

Using $\tilde{E}_{\mu}$, we can equip $\widetilde{\mathcal{H}}(\mu)$ with an associative multiplication $\diamond$ by defining

$$
T \diamond S:=\widetilde{E}_{\mu}(T S), \quad T, S \in \widetilde{\mathcal{H}}(\mu)
$$

Then the space $\mathcal{N}_{\mu}:=(\widetilde{\mathcal{H}}(\mu), \diamond)$ is a (non abelian) von Neumann algebra and $(\mathcal{H}(\mu), \diamond)$ is an abelian *-subalgebra.

As in the classical case, the von Neumann algebra structure on $\mathcal{N}_{\mu}$ is independent of the choice of cluster point for $\left\{\tilde{E}_{n}\right\}$ : indeed every completely positive isometric linear isomorphism between von Neumann algebras must be a *-isomorphism.

The algebra $\mathcal{N}_{\mu}$ is called the non-commutative Poisson boundary of $\mu$.
We would like to find a more "concrete" description. Perhaps the subalgebra $\mathcal{H}(\mu) \simeq$ $L^{\infty}(\Omega, \nu)$ may provide a "coordinate representation" for $\mathcal{N}_{\mu}$.

## 6 Left Ideals of $L^{1}(G)$ and $\operatorname{VN}(G)$ bimodules

Observe that the preannihilator $J_{\mu}$ of $\mathcal{H}(\mu)$, given by

$$
J_{\mu}:=\mathcal{H}(\mu)_{\perp}=\left\{f \in L^{1} G: \int_{G} \phi(t) f(t) d t=0 \forall \phi \in \mathcal{H}(\mu)\right\} \subseteq L^{1} G
$$

is invariant under left translations by $G$ (because $\mathcal{H}(\mu)$ is) so $J_{\mu}$ is a left (convolution) ideal.

More generally, consider any closed left ideal $J \subseteq L^{1} G$.
Then $J^{\perp} \subseteq L^{\infty} G \subseteq \mathcal{B}\left(L^{2} G\right)$ is annihilated by the maps $\Theta_{\nu_{f}}$ for all $f \in J$ (here $\left.d \nu_{f}(t):=f(t) d t\right)$; hence $J^{\perp}$ lies in

$$
\begin{aligned}
\operatorname{ker} \Theta(J) & =\left\{T \in \mathcal{B}\left(L^{2}(G)\right): \int_{G} \rho_{t} T \rho_{t}^{-1} f(t) d t=0 \text { for all } f \in J\right\} \\
& =\bigcap_{f \in J} \operatorname{ker} \Theta_{\nu_{f}}
\end{aligned}
$$

But each $\Theta_{\nu_{f}}$ commutes with left or right multiplication by left-translation operators $\left\{\lambda_{t}, t \in G\right\}$ on $L^{2}(G)$. Thus $\operatorname{ker} \Theta(J)$ is a bimodule over the $w^{*}$-closed linear span of $\left\{\lambda_{t}, t \in G\right\}$, which is known as the von Neumann algebra $\operatorname{VN}(G)$ of $G$. It follows that $\operatorname{ker} \Theta(J)$ also contains the $w^{*}$-closed space

$$
\operatorname{Bim}\left(J^{\perp}\right):=\overline{\operatorname{span}}^{w}\left\{\phi \lambda_{t}: \phi \in J^{\perp}, t \in G\right\}
$$

which is a bimodule over $\operatorname{VN}(G)$ (since $\lambda_{s} \phi \lambda_{t}=\phi_{s} \lambda_{s t}$ where $\phi_{s}(t)=\phi\left(s^{-1} t\right)$ ).
Thus for every closed left ideal $J \subseteq L^{1} G$ we have the inclusion

$$
\operatorname{Bim}\left(J^{\perp}\right) \subseteq \operatorname{ker} \Theta(J)
$$

We think of the elements of $\operatorname{Bim}\left(J^{\perp}\right)$ as $w^{*}$-limits of "polynomials" $\sum \phi_{i} \lambda_{t_{i}}$ whose coefficients $\phi_{i} \in L^{\infty} G$ are annihilated by all $f \in J$. On the other hand, $\operatorname{ker} \Theta(J)$ consists of all operators annihilated by $\left\{\Theta_{\nu_{f}}, f \in J\right\}$.

When can we approximate such operators by suitable polynomials $\sum \phi_{i} \lambda_{t_{i}}$ ?
Theorem 6.1. If $G$ has the Approximation Property AP of Haagerup-Kraus, then the equality

$$
\operatorname{Bim}\left(J^{\perp}\right)=\operatorname{ker} \Theta(J)
$$

holds for every left ideal $J \subseteq L^{1}(G)$.
(See section 8 for the Approximation Property).
Thie validity of this equality was first proved for $G$ abelian, or compact, or weakly amenable discrete with M. Anoussis and I.G. Todorov [3]. The general case was then proved by J. Crann and M. Neufang [4].

## 7 Application to jointly harmonic operators

Given a family $\Lambda \subseteq M(G)$ of (complex valued) measures, the set $\mathcal{H}(\Lambda)$ of jointly harmonic functions is the set $\bigcap_{\mu \in \Lambda} \mathcal{H}(\mu)$ consisting of all $\phi \in L^{\infty} G$ which are $\mu$-harmonic for all $\mu \in \Lambda$.
Correspondingly, we define the set of all jointly harmonic operators to be

$$
\begin{aligned}
\widetilde{\mathcal{H}}(\Lambda) & :=\left\{T \in \mathcal{B}\left(L^{2}(G)\right): \mu \text {-harmonic for all } \mu \in \Lambda\right\} \\
& =\left\{T \in \mathcal{B}\left(L^{2}(G)\right): \Theta(\mu)(T)=T \text { for all } \mu \in \Lambda\right\}
\end{aligned}
$$

Clearly, $\widetilde{\mathcal{H}}(\Lambda) \supseteq \operatorname{Bim}(\mathcal{H}(\Lambda))$ where $\operatorname{Bim}(\mathcal{H}(\Lambda))$ is the $w^{*}$-closed linear space generated by $\left\{\phi \lambda_{t}: \phi \in \mathcal{H}(\Lambda), t \in G\right\}$.

Theorem 6.1 is applicable not only to ideals $J \subseteq L^{1}(G)$ which are preannihilators of $\mu$-harmonic functions, but also to preannihilators of jointly $\Lambda$-harmonic functions:

Theorem 7.1. Suppose $G$ has the Approximation Property.
For any $\Lambda \subseteq M(G)$,

$$
\widetilde{\mathcal{H}}(\Lambda)=\operatorname{Bim}(\mathcal{H}(\Lambda))
$$

Remark In the special case of functions which are $\mu$ harmonic for a probability measure, the equality $\widetilde{\mathcal{H}}(\mu)=\operatorname{Bim}(\mathcal{H}(\mu))$ holds for all groups. This was shown for discrete groups by M. Izumi [7], and then for general locally compact groups by W. Jaworski and M. Neufang [8] using completely different methods.

The crucial point, in this special case, is that the space $\mathcal{H}(\mu)$ is linearly and covariantly completely isometrically isomorphic to a von Neumann algebra, namely $L^{\infty}(\Omega, \nu)$ where $(\Omega, \nu)$ is the Poisson boundary.

## 8 Interlude: the approximation property AP

Very roughly, a locally compact $G$ has the approximation property AP of HaagerupKraus when the Fourier algebra $A(G)$ contains an (unbounded) approximate identity of a weak form. The Fourier algebra of $G$ consists of all functions $u: G \rightarrow \mathbb{C}$ of the form $u(s)=\left\langle\lambda_{s} f, g\right\rangle$ where $f, g \in L^{2} G$. Every such fuction defines a bounded mutiplier $M_{u}: \mathrm{VN}(G) \rightarrow \mathrm{VN}(G)$ satisfying $M_{u}\left(\lambda_{s}\right)=u(s) \lambda_{s}$ for all $s \in G$.

The following can be taken as the definition: $G$ has the AP if and only if there is a net $\left(u_{i}\right)$ of compactly supported functions in $A(G)$ such that $\left(M_{u_{i}}\right)$ converges in the stable point-weak* topology to the identity, i.e. $\left(M_{u_{i}} \otimes \mathrm{id}\right)(a) \rightarrow a$ weak* for all $a \in \mathrm{VN}(G) \bar{\otimes} \mathcal{B}\left(\ell^{2}\right)$ [6, Theorem 1.9].

The AP is a weak form of amenability.

Examples Groups with the AP: Amenable groups, such as abelian or compact groups, but also some non-amenable, such as $\mathbb{F}_{n}$.
Groups without the $A P: S L(3, \mathbb{Z}), S L(3, \mathbb{R})$.
Under the AP, we can answer Question 1.2:
Proposition 8.1. If $\Gamma$ is a discrete group with the $A P$, every operator in $\mathcal{B}\left(\ell^{2} \Gamma\right)$ can be $w^{*}$-approximated by linear combinations of its own diagonals.

Indeed the $M_{u_{i}}$ mentionned above extend to operators defined on the whole of $\mathcal{B}\left(L^{2} G\right)$ and provide the required multipliers.

## 9 Change of perspective: The crossed product

Let us return to the space $\mathcal{H}(\Lambda)$ of functions in $L^{\infty} G$ which are jointly harmonic for a family $\Lambda$ of complex measures on $G$, together with its "quantised" cousin $\widetilde{\mathcal{H}}(\Lambda)$ of jointly harmonic operators. Note that $G$ acts on $\mathcal{H}(\Lambda)$ by left translations. We wish to use $\mathcal{H}(\Lambda)$ together with this action to describe the space $\widetilde{\mathcal{H}}(\Lambda)$.

More generally: Let $\mathcal{V} \subseteq \mathcal{B}(H)$ be a $w^{*}$-closed linear space of operators on some Hilbert space $H$ (a dual operator space) and let $s \mapsto \alpha_{s}$ be an action of $G$ on $\mathcal{V}$ by weak* continuous complete isometries.

We wish to represent both $G$ and $\mathcal{V}$ simultaneously and covariantly on the same space. For this, we "create more space" by enlarging $H$ to accomodate both:

Consider

$$
\mathcal{V} \bar{\otimes} L^{\infty} G \subseteq \mathcal{V} \bar{\otimes} \mathcal{B}\left(L^{2} G\right) \subseteq \mathcal{B}\left(H \otimes L^{2} G\right)
$$

(we use $\bar{\otimes}$ for the $w^{*}$-closure of the algebraic tensor product).
We represent $\mathcal{V}$ on $H \otimes L^{2} G$ as follows: thinking of $\mathcal{V} \otimes L^{\infty} G$ as consisting of $\mathcal{V}$-valued $L^{\infty}$ functions on $G$, we associate to each $v \in \mathcal{V}$ the function $s \mapsto \alpha_{s}^{-1}(v)$.

More precisely, for each $v \in \mathcal{V}$, we define $\pi_{\alpha}(v) \in \mathcal{V} \bar{\otimes} L^{\infty}(G)$ by duality:

$$
\left\langle\pi_{\alpha}(v), \omega \otimes h\right\rangle:=\int_{G}\left\langle\alpha_{s}^{-1}(v), \omega\right\rangle h(s) d s, \quad \omega \in \mathcal{V}_{*}, h \in L^{1}(G)
$$

(Here $\mathcal{V}_{*}$ is the space of all $w^{*}$-continuous linear forms on $\mathcal{V}$, and we are using the fact that the projective tensor product of simple tensors of $\mathcal{V}_{*}$ and $L^{1}(G)$ has $\mathcal{V} \bar{\otimes} L^{\infty} G$ as its dual.)

We also define a map

$$
\tilde{\lambda}: G \rightarrow \mathcal{B}\left(H \otimes L^{2} G\right): s \mapsto \tilde{\lambda}_{s}:=\operatorname{Id}_{H} \otimes \lambda_{s}
$$

So we have the representations

$$
\begin{aligned}
\pi_{\alpha}: \mathcal{V} & \rightarrow \mathcal{V} \bar{\otimes} \mathcal{B}\left(L^{2} G\right) \subseteq \mathcal{B}\left(H \otimes L^{2} G\right) \\
\tilde{\lambda}: G & \rightarrow \mathcal{B}\left(H \otimes L^{2} G\right)
\end{aligned}
$$

The point is that now the action $\alpha$ becomes "inner": it is implemented by the unitary group $\tilde{\lambda}$ :

$$
\pi_{\alpha}\left(\alpha_{s}(v)\right)=\tilde{\lambda}_{s} \pi_{\alpha}(v) \tilde{\lambda}_{s}^{-1}
$$

This setup allows us to define two versions of the crossed product:

- The spatial crossed product $\mathcal{V} \rtimes_{\alpha} G$ is defined to be the weak* closed subspace of $\mathcal{V} \bar{\otimes} \mathcal{B}\left(L^{2} G\right)$ generated by all "polynomials" in $\left\{\tilde{\lambda}_{s}: s \in G\right\}$ with "coefficients" from $\pi_{\alpha}(\mathcal{V})$ : it is the weak* closed space

$$
\mathcal{V} \rtimes_{\alpha} G:={\overline{\operatorname{span}\left\{\pi_{\alpha}(v) \tilde{\lambda}_{s}, v \in \mathcal{V}, s \in G\right\}}}^{w *} \subseteq \mathcal{V} \bar{\otimes} \mathcal{B}\left(L^{2} G\right)
$$

- The Fubini crossed product $\mathcal{V} \rtimes_{\alpha}^{F} G$ is defined to be the following fixed point subspace of $\mathcal{V} \bar{\otimes} \mathcal{B}\left(L^{2} G\right)$ :

$$
\mathcal{V} \rtimes_{\alpha}^{F} G:=\left\{T \in \mathcal{V} \bar{\otimes} \mathcal{B}\left(L^{2} G\right):\left(\alpha_{s} \otimes \operatorname{Ad} \rho_{s}\right)(T)=T \forall s \in G\right\}
$$

Here $\tilde{\alpha}_{s}:=\alpha_{s} \otimes \operatorname{Ad} \rho_{s}$ acts on a simple tensor $T=x \otimes y$ as follows: $\tilde{\alpha}_{s}(T)=\alpha_{s}(x) \otimes \rho_{s} y \rho_{s}^{-1}$.

It is not hard to see that $\pi_{\alpha}(\mathcal{V})$ and $\tilde{\lambda}(G)$ are both elementwise fixed by the action $\tilde{\alpha}$; hence so is the spatial crossed product generated by them;

$$
\mathcal{V} \rtimes_{\alpha} G \subseteq \mathcal{V} \rtimes_{\alpha}^{F} G .
$$

But do we have equality? In other words, can every $\tilde{\alpha}$-fixed point be $w^{*}$-approximated by "polynomials" of the above form?

It is a classical result (see, for example, [9, Corollary X. 1.22]) that these two crossed products coincide in case $\mathcal{V}$ is a von Neumann algebra. However, for more general dual operator spaces, they can be distinct.

Theorem 9.1 (D. Andreou, [1]). The equality $\mathcal{V} \rtimes_{\alpha} G=\mathcal{V} \rtimes_{\alpha}^{F} G$ holds for all dual operator spaces $\mathcal{V}$ if and only if the group $G$ has the $A P$.

Note that the "if" direction was also proved by Crann - Neufang [4] using a different approach.

This Theorem can be viewed as a dynamical characterization of the AP.

## 10 Bimodules and Crossed products

We now apply these concepts to the Kernel-Bimodule problem. The key is the following:
In the special case where $\mathcal{V}=L^{\infty} G$ and $G$ acts by left translation (we write $G \stackrel{\alpha_{G}}{\curvearrowright}$ $L^{\infty} G$ ) both crossed products can be represented on $L^{2}(G)$ :

Proposition 10.1 (D. Andreou, [1]). There is an isometric normal*-morphism $\Psi: \mathcal{B}\left(L^{2} G\right) \rightarrow$ $\mathcal{B}\left(L^{2} G\right) \bar{\otimes} \mathcal{B}\left(L^{2} G\right)$ such that: for any closed left ideal $J$ of $L^{1}(G)$, we have

$$
\operatorname{Bim}\left(J^{\perp}\right) \stackrel{\Psi}{\sim} J^{\perp} \rtimes_{\alpha_{G}} G \quad \text { and } \quad \operatorname{ker} \Theta(J) \stackrel{\Psi}{\simeq} J^{\perp} \rtimes_{\alpha_{G}}^{F} G .
$$

Therefore, applying Theorem 9.1, we obtain a conceptually different proof of Theorem 6.1:

Under the $A P$, the equality $\operatorname{Bim}\left(J^{\perp}\right)=\operatorname{ker} \Theta(J)$ holds for all closed left ideals $J \subseteq L^{1} G$. In particular, for any $\Lambda \subseteq M(G)$, the space $\widetilde{\mathcal{H}}(\Lambda)$ ofjointly harmonic operators is (isomorphic
to) the spatial crossed product of the space $\mathcal{H}(\Lambda)$ of jointly harmonic functions by the translation action of $G$.

Concluding Remarks We have seen that if a group $G$ has the AP, then

$$
\begin{equation*}
J^{\perp} \rtimes_{\alpha_{G}} G=J^{\perp} \rtimes_{\alpha_{G}}^{F} G \quad \text { for all closed left ideals } J \text { of } L^{1}(G) \tag{*}
\end{equation*}
$$

but we do not know whether the converse holds:
Question: Is the AP necessary for the validity of (*)?
Or is some weaker approximation property sufficient?
Or is (*) valid for all locally compact bgroups $G$ ?
Acknowledgment. Thanks are due to D. Andreou and M. Anoussis for their help in the preparation of this survey.
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# Simultaneous tiling 
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#### Abstract

We discuss problems of simultaneous tiling. This means that we have an object (set, function) which tiles space with two or more different sets of translations. The most famous problem of this type is the Steinhaus problem which asks for a set simultaneously tiling the plane with all rotates of the integer lattice as translation sets.
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## 1 Tiling by translation

For the purposes of this paper ${ }^{1}$ tiling is by translation only [16]. We have an object $T$ (the tile) which may be a set or a function on some abelian group $G$ (usually the Euclidean space but it may be $\mathbb{Z}^{d}$ or a finite group) which we are translating around

[^6]

Figure 1: An $L$-shaped tile. The red point is the origin
by a set of translations $\Lambda$, in such a way that everything in the group $G$ is covered exactly once, with the possible exception of a set of zero Haar measure, to account for such irrelevant things such as boundaries overlapping, which we generally do not care about. One convenient way to define tiling by a function $f$ (which can be an indicator


Figure 2: A translational tiling by the $L$-shaped region. The red points are the translation set.
function, if we want tiling by a set) when translated at the locations $\Lambda$ is to demand that

$$
\begin{equation*}
\sum_{\lambda \in \Lambda} f(x-\lambda)=\text { const. } \tag{1.1}
\end{equation*}
$$

for almost all $x \in G$. To avoid most issues of convergence it makes sense to ask that $f \geq 0$, though some interesting problems do arise with signed $f$ [20].

## 2 Tiling in Fourier space

It is easy to see that (1.1) may be rewritten as a convolution

$$
\begin{equation*}
f * \delta_{\Lambda}=\text { const. } \tag{2.1}
\end{equation*}
$$

where $\delta_{\Lambda}=\sum_{\lambda \in \Lambda} \delta_{\lambda}$ is the measure that encodes the locations $\Lambda$ by placing a unit mass on each of them. Taking the Fourier Transform of this we obtain

$$
\begin{equation*}
\widehat{f} \widehat{\delta_{\Lambda}}=C \delta_{0} \tag{2.2}
\end{equation*}
$$

This implies that the tempered distribution $\widehat{\delta_{\Lambda}}$ is supported on the zeros of $\widehat{f}$ plus the origin

$$
\begin{equation*}
\operatorname{supp} \widehat{\delta_{\Lambda}} \subseteq\{\widehat{f}=0\} \cup\{0\} \tag{2.3}
\end{equation*}
$$



Figure 3: The collection $\delta_{\Lambda}$ of point masses that encodes the set $\Lambda$

Let us now restrict ourselves to the case of $G=\mathbb{R}^{d}$ and $\Lambda \subseteq \mathbb{R}^{d}$ being a lattice $\Lambda=A \mathbb{Z}^{d}$, where $A$ is a non-singular $d \times d$ matrix. The Poisson summation formula reads

$$
\widehat{\delta_{\Lambda}}=\frac{1}{|\operatorname{det} A|} \delta_{\Lambda^{*}}
$$

in this case, where $\Lambda^{*}=A^{-\top} \mathbb{Z}^{d}$ is the dual lattice of $\Lambda$, so the tiling of $f$ with $\Lambda$ becomes equivalent to

$$
\widehat{f}\left(\lambda^{*}\right)=0 \text { for all } \lambda^{*} \in \Lambda^{*} \backslash\{0\} .
$$



Figure 4: A lattice $\Lambda$ and its dual $\Lambda^{*}$

## 3 The Steinhaus tiling problem

In the Steinhaus tiling problem we are seeking a tile that can tile simultaneously with many different sets of translations. The most important case is: can we find a subset of the plane which can tile (by translations) with all rotates of the integer lattice $\mathbb{Z}^{2}$ ? In some sense we are asking for a set in the plane that can behave simultaneously like all these rotated squares (Fig. 5). There are two major variations of the Steinhaus problem: the measurable and the set-theoretic case. In the measurable case we demand our tile to be a Lebesgue measurable subset of $\mathbb{R}^{d}$ and we are, at the same time, relaxing our requirements and are allowing a subset of measure 0 of space not to be covered exactly once by the translates of the tile. In the set-theoretic case we allow the tile to


Figure 5: The rotated squares are fundamental domains of all rotates of $\mathbb{Z}^{2}$
by any subset and we typically ask that every point is covered exactly once, allowing no exceptions.

Komjáth [22] answered the Steinhaus question in the affirmative in $\mathbb{R}^{2}$ when tiling by all rotates of the set $B=\mathbb{Z} \times\{0\}$ showing that there are such Steinhaus sets (but such a set $A$ cannot be measurable as was shown recently in [18]). Sierpinski [26] showed that a bounded set $A$ which is either closed or open cannot have the lattice Steinhaus property (that is, intersect all rigid motions of $\mathbb{Z}^{2}$ at exactly one point another way to say that $A$ tiles precisely with all rotates of $\mathbb{Z}^{2}$ ). Croft [5] and Beck [1] showed that no bounded and measurable set $A$ can have the lattice Steinhaus property (but see also [23]). Kolountzakis [14, 13] and Kolountzakis and Wolff [19] proved that any measurable set in the plane that has the measurable Steinhaus property must necessarily have very slow decay at infinity (any such set must have measure 1). In [19] it was also shown that there can be no measurable Steinhaus sets in dimension $d \geq 3$ (tiling with all rotates $\rho \mathbb{Z}^{d}$, where $\rho$ is in the full orthogonal group) a fact that was also shown later by Kolountzakis and Papadimitrakis [17] by a very different method. See also [3, 24, 4, 27]. Kolountzakis [15] looks at the case where we are only asking for our set to tile with finitely many lattices, not all rotates as in the original problem, which we are also doing in this paper. In a major result Jackson and Mauldin [11, 10] proved the existence of Steinhaus sets in the plane which tile with all rotates of $\mathbb{Z}^{2}$ (not necessarily measurable). Their method does not extend to higher dimension $d \geq 3$. See also [25, 12]. It was also shown in [18] that a set $A$ which tiles with all rotates of a finite set $B$ cannot be measurable.

## 4 Steinhaus problem in Fourier space

Most of the results on the measurable Steinhaus problem start by observing that if $E \subseteq \mathbb{R}^{2}$ is Steinhaus then every rotate $R_{\theta} E$ of $E$ tiles with $\mathbb{Z}^{2}$, which means that for every angle $\theta$ the Fourier Transform $\widehat{\mathbf{1}_{R_{\theta} E}}$ vanishes on $\mathbb{Z}^{2} \backslash\{0\}$ since $\mathbb{Z}^{2}$ is the dual lattice of itself. This implies that $\widehat{\mathbf{1}_{E}}$ vanishes on all rotates of $\mathbb{Z}^{2}$. In other words $\widehat{\mathbf{1}_{E}}$ vanishes on all circles centered at the origin that go through at least one integer lattice point. The number of these circles is large. There are a little less than $O\left(R^{2}\right)$ such


Figure 6: The Fourier Transform of any Steinhaus set must vanish on all circles centered at the origin that go through at least one integer lattice point
circles of radius $\leq R$. Many zeros of a function sometimes imply decay at infinity, and, by the usual uncertaintly principle (both $f$ and $\widehat{f}$ cannot decay fast at infinity), since $\widehat{\mathbf{1}_{E}}$ is small at infinity it follows that $\mathbf{1}_{E}$ is large (e.g., $E$ cannot be bounded).

## 5 Allowing functions instead of sets in the Steinhaus problem

Let us now relax our requirements and allow our tile to be a function instead of a set (instead of indicator function, in other words). Satisfying the requirements of the Steinhaus tiling problem with a function is generally much easier than with a set. The problem becomes interesting only if one asks for further properties that this function should have. Therefore we try to find a function with small support, or to prove that the support of such a function must necessarily be large. Asking for $f$ to have a small support goes against $f$ having the ability to tile space, especially with many different sets of translations $T$. The reason is that for $f$ to tile by translations with $T$ its Fourier transform must contain a rich set of zeros [16]. This set of zeros must be able to support the Fourier transform of the measure $\delta_{T}=\sum_{t \in T} \delta_{t}$ (which encodes the set of translations). By the well known uncertainty principle in harmonic analysis a rich set of zeros for $\widehat{f}$ usually requires (in various different senses) a large support for $f$ [9].

It is very easy to take $\widehat{f}$ to vanish on the required circles, but one must do it in a way that ensures that $f$ is itself small in some sense, such as the diameter of its support or the volume of its support.

## 6 Small diameter of the support: lower bounds

The first thing that comes to mind is to take $f$ to be a convolution. It takes a moment to verify that if $f$ tiles with a set of translates $T$ then so does $g * f$ for any $g \in L^{1}\left(\mathbb{R}^{d}\right)$. One can either verify this by checking the definition of tiling for $g * f$ or observe that tiling is a condition that can be checked on the Fourier side [16] and $\widehat{g * f}=\widehat{g} \cdot \widehat{f}$ has an even richer set of zeros that $\widehat{f}$.

So, since $\widehat{f}$ has to vanish on the dual lattices $\Lambda_{i}^{*} \backslash\{0\}$ we can take

$$
\begin{equation*}
f=\mathbf{1}_{D_{1}} * \mathbf{1}_{D_{2}} * \cdots * \mathbf{1}_{D_{N}} \tag{6.1}
\end{equation*}
$$

where $D_{i}$ is a fundamental parallelepiped of $\Lambda_{i}$. Since $D_{i}+\Lambda_{i}$ is a tiling it follows that $\widehat{\mathbf{1}_{D_{i}}}$ vanishes on $\Lambda_{i}^{*} \backslash\{0\}$ and that $f$ vanishes on their union and hence tiles with all $\Lambda_{i}$. This can be slightly generalized by taking, instead if the indicator functions $\mathbf{1}_{D_{i}}$ any function $f_{i}$ that tiles with $\Lambda_{i}$

$$
\begin{equation*}
f=f_{1} * f_{2} * \cdots f_{N} \tag{6.2}
\end{equation*}
$$



Figure 7: The fundamental domains of several lattices. A constant fraction of them project to a set of large diameter onto one of the coordinate axes.

The following observation (see detailed proof in [21]) was already made in [19] in the case $f_{i}=\mathbf{1}_{D_{i}}$.

Theorem 1. If $\Lambda_{1}, \ldots, \Lambda_{N}$ are lattices in $\mathbb{R}^{d}$ of volume $c_{1} \leq \operatorname{vol} \Lambda_{i}$ and $f=f_{1} * f_{2} * \cdots * f_{N}$ then

$$
\begin{equation*}
\operatorname{diam} \operatorname{supp} f \geq C_{d} N \tag{6.3}
\end{equation*}
$$

The reason is that a constant fraction of the supports of the $f_{i}$ project onto a constant fraction of their diameter onto some line, say one of the axes. This implies (obvious if the $f_{i}$ are nonnegative; one needs the Titchmarsh convolution theorem in the general case) that so does the support of the convolution $f=f_{1} * \cdots * f_{N}$ (shown in Fig. 7 for the $f_{i}$ being the indicator functions of fundamental parallelepipeds of the lattices).

If the lattices $\Lambda_{i}$ satisfy some "roundness" assumption, e.g. if each $\Lambda_{i}$ is assumed to have a fundamental domain of diameter bounded independent of $N$ (as in the important
case when all the lattices are rotates of $\mathbb{Z}^{d}$ ), then the convolution tile (6.1) has diameter which is also at most $C \cdot N$.

On the other hand we have the following rather general lower bound for the diameter of the support [19] assuming only a certain genericity assumption (6.4) on the $\Lambda_{i}$.

Theorem 2. If $\Lambda_{1}, \ldots, \Lambda_{N} \subseteq \mathbb{R}^{d}$, $d \geq 1$, are lattices of volume equal to 1 such that

$$
\begin{equation*}
\Lambda_{i} \cap \Lambda_{j}=\{0\} \quad \text { for all } i \neq j, \tag{6.4}
\end{equation*}
$$

then if $f$ tiles with all these lattices we have

$$
\begin{equation*}
\operatorname{diam} \operatorname{supp} f \geq C_{d} N^{1 / d} \tag{6.5}
\end{equation*}
$$

The main question is therefore:

Question 1. Can the gap between the lower bound (6.5) and the linear upper bound $O(N)$ achievable by the convolution tile (6.1) (in the case of "round" lattices, having fundamental domains bounded in diameter by a constant) be bridged?

Are there examples of lattices $\Lambda_{i}, i=1,2, \ldots, N$, satisfying (6.4) and a non-zero function $f \in L^{1}\left(\mathbb{R}^{d}\right)$ that tiles with all $\Lambda_{i}$ and such that

$$
\operatorname{diam} \operatorname{supp} f=o(N) ?
$$

In other words, do there exist collections of lattices for which a common tile $f$ can be found which is diameter-wise more efficient than the convolution construction (6.1)?

## 7 A case of large diameter

We observe now [21] that for some collections of lattices the linear upper bound cannot be improved. The lattices given are both "round" (have a fundamental domain bounded independent of $N$ ) and satisfy the genericity assumption (6.4). There are however collinearities so, in some sense, this is not a generic situtation.

Theorem 3. For $d \geq 1$ and for each $N$ there are lattices $\Lambda_{1}, \ldots, \Lambda_{N} \subseteq \mathbb{R}^{d}$, of volume 1 , such that if $f \in L^{1}\left(\mathbb{R}^{d}\right), \int f \neq 0$, tiles with all of them then

$$
\operatorname{diam} \operatorname{supp} f \geq C_{d} N
$$

Proof. We give the proof in the case $d=2$. It works with obvious changes in all dimensions $d>2$ and it is even easier in dimension $d=1$.

Take $\Lambda_{i}^{*}$ to be generated by the two vectors

$$
u_{i}=\left(0, a_{i}\right), v_{i}=\left(1 / a_{i}, 0\right)
$$



Figure 8: The fundamental rectangles of the lattices of Theorem 7 which have only very long common tiles.
where the numbers $a_{1}, \ldots, a_{N}$ are linearly independent over $\mathbb{Q}$ and

$$
0.9<a_{i}<1
$$

If $f$ tiles with all $\Lambda_{i}$ then $\widehat{f}$ vanishes on all points of the form

$$
\left(0, k \cdot a_{i}\right), \quad i=1,2, \ldots, N, \quad k \in \mathbb{Z} \backslash\{0\}
$$

Since all these points are different it follows that the density of zeros on the $y$-axis is $\geq C \cdot N$. This implies that

$$
\operatorname{diam} \operatorname{supp} \pi_{2}(f) \geq C \cdot N
$$

(say, by Jensen's formula) where $\pi_{2}(f)$ is the one-variable function

$$
\pi_{2}(f)(y)=\int_{\mathbb{R}} f(x, y) d x
$$

(This is not an identically zero function by our assumption on the integral of $f$.) This in turn implies

$$
\operatorname{diam} \operatorname{supp} f \geq C \cdot N
$$

## 8 Small volume of the support

Another measure of the size of the support is its volume. Can we construct a common tile $f$ for the lattices $\Lambda_{i}$ such that $|\operatorname{supp} f|$ is small?

In the case of $f$ given by (6.1) it is clear that

$$
\operatorname{supp} f=D_{1}+D_{2}+\ldots+D_{N}
$$

To keep things concrete let us assume that all $\left|D_{i}\right|=1$ in (6.1) (unimodular lattices). Then the Brunn-Minkowski inequality [7] says that

$$
|\operatorname{supp} f|=\left|D_{1}+\cdots+D_{N}\right| \geq\left(\left|D_{1}\right|^{1 / d}+\cdots+\left|D_{N}\right|^{1 / d}\right)^{d} \geq N^{d}
$$

This lower bound

$$
|\operatorname{supp} f| \geq C N^{d}
$$

clearly holds also for functions of the form

$$
\begin{equation*}
f=f_{1} * f_{2} * \cdots * f_{N}, \quad f_{i} \geq 0 \tag{8.1}
\end{equation*}
$$

where for all $i=1,2, \ldots, N$ we assume that the nonnegative function $f$ tiles with $\Lambda_{i}$.
We have proved [21]:

Theorem 4. For any collection of lattices $\Lambda_{1}, \ldots, \Lambda_{N}$ in $\mathbb{R}^{d}$ of volume at least 1 and any common tile $f$ for them of the form

$$
f=f_{1} * f_{2} * \cdots * f_{N}, \quad f_{i} \geq 0
$$

with $f_{i}$ tiling with $\Lambda_{i}$, we have

$$
|\operatorname{supp} f| \geq N^{d}
$$

But when the functions $f$ are signed (or complex) we only have

$$
\operatorname{supp} f \subseteq \operatorname{supp} f_{1}+\cdots \operatorname{supp} f_{N}
$$

not necessarily equality, which brings us to the next question.
Question 2. If $f$ is given by (8.1), is it true that

$$
\begin{equation*}
|\operatorname{supp} f| \geq C N^{d} ? \tag{8.2}
\end{equation*}
$$

If one requires that the lattices $\Lambda_{1}, \Lambda_{2}, \ldots, \Lambda_{N} \subset \mathbb{R}^{d}$ have the same volume, say 1 , and the sum $\Lambda_{1}^{*}+\Lambda_{2}^{*}+\ldots+\Lambda_{N}^{*}$ of their dual lattices is direct, then, by [15, Theorem 2], they possess a measurable common almost fundamental domain $E$ (generally unbounded).See Fig. 9.

In this case, $|E|=\operatorname{vol}\left(\Lambda_{i}\right)=1$. So then one can take $f=\mathbf{1}_{E}$, which tiles with all $\Lambda_{i}, i=1,2, \ldots, N$, with $|\operatorname{supp} f|=|E|=1$.

Motivated by the previous observation, but now dropping the equal volume assumption, we ask the following:

Question 3. Consider the lattices $\Lambda_{1}, \Lambda_{2}, \ldots, \Lambda_{N}$, with $\frac{1}{2} \leq \operatorname{vol}\left(\Lambda_{i}\right) \leq 2$. Is there a function $f$ that tiles with all $\Lambda_{i}$, such that

$$
|\operatorname{supp} f|=o\left(N^{d}\right) ?
$$

Question 4. In the case when $\Lambda_{1}, \ldots, \Lambda_{N}$ all have volume 1 and satisfy some sort of genericity condition, such as $\Lambda_{1}^{*}+\cdots \Lambda_{N}^{*}$ being a direct sum, as in [15, Theorem 2], can the common fundamental domain of the $\Lambda_{i}$ be bounded? In the construction of [15, Theorem 2] the unboundedness is unavoidable, but is it in the nature of things?


Figure 9: How to rearrange the fundamental domains of two lattices so that they agree almost everywhere [15, Theorem 2]. One breaks up the two domains into smaller and smaller parts, then moves each by a vector in its own lattice so that they agree almost completely.

## 9 Small length of the support in $d=1$

In the simplest case in dimension $d=1$, and for two lattices only, a basic question is to ask if the convolution (8.1) is best in terms of the length of the support. Here we can give [21] a simple lower bound assuming a nonnegative function.

Theorem 5. Suppose the nonnegative $f: \mathbb{R} \rightarrow \mathbb{R}^{\geq 0}$ is measurable and tiles with both $\Lambda_{1}=\mathbb{Z}$ and with $\Lambda_{2}=\alpha \mathbb{Z}$, where $\alpha \in(0,1)$ :

$$
\begin{equation*}
\sum_{n \in \mathbb{Z}} f(x-n)=1, \quad \sum_{n \in \mathbb{Z}} f(x-n \alpha)=\frac{1}{\alpha}, \quad \text { for almost every } x \in \mathbb{R} \tag{9.1}
\end{equation*}
$$

Then

$$
\begin{equation*}
|\operatorname{supp} f| \geq\left\lceil\frac{1}{\alpha}\right\rceil \alpha \geq 2 \alpha \tag{9.2}
\end{equation*}
$$

Remark 2. If we assume the first equation in (9.1) then the constant in the second equation is forced to be $1 / \alpha$. This is because $\int f=1$ (from the first equation), so repeating $f$ at a set of translates of density $1 / \alpha$ will give a constant (assuming it tiles) at that level.

Remark 3. Notice that if $\alpha$ is just a little less than 1 then (9.2) gives a lower bound of $2 \alpha$, which shows that the convolution $\mathbf{1}_{[0,1]} * \mathbf{1}_{[0, \alpha]}$ is almost optimal in this case, having support of size $1+\alpha$.

But if, on the other hand, $\alpha$ is just over $1 / 2$ then the lower bound is just over 1 but the convolution upper bound is just over $3 / 2$, a considerable gap.

Proof. From the first equation in (9.1) it follows that $f(x) \leq 1$ for almost every $x$. For the second equation to be true it therefore follows that for almost every $x \in \mathbb{R}$ there are
at least $\lceil 1 / \alpha\rceil$ different values of $n \in \mathbb{Z}$ such that $f(x-n \alpha)>0$. Using this for almost all $x \in[0, \alpha)$ (which ensures that for different $x$ the locations $x-n \alpha$ are also different) gives (9.2).

Question 5. What is the least possible length of the support of $f$ for a nonnegative $f$ that tiles with both $\mathbb{Z}$ and $\alpha \mathbb{Z}$ ?

## 10 Very small diameter of the support with relations among the lattices

If we have $N$ lattices

$$
\Lambda_{1}, \ldots, \Lambda_{N} \subseteq \mathbb{R}^{d}
$$

we can find a function that tiles with them all, namely the function $f$ in (6.1). If our lattices are assumed to each have a fundamental domain bounded by $\sim 1$ then diamsupp $f=O(N)$, and this cannot be improved for functions $f$ arising from (6.1). We show here [21] that we can choose the lattices $\Lambda_{j}$ so that a common tiling function exists which is much more tight than that, tighter even than what Theorem 6 imposes. Of course our lattices will not satisfy the genericity condition (6.4) of Theorem 6, but will satisfy a lot of relations (their intersection will be a large lattice, in terms of density).

Fix a large prime $p$ and consider the group $\mathbb{Z}_{p}^{d}$. Any nonzero element $g$ of this group generates a cyclic subgroup of order $p$. It follows that $\mathbb{Z}_{p}^{d}$ has

$$
\frac{p^{d}-1}{p-1} \sim p^{d-1}=: N
$$

different cyclic subgroups. For each such subgroup $G$, which we now view as a subset of $\{0,1, \ldots, p-1\}^{d}$, consider the lattice

$$
\Lambda_{G}=(p \mathbb{Z})^{d}+G
$$

This contains the lattice $\Lambda=(p \mathbb{Z})^{d}$ and has volume


Figure 10: How we construct the $(p \mathbb{Z})^{d}$-periodic set $\Lambda_{G}$ from the subgroup $G$ of $\mathbb{Z}_{p}^{d}$

$$
\operatorname{vol} \Lambda_{G}=\frac{\operatorname{vol}(p \mathbb{Z})^{d}}{|G|}=p^{d-1}=N
$$

The function $f=\mathbf{1}_{[0, p)^{d}},[0, p)^{d}$ being a fundamental domain of $\Lambda$, tiles with $\Lambda$ and, therefore, with any larger group, so $f$ is a common tile of all $\Lambda_{G}$.

In order to make the volume of the $\Lambda_{G}$ equal to 1 we shrink everything by $N^{1 / d}$ :

$$
\Lambda_{G}^{\prime}=N^{-1 / d} \Lambda_{G}, \quad f^{\prime}(x)=f\left(N^{1 / d} x\right)
$$

So we have $\sim N$ lattices $\Lambda_{G}^{\prime}$ of volume 1 and a common tile $f^{\prime}$ for them with

$$
\operatorname{diam} \operatorname{supp} f^{\prime}=\operatorname{diam} \operatorname{supp} f \cdot N^{-1 / d}=\sqrt{d} p N^{-1 / d}=\sqrt{d} N^{\frac{1}{d-1}-\frac{1}{d}}=\sqrt{d} N^{\frac{1}{d(d-1)}}
$$

We have proved:
Theorem 6. In dimension $d \geq 2$ and for arbitrarily large $N$ we can find $N$ lattices of volume 1 and a common tile $f$ for them with

$$
\operatorname{diam} \operatorname{supp} f=O_{d}\left(N^{\frac{1}{d(d-1)}}\right)
$$

and, consequently, with

$$
\begin{equation*}
|\operatorname{supp} f|=O_{d}\left(N^{\frac{1}{d-1}}\right) \tag{10.1}
\end{equation*}
$$

Question 6. Derive a lower bound for diamsupp $f$, for $f$ tiling with $\Lambda_{1}, \ldots, \Lambda_{N} \subseteq \mathbb{R}^{d}$ and with $f \geq 0$ (or just $\int f>0$ ) under no algebraic conditions for the lattices $\Lambda_{j}$, assuming only that $\operatorname{vol} \Lambda_{j} \sim 1$.

Question 7. In Theorem 10 we have used the cyclic subgroups of $\mathbb{Z}_{p}^{d}$ because they are easier to count. However the same argument could be carried out using a larger class of subgroups, perhaps all of them. What is the estimate that can be achieved this way to replace (10.1)?

## 11 Almost matching upper and lower bounds for the diameter, $d=1$

The construction that we used to prove Theorem 10 gives nothing in dimension $d=1$. Yet, we can prove [21] that, if we allow relations among the lattices, we can achieve $\operatorname{diam} \operatorname{supp} f=o(N)$ in dimension 1 as well.

Let us start by defining

$$
\lambda_{j}=\frac{1}{N+j}, \quad \Lambda_{j}=\lambda_{j} \mathbb{Z}, \quad(j=1,2, \ldots, N)
$$

We will first construct a function $f$ which tiles with all the $\Lambda_{j}, j=1,2, \ldots, N$, such that

$$
\operatorname{diam} \operatorname{supp} f=o(1)
$$

The Fourier transform of such an $f$ must vanish on the dual lattices

$$
\Lambda_{j}^{*}=\lambda_{j}^{-1} \mathbb{Z}=(N+j) \mathbb{Z}, \quad(j=1,2, \ldots, N)
$$

except at 0 . Write

$$
U=\bigcup_{j=1}^{N}(N+j) \mathbb{Z} \backslash\{0\}
$$

By a result of Erdős [6] $U$, the set of integers which are divisible by one of the integers in $\{N+1, N+2, \ldots, 2 N\}$, has density tending to 0 with $N$. Tenenbaum [28] has given the estimate that this density is at most

$$
\begin{equation*}
\frac{1}{\log ^{\delta-o(1)} N} \tag{11.1}
\end{equation*}
$$

where $\delta=0.086071 \cdots$ is an explicit constant.
It is an important result of Beurling [2] that if $\Lambda$ is a uniformly discrete set of real numbers of upper density $\rho$ then for any $\epsilon>0$ we can find a continuous function $f$, not identically zero, supported by the interval $[0, \rho+\epsilon]$ such that $\widehat{f}(\lambda)=0$ for all $\lambda \in \Lambda$. We can even ask that $\widehat{f}(0)=1$ if $0 \notin \Lambda$. By Tenenbaum's estimate (11.1) we can take $\rho=\log ^{-\delta+o(1)} N$ and the set $U$, being a set of integers and thus uniformly discrete, satisfies the assumptions of Beurling's theorem, so there is a function $f$ supported in the interval $\left[0, \log ^{-\delta+o(1)} N\right]$, with integral 1 , such that $\widehat{f}=0$ on $U$. It follows that $f$ tiles with all $\Lambda_{j}$.

We now scale by a factor of $N$

$$
f^{\prime}(x)=f(x / N), \quad \Lambda_{j}^{\prime}=N \Lambda_{j}, \quad \operatorname{diam} \operatorname{supp} f^{\prime}=O\left(N \log ^{-\delta+o(1)} N\right)
$$

and obtain the first half of the following theorem.
Theorem 7. We can find $N$ lattices $\Lambda_{j} \subseteq \mathbb{R}$ of with vol $\Lambda_{j} \sim 1$ and a function $f$ with $\int f>0$ and supported in an interval of length

$$
\frac{N}{\left.\log ^{\delta-o(1)} N\right)}
$$

which tiles with all $\Lambda_{j}$.
Furthermore, for any $\epsilon>0$ any such function $f$ must have

$$
\operatorname{diam} \operatorname{supp} f \gtrsim_{\epsilon} N^{1-\epsilon}
$$

Arguing similarly we can also prove the lower bound for diamsupp $f$ in Theorem 11 . If we assume that $f$ tiles with all $\Lambda_{j}=\lambda_{j} \mathbb{Z}$, with, say, $1 \leq \lambda_{j} \leq 2, j=1,2, \ldots, N$, then $\widehat{f}$ vanishes on

$$
\bigcup_{j=1}^{N} \lambda_{j}^{-1} \mathbb{Z} \quad \backslash\{0\}
$$

If this set is large then Jensen's formula implies that diamsupp $f$ is also large. It was proved in [8, Theorem 1.1, special case $\ell=n$ ] that, for any $\epsilon>0$, the above union of arithmetic progressions contains at least $c_{\epsilon} N^{2-\epsilon}$ points in [0, 2N]. By Jensen's formula then we have diam supp $f \gtrsim \epsilon N^{1-\epsilon}$ and this completes the proof of Theorem 11 .

Question 8. Can we ensure $f \geq 0$ in the first half of Theorem 11?
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# Prime Orbits and Möbius Randomness 

Giorgos Kotsovolis<br>In memory of Dimitris Gatzouras

## 1 Introduction

The celebrated Prime Number Theorem was proved in 1896 independently by both Hadamard and de la Vallée Poussin. It constituted a major breakthrough in the field of number theory. It states that the number of prime numbers up to some integer $N$ is asymptotically equal to $\frac{N}{\log N}$. If we denote by $\pi(N)$ the number of prime numbers $\leq N$, then it states

$$
\pi(N)=\int_{0}^{N} \frac{d t}{\log t}+O\left(N e^{-c \sqrt{\log N}}\right)
$$

for some absolute constant $c$. (Note that throughout this transcript the Big O notation $f(x)=O(g(x))$ means that there is some constant $C$ such that $-C g(x) \leq f(x) \leq$ $C g(x)$.) Improving the error term of this asymptotic formula has proven to be one of the biggest obstacles in all of mathematics and it is related to the notorious Riemann Hypothesis. In particular, the Riemann Hypothesis is equivalent to the statement that for every $\varepsilon>0$,

$$
\pi(N)=\int_{0}^{N} \frac{d t}{\log t}+O\left(N^{\frac{1}{2}+\varepsilon}\right)
$$

This is not the only interesting version of the Prime Number Theorem though. In the study of prime numbers one of the most important function is the Möbius function, which is the function $\mu: \mathbb{N} \rightarrow\{-1,0,1\}$ such that

$$
\mu(n)= \begin{cases}0, & \text { if } n \text { is not square-free } \\ (-1)^{r}, & \text { if } n \text { is square free }\end{cases}
$$

where $r$ is the number of primes appearing in the prime decomposition of $n$. An equivalent form of the Prime Number Theorem is the following equation concerning the Cesàro Averages of the Möbius function:

$$
\frac{1}{N} \sum_{n=1}^{N} \mu(n) \rightarrow 0
$$

Again, the Riemann Hypothesis is related to the "speed" of that convergence, and it predicts that for every $\varepsilon>0$,

$$
\sum_{n=1}^{N} \mu(n)=O\left(N^{\frac{1}{2}+\varepsilon}\right)
$$

Another theorem connected to the distribution of the prime numbers is Dirichlet's theorem regarding arithmetic progressions.

Theorem (Dirichlet). For all pairs of integers $(a, b)$ with $\operatorname{gcd}(a, b)=1$, the arithmetic progression $a n+b$ contains infinitely many prime numbers. Regarding the Möbius function, a closely related theorem states that

$$
\frac{1}{N} \sum_{n=1}^{N} \mu(n) e^{2 \pi i n a} \rightarrow 0
$$

for all $a \in \mathbb{Q}$.
The purpose of this expository article is to explain the dynamical interpretations of these results and to generalize them in different settings, where one can hope to have generalized Prime Number Theorems.

## 2 Dynamical Interpretations

The aforementioned results carry dynamical interpretations. The function $\mu$ is a multiplicative function and one of the main principles of number theory is that additive structures and multiplicative structures behave independently. Say that two sequences $a_{n}, b_{n}$ are independent if

$$
\lim \frac{1}{N} \sum_{n=1}^{N} a_{n} b_{n}=\lim \frac{1}{N} \sum_{n=1}^{N} a_{n} \lim \frac{1}{N} \sum_{n=1}^{N} b_{n}
$$

It then happens that the equation $\frac{1}{N} \sum_{n=1}^{N} \mu(n) e^{2 \pi i n a} \rightarrow 0$ can be translated in that the Möbius sequence is independent from rational rotations. Hence, comes the question: What is an appropriate class of sequences that we can expect the Möbius function to be independent from? We need some definitions first (see [4]).

Definition. We say the the four-tuple $(\mathcal{X}, \mathcal{A}, \nu, T)$ is a dynamical system if $(\mathcal{X}, \mathcal{A}, \nu)$ is a measure space and $T: \mathcal{X} \rightarrow \mathcal{X}$ is a measure preserving function (i.e. for every $A \in \mathcal{A}$ we have that $\nu\left(T^{-1}(A)\right)=\nu(A)$ ).

The measure $\nu$ is called ergodic for the dynamical system $(\mathcal{X}, \mathcal{A}, \nu, T)$ iff for every set $A \in \mathcal{A}$ s.t. $T^{-1}(A)=A$ we have that $\nu(A) \in\{0,1\}$. It probably seems like it is a lot to ask for a dynamical system to have this property, but it can easily be proved that if we consider the space $\mathcal{M}$ of measures $\nu$ that make $T$ be measure preserving, then under the weak* topology, $\mathcal{X}$ is a compact, convex space with extreme points the ergodic measures. Hence, using functional analytic tools (such as the Krein-Milman Theorem), we see that most of the times assuming ergodicity is just a mild condition, simply because extreme points are the "building blocks" of a convex compact space.

The branch of mathematics that deals with the evolution of dynamical systems is called Ergodic Theory, and it has proven to be very closely related to Number Theory. Pick any function $f$ in $\mathrm{C}(\mathcal{X})$ (i.e. the space of continuous functions assuming some topology on $\mathcal{X}$ ) and some $x \in \mathcal{X}$. Form the sequence $a_{n}(x)=f\left(T^{n}(x)\right)$ (We will often be forgetting about the x -dependence). The nature of these sequences is additive (i.e. $a_{n+m}(x)=a_{n}\left(T^{m}(x)\right)$ ) and one could expect that they are independent from the Möbius function. It has been proved that this is false. Every dynamical system can be
associated with a non-negative number the entropy which is heuristically the measure of how random the system is in its evolution. In particular, when systems have zero entropy they are called deterministic, and when the systems have positive entropy they demonstrate random-like behaviour.

It has been proven that there are dynamical systems of positive entropy that have correlations with the Möbius function and hence cannot be orthogonal from it. However, for zero entropy systems there is a widely open conjecture due to P. Sarnak.

Möbius Disjointness Conjecture (P. Sarnak). The Möbius function is orthogonal from every zero-entropy Dynamical System.

This has proved to be an amazingly hard problem and only very few cases are known.
A very interesting class of dynamical systems are systems that come from Lie Groups, homogeneous spaces. The branch that deals with them is called Homogeneous Dynamics and is interesting from a number theoretical point of view.

Let $G$ be some Lie Group and let $\Gamma$ be a lattice that is a discrete subgroup such that the volume of a fundamental domain of $G / \Gamma$ evaluated using the Haar measure of $G$ is finite. If $a \in G$ we call a system of the form $\left(G / \Gamma, A, \mu_{h a a r}, x \Gamma \rightarrow g x \Gamma\right)$ a homogeneous system. Examples of these systems are the torus $\mathbb{R} / \mathbb{Z}$ or the space $S L_{2}(\mathbb{R}) / S L_{2}(\mathbb{Z})$. These two systems are in some sense the prototypes, since for a random Lie Group $G$ we have the two structural opposites that $G$ can be nilpotent (like $\mathbb{R}$ ) and $G$ can be semisimple (like $S L_{2}(\mathbb{R})$ ).

When a Homogeneous system originates from a nilpotent group $G$, it is called a nilmanifold, and nilmanifolds always have zero entropy. The Möbius Disjointness Conjeture was proven in 2008 in the case of nilmanifolds by B. Green and T. Tao [6], [5]. For semisimple homogeneous systems (i.e. when $G$ is a semisimple Lie Group), the problem seems much harder and only a few cases are known. In 2011, J.Bourgain, P. Sarnak and T. Ziegler proved the first case for semisimple systems [1]. They proved Sarnak's conjecture for systems of the form $S L_{2}(\mathbb{R}) / \Gamma$, where $\Gamma$ is any lattice. In 2015, in his PhD thesis, R. Peckner generalized this result to higher dimensions, proving the conjecture for connected Real Groups, under a unipotent action (i.e. the element a in the definition of the translation of the homogeneous system is a unipotent element) [9].

## 3 Why should this conjecture hold?

Even though there have been some cases proved, why should one believe this conjecture? For one, P. Sarnak proved that the Chowla conjecture [2] would imply, if proved, the Möbius Disjointness Conjecture.

Chowla's Conjecture. For any fixed integer $m$ and exponents $a_{1}, a_{2}, \ldots, a_{m} \geq 0$, with at least one of the $a_{i}$ odd, we have

$$
\frac{1}{x} \sum_{n \leq x} \mu(n+1)^{a_{1}} \mu(n+2)^{a_{2}} \cdots \mu(n+m)^{a_{m}} \rightarrow 0
$$

Furthermore, a simpler version of Möbius Disjointness conjecture was proved in 2018, a result of B. Host and N. Fratzikinakis [3].

Theorem. For every zero dynamical system $(\mathcal{X}, A, \nu, T)$ with zero entropy and at most countably many ergodic components (i.e. viewing $\nu$ as a point in the convex, compact space $\mathcal{M}$ of $T$-invariant measures, it can be written as an integral on countably many extreme points) and every $y \in \mathcal{X}$, we have that

$$
\frac{1}{\log N} \sum_{n=1}^{N} \frac{g\left(T^{n}(y)\right) \mu(n)}{n} \rightarrow 0
$$

## 4 Why is Möbius Disjointness Important?

In one sentence, the Möbius Disjointness conjecture is the obstacle to allow us to have prime number theorems for dynamical systems and study the distribution of prime numbers in those systems.

Suppose we are given a dynamical system $(\mathcal{X}, \mathcal{A}, \nu, T)$, a function $f \in C(\mathcal{X})$. Birkhoff showed [4] that the sums of the form

$$
\frac{1}{N} \sum_{n=1}^{N} f\left(T^{n}(x)\right)
$$

converge for $\nu$-almost all points $x \in \mathcal{X}$. If the measure $\nu$ is an ergodic one, then it converges to $\int f(y) d \nu(y)$ for $\nu$-almost all $x \in \mathcal{X}$. If, furthermore, the space $M$ of invariant measures is a single set $\{\nu\}$, that is there exists a unique measure that makes $T$ measure invariant, then the system is called uniquely ergodic and Birkhoff's result holds for all $x \in \mathcal{X}$.

A natural question to ask is the following: What if we restrict the summation only on prime numbers? Is a prime number theorem for the system $\mathcal{X}$ true? Will that also converge to $\int f(y) d \nu(y)$ even assuming that the system is uniquely ergodic? We restrict ourselves to 0 entropy systems, in order to have a chance to succeed. In mathematical terms, is it true that

$$
\frac{\log N}{N} \sum_{p \leq N} f\left(T^{p}(x)\right) \rightarrow \int f(y) d \nu(y) ?
$$

We refer to results of this type as prime number theorems because for example if we take $\mathcal{X}$ to be the trivial 1-point system then this results is equivalent to the prime number theorem. If we look at the 1 -dimensional torus with a rational rotation this is equivalent with the prime number theorem on arithmetic progressions.

The next system we can look at is irrational rotations of the torus. In this case, Vinogradov managed to prove that the sequence $a p_{n}$ is equidistributed, proving the conjecture and also providing an error term for the convergence. This proof is a part of his proof of the ternary Goldbach problem; which states that every big enough odd number is a sum of three primes. A key point of the proof is the notion of Type I and Type II sums.

## 5 Type I and Type I sums

For a dynamical system $(\mathcal{X}, \mathcal{A}, \nu, T)$ we call sums of the form

$$
\frac{1}{N} \sum_{n=1}^{N} f\left(T^{k n}(x)\right)
$$

Type I sums, and sums of the form

$$
\frac{1}{N} \sum_{n=1}^{N} f\left(T^{k n}(x)\right) f\left(T^{l n}(x)\right)
$$

Type II sums. Essentially thus, Type II sums are Type I sums for the system

$$
\left(\mathcal{X} \times \mathcal{X}, \sigma(\mathcal{A} \times \mathcal{A}), \nu, T^{k} \times T^{l}\right)
$$

In principle, good error terms for Type I and Type II sums can help prove the Möbius Disjointness Conjecture for the system $\mathcal{X}$ and a prime number theorem for the system.
B. Green and T. Tao in their series of papers managed in 2008 to prove that for all nilmanifolds $(G / \Gamma, \mathcal{A}, d g, x \rightarrow g x)$ one can get a logarithmic saving in Type I sums, meaning that assuming $f$ is bounded by $1, \frac{1}{N} \sum_{n=1}^{N} f\left(T^{k n}\right)(x)$ can be bounded by $\frac{1}{(\log N)^{c}}$.

However, the product of two nilmanifolds is again a nilmanifold and thus this also holds for Type II sums. Hence, they proved the two conjectures for these spaces.

The situation is fundamentally different in semisimple systems. For example, as mentioned before, J. Bourgain, P. Sarnak and T. Ziegler proved Möbius Disjointness for $S L_{2}(\mathbb{R}) / \Gamma$ under the action of the horocycle flow $\left(x \rightarrow\left(\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right) x\right)$ and R. Peckner proved it for $S L_{n}(\mathbb{R}) / \Gamma$. However, the distribution of prime orbits (i.e. the orbit restricted only on prime times) is still an open problem. Why?

Well, the answer is simply that we don't have good error terms. Actually, we do not have any error terms:

For example lets consider the example $S L_{2}(\mathbb{R}) / \Gamma$ or even with $\Gamma=S L_{2}(\mathbb{Z})$. In their 2011 paper P. Sarnak and A. Ubis give good error terms for Type I sums in this case.

By computing effective equidistribution Theorems for Type I sums and using sieve methods they managed to prove that the closure of a generic prime orbit has volume at least 0,1 . That means that, at the very least the closure of the orbit under prime times is not too "weird", in the sense that it is not a null set. Of course, for a generic point $x$ the expected result is that the prime orbit will be dense and even more, equidistributed.

However, Type II sums are a very different story and that is because the space $S L_{2}(\mathbb{R}) \times S L_{2}(\mathbb{R})$ is not that well understood. The only tools, so far, we have to study Type I sums on that space are Marina Ratner's Theorems [10], that can reduce Type II sums to the study of commensurator groups. At this points it should be mentioned that Elon Lindenstrauss and Amir Mohammadi managed to give an effective density theorem for type II sums on $S L_{2}(\mathbb{R}) / \Gamma$ when $\Gamma$ is an arithmetic lattice [8]. This gives hope for effective equidistribution results.

## 6 Horocycle flows

Among the homogeneous spaces one might try to understand in order to prove the aforementioned conjectures, horocycles flows are certainly one of the most interesting classes. We define what a horocycle flow is now. Suppose we have a homogeneous space $G / \Gamma$ and a point $x \in G$. Define

$$
U=\left\{a \in G, g^{n} a g^{-n} \rightarrow e\right\}
$$

$U$ is called a horosphere and the reason for the name is that if $G=S L 2(\mathbb{R})$ and $g$ is a non-trivial point of the geodesic flow, such as $\left(\begin{array}{cc}2 & 0 \\ 0 & \frac{1}{2}\end{array}\right)$, the orbit $U x$ for $x \in G$ looks like a generalized circle (could be a line in some cases). Horocycle flows, that is one parameter families inside horospheres are examples of unipotent elements, as it can easily be noticed by the defining equations that all points in such a flow have eigenvalues 1, when treated as groups of matrices. Unipotent flows are of central role because of Ratner's theorems [10](See next section).

The action of such groups is also a great place to look at because they always have zero entropy. The dynamics of such spaces are particularly beautiful and better understood than general actions.

Take once more the example of $\mathcal{X}=S L_{2}(\mathbb{R}) / S L_{2}(\mathbb{Z})$. In this space, the action of $u_{t}=\left(\begin{array}{ll}1 & t \\ 0 & 1\end{array}\right)$ is ergodic and also mixing:

If $H$ is a group acting on a space $L^{2}(\mathcal{X})$, we call the action mixing if for any $f, g \in$ $L^{2}(\mathcal{X})$,

$$
\int_{\mathcal{X}} f\left(u_{t} x\right) g(x) d g(x) \rightarrow \int_{\mathcal{X}} g(x) d g(x) \int_{\mathcal{X}} f(x) d g(x)
$$

This is a much stronger property than ergodicity. Even further, this mixing convergence can be made effective and in fact it is known that the decay is at least exponential[7], [13], [12]:

$$
\left|\int_{\mathcal{X}} f\left(u_{t} x\right) g(x) d g(x)-\int_{\mathcal{X}} g(x) d g(x) \int_{\mathcal{X}} f(x) d g(x)\right| \ll e^{-t \kappa}
$$

The decay is linked with the spectral gap of the space, that is the first eigenvalue of the Laplacian. Big questions related to this problem are the Selberg and Ramanujan Conjectures.

## 7 Unipotent Orbits and Ratner

In the case of $S L_{2}(\mathbb{R})$, two of the most interesting transformations one can consider to make the space into a dynamical system are the geodesic flow and the horocycle flow. The geodesic flow is the transformation $g_{t}: x \rightarrow\left(\begin{array}{cc}e^{-t} & 0 \\ 0 & e^{t}\end{array}\right) x$. However, this system has positive entropy. It is thus not to interest for us. The horocycle flow is the system
with transformation $u_{t}: x \rightarrow\left(\begin{array}{cc}1 & t \\ 0 & 1\end{array}\right) x$ This system does have zero entropy. Actions like that coming from unipotent elements are particularly beautiful as explained by the rigidity theorems of Marina Ratner, as in the following.

Theorem (Marina Ratner). Let $G / \Gamma$ a homogeneous spaces and $u_{t}$ a one parameter subgroup consisting of unipotent element and $x \in G / \Gamma$. Then $u_{t} x$ is eduidistributed in its closure and its closure is algebraic in the sense that it is some homogeneous space $H / \Gamma$ for some $H$ subgroup of $G$ containing the family $\left\{u_{t}\right\}$.

Specifically for the case of $S L_{2}(\mathbb{R}) / \Gamma$, we have that when $\Gamma$ is cocompact every orbit is equidistributed (that is, we have unique ergodicity) and when $\Gamma$ is not cocompact every orbit is either equidistributed in the whole space or isomorphic to a one dimensional torus. Which case occurs has to do with whether the orbit touches the real line on an irrational point or not, respectively.

To understand how much better the unipotent case is from the geodesic one, in the geodesic case the orbits can be dense but very far from equidistributed or even worse form very complicated objects.

Unfortunately, effectivization of Ratner's proof is a very hard task and not much is known around that problem [8].

As mentioned earlier, P. Sarnak and A. Ubis [11] gave an effective version of Ratner's theorem for the space $S L_{2}(\mathbb{R})$ explaining Type I sums for these spaces. However, there is no effective Ratner theorem for $S L_{2}(\mathbb{R}) \times S L_{2}(\mathbb{R})$ yet.

It has been proved that most Type II sums are well behaved converging to $\left(\int_{G / \Gamma} f(y) d g\right)^{2}$, however nothing is known for the speed of that convergence, forbidding us to pass to prime orbits.
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# From Compressed Sensing to Deep Unfolding: Redundancy Unites 

Vicky Kouni<br>In Memory of D. Gatzouras


#### Abstract

We examine Compressed Sensing from a model-based and a data-driven point of view. In the first part, we solve analysis-sparsity-based Compressed Sensing (analysis CS), employing spark deficient Gabor frames, and compare numerically our method with state-of-the-art Gabor transforms. Our results confirm that the high redundancy provided by spark deficient Gabor frames improves the performance and reconstruction quality of the CS algorithm. In the second part, we propose a new deep unfolding network coined DECONET, which jointly learns a redundant sparsifying analysis operator and solves the analysis CS problem. We deliver meaningful - in terms of sparsifier's redundancy and number of layers - generalization error bounds for DECONET, using a chaining technique. Finally, we confirm the validity of our theoretical results in terms of adequate numerical experiments.


## 1 Model-based Compressed Sensing

### 1.1 Introduction to CS \& Sparse Data Models

Compressed Sensing (CS) deals with recovering $x \in \mathbb{F}^{n}(\mathbb{F}=\mathbb{R}$ or $\mathbb{C}$ ) from incomplete, noisy measurements $y=A x+e \in \mathbb{F}^{m}, m<n,\|e\|_{2} \leq \varepsilon$. CS heavily relies on the following two principles. First, the measurement matrix $A$ must meet conditions (small coherence, restricted isometry property [1], etc.) ensuring exact/approximate reconstruction of $x$. Random Gaussian matrices have proven to work well. Second, we impose a sparse data model for $x$ [2], that is, we assume that $x$ has very few non-zero coefficients.

Sparse data models are split in synthesis and analysis sparsity. In the former [1, 2], $x$ is considered to be sparse when $x=D s . D \in \mathbb{F}^{n \times n}$ is an orthogonal/unitary matrix and $s$ - the synthesis representation of $x$ - is sparse. On the other hand, in the analysis sparsity model [3, 4, 5], we assume there exists a redundant analysis operator $W \in \mathbb{R}^{N \times n}, N>n$, so that $W x$ is sparse. The two models coincide when $W=D^{-1}$. But the interesting case is when considering a redundant $W$, so analysis sparsity differentiates itself from its "twin". In this paper, we solely focus on analysis sparsity. The optimization problem that emerges when employing analysis sparsity in CS is the analysis $l_{1}$-minimization problem

$$
\begin{equation*}
\min _{x \in \mathbb{F}^{n}}\|W x\|_{1} \quad \text { subject to } \quad\|A x-y\|_{2} \leq \varepsilon \tag{1.1}
\end{equation*}
$$

As mentioned earlier, we prefer to employ analysis sparsity in CS, due to some advantages it has compared to its synthesis counterpart. For example, analysis sparsity provides flexibility in modelling sparse signals, since it leverages the redundancy of the involved analysis operators [6]. Moreover, it is computationally more appealing to solve the optimization algorithm of analysis CS since a) the actual optimization takes place in the ambient space b) the algorithm may need less measurements for perfect reconstruction [3].

### 1.1.1 Related Work, Motivation \& Contributions

We are inspired by [3, 4], which propose analysis operators associated with full spark frames (=overcomplete bases) [7]. However, the full spark property is not beneficial for analysis $l_{1}$-minimization, since it restricts the amount of linear dependencies in $W$, which in turn could be leveraged by (1.1). To overcome this obstacle, we need analysis operators exhibiting more linear dependencies among their rows. To that end, we employ spark deficient Gabor frames [8], which have enhanced linear dependencies and are little explored in terms of analysis CS. We associate to such a frame a redundant analysis operator $W$. In the end, we present numerical comparisons of the proposed operator to 3 famous Gabor analysis operators and explore an interesting number-theoretic outcome.

### 1.2 Spark Deficient Gabor Frames

Definition. A discrete Gabor system $(g, a, b)$ is defined as a collection of time-frequency shifts of the so-called window vector $g \in \mathbb{C}^{n}$, expressed as

$$
\begin{equation*}
g_{p, q}(k)=e^{2 \pi i q b k / n} g(k-p a), \quad k=0, \ldots n-1 \tag{1.2}
\end{equation*}
$$

$a, b$ denoting time and frequency (lattice) parameters respectively, $p=0, \ldots, n / a-1$ $(n / a \in \mathbb{N})$ and $q=0, \ldots, n / b-1(n / b \in \mathbb{N})$ denoting time and frequency shift indices, respectively. If $(g, a, b)$ with elements as in (1.2) spans $\mathbb{C}^{n}$, then it is a Gabor frame for $\mathbb{C}^{n}$ and $a b<n$.

Remark 4. Due to (1.2), the number of elements in $(g, a, b)$ is $N=n^{2} / a b$. Furthermore, $a, b$ play a crucial role in a signal's good time-frequency resolution w.r.t. a Gabor frame, but they are typically chosen through experiments.

Definition (Gabor Transform). $W_{g}: \mathbb{C}^{n} \mapsto \mathbb{C}^{N}$ denotes the Gabor analysis operator - also known as digital Gabor transform (DGT) - whose action on a signal $x \in \mathbb{C}^{n}$ is defined as

$$
\begin{equation*}
W_{g}: x \mapsto W_{g} x=\left(\left\langle x, g_{l}\right\rangle\right)_{l=0}^{N-1} \tag{1.3}
\end{equation*}
$$

Definition (Spark of a frame in $\mathbb{C}^{n}$ ). The spark of a set $\Phi$-denoted by $\operatorname{sp}(\Phi)$ - of $N$ vectors in $\mathbb{C}^{n}$ is the size of the smallest linearly dependent subset of $\Phi$. A frame $\Phi$ is full spark if and only if every set of $n$ elements of $\Phi$ is a basis, or equivalently $\operatorname{sp}(\Phi)=n+1$, otherwise it is spark deficient.

We state here the following auxiliary definition.

Definition. The symplectic group $\mathrm{SL}\left(2, \mathbb{Z}_{n}\right)$ consists of all matrices

$$
G=\left(\begin{array}{ll}
\alpha & \beta  \tag{1.4}\\
\gamma & \delta
\end{array}\right)
$$

such that $\alpha, \beta, \gamma, \delta \in \mathbb{Z}_{n}$ and $\alpha \delta-\beta \gamma \equiv 1(\bmod n)$. To each such matrix corresponds a unitary matrix given by the explicit formula

$$
\begin{equation*}
U_{G}=\frac{\exp (i \theta)}{\sqrt{n}} \sum_{u, v=1}^{n} \tau^{\beta^{-1}\left(\alpha(v-1)^{2}-2(u-1)(v-1)+\delta(u-1)^{2}\right)} e_{u} e_{v} \tag{1.5}
\end{equation*}
$$

where $\theta$ is an arbitrary phase, $\beta \beta^{-1} \equiv 1 \bmod n$ and $\tau=-\exp \left(\frac{i \pi}{n}\right)$.
We restrict ourselves to a specific $\mathcal{Z} \in \mathrm{SL}\left(2, \mathbb{Z}_{n}\right)$, that is, the Zauner matrix

$$
\mathcal{Z}=\left(\begin{array}{ll}
0 & -1  \tag{1.6}\\
1 & -1
\end{array}\right) \equiv\left(\begin{array}{cc}
0 & n-1 \\
1 & n-1
\end{array}\right)
$$

with corresponding unitary $U_{\mathcal{Z}}$ (produced by combining (1.5) and (1.6)).
Theorem 1.1 ([9]). Let $n \in \mathbb{N}$ such that $2 \nmid n, 3 \mid n$ and $n$ is square-free. Then, any eigenvector of the Zauner unitary matrix $U_{\mathcal{Z}}$, generates a spark deficient Gabor frame for $\mathbb{C}^{n}$ 。

Remark 5. A simple way to choose $n$ relies on prime factorization: take $k$ prime numbers $p_{1}^{\alpha_{1}}, \ldots, p_{k}^{\alpha_{k}}$, with $\alpha_{1}, \ldots, \alpha_{k}$ not all a multiple of 2 and $p_{1}=3, p_{i} \neq 2, i=2, \ldots, k$, such that $n=3^{\alpha_{1}} p_{2}^{\alpha_{2}} \cdots p_{k}^{\alpha_{k}}$. Since $a, b \mid n$, we may also choose $a=1$ and $b=p_{i}^{\alpha_{i}}, i=$ $1, \ldots, k$. Otherwise, both $a, b$ can be taken from the prime factorization of $n$. We have seen empirically that this method for fixing $(n, a, b)$ produces satisfying results.

### 1.3 Numerical Experiments

We compare star-DGT to 3 other DGTs generated by state-of-the-art window vectors (Gaussian, Hann, Hamming) in time-frequency analysis on:

- 2 synthetic real-valued signals: Cusp \& Sing (Wavelab),
- 2 real-world speech signals (TIMIT),
by solving four different instances of (1.1) (one for each DGT) and report the results in Fig. 1 and Table 1.


### 1.3.1 Discussion

As illustrated in Fig. 1, star-DGT outperforms all DGTs based on state-of-the-art window vectors. Furthermore, we observe in Table 1 that for different pairs of $(a, b)$ for a given $x \in \mathbb{R}^{n}$, star-DGT outperforms the rest of DGTs. Interestingly, all DGTs achieve the smallest relative error when $a, b$ are chosen as the two largest factors in the prime factorization of $n$. Overall, our results indicate improved performance of analysis $l_{1}$ minimization when employing $W_{g_{*}}$.


Figure 1: Rate of approximate success for synthetic signals, with a randomly subsampled identity $A \in \mathbb{R}^{m \times n}$ and additive zero-mean Gaussian noise with std=0.001. Red: Gaussian, magenta: Hann, black: Hamming, blue: proposed.

|  | Relative Error $\\|\hat{x}-x\\|_{2} /\\|x\\|_{2}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Parameters | SI2141, $n=21735$ |  |  | SX224, $n=24633$ |  |  |
| $(a, b)$ <br> Windows | $(5,7)$ | $(9,21)$ | $(7,23)$ | $(7,17)$ | $(17,23)$ | $(21,23)$ |
| Gaussian | 0.8916 | 0.8904 | 0.8897 | 0.8918 | 0.8910 | 0.8835 |
| Hann | 0.8917 | 0.8905 | 0.8897 | 0.8933 | 0.8925 | 0.8939 |
| Hamming | 0.8917 | 0.8905 | 0.8897 | 0.8932 | 0.8923 | 0.8940 |
| star | 0.8759 | 0.8743 | 0.8734 | 0.8881 | 0.8828 | 0.8835 |

Table 1: Fixed $m=\frac{n}{4}$ with varying $(a, b)$, for two example speech signals. Bold letters indicate the best performance among all windows. Italic letters indicate the min. rel. error achieved by star window among all pairs $(a, b)$.

### 1.4 Conclusion and Future Work

In this paper, We took advantage of a window vector to generate a spark deficient Gabor frame and associated to it a (highly) redundant analysis operator, namely star-DGT. We numerically compared star-DGT to 3 other DGTs generated by common window vectors in the field of Gabor Analysis, by solving the analysis $l_{1}$-minimization problem, for synthetic and real-world data. Our experiments confirm improved performance: the increased amount of linear dependencies provided by this SDGF, yields in all cases a lower relative reconstruction error, as $m$ increases. As future direction, we would like to develop a mathematical framework explaining why star-DGT benefits more when $(a, b)$ are chosen as the two largest primes in the prime factorization of $n$.

## 2 Deep Learning in Compressed Sensing

### 2.1 Introduction to Deep Unfolding Networks

Model-based CS has the advantage of being well-studied in the last 16 years, with many theoretical guarantees explaining its success. Nevertheless, the employed optimization algorithms typically need many iterations to converge to a solution of the problem and the quality of the reconstructed signal may be low, even for $m=n / 2$. A plausible recent
alternative relies on Deep Neural Networks (DNNs), which offer higher reconstruction quality in a significantly faster way.

Definition (DNN). A Deep Neural Network with $L$ layers is a tuple

$$
\begin{equation*}
\Phi=\left(\left(T_{1}, \sigma_{1}\right), \ldots,\left(T_{L}, \sigma_{L}\right)\right) \tag{2.1}
\end{equation*}
$$

where $T_{\ell}: \mathbb{R}^{N_{\ell-1}} \mapsto \mathbb{R}^{N_{\ell}}$, with $T_{\ell}(x)=W_{\ell} x+b_{\ell}$, are affine maps and $\sigma_{\ell}: \mathbb{R}^{N_{\ell}} \mapsto \mathbb{R}^{N_{\ell}}$, $\ell=1, \ldots, L$, are (nonlinear) activation functions. For $\ell=1, \ldots, L$, we call $W_{\ell}$ weights, $b_{\ell}$ biases and the output of the $\ell$ th layer of $\Phi$ has the form $\sigma_{\ell}\left(W_{\ell} x+b_{\ell}\right)$. The function $h: \mathbb{R}^{N_{0}} \mapsto \mathbb{R}^{N_{L}}$ given by $h=\sigma_{L} \circ T_{L} \circ \cdots \circ \sigma_{1} \circ T_{1}$ is the realization of $\Phi$.

Definition. A deep residual network with $L$ layers and shared parameters $W, b$ is a DNN with the same $W_{\ell}, b_{\ell}$ and $\sigma_{\ell}$ across all layers, i.e., $W_{\ell} \equiv W, b_{\ell} \equiv b, \sigma_{\ell} \equiv \sigma, \forall \ell=1, \ldots, L$. The $\ell$ th layer of such a DNN has the form $\sigma(W x+b)+x$.

The task of a DNN is the approximation of a function $f: \mathbb{R}^{N_{0}} \mapsto \mathbb{R}^{N_{L}}$, based on a given training set $\mathcal{S}=\left\{\left(x_{i}, y_{i}\right)\right\}_{i=1}^{s}=\left\{\left(x_{i}, f\left(x_{i}\right)\right\}_{i=1}^{s}\right.$, drawn i.i.d. from an (unknown) distribution $\mathcal{D}^{s}$. In optimization language, this pertains to finding/learning the unknown parameters $\boldsymbol{m} \theta_{\ell}=\left(W_{\ell}, b_{\ell}\right)$ that minimize the training mean-squared error (MSE)

$$
\begin{equation*}
\operatorname{MSE}_{\text {train }}(h)=\frac{1}{s} \sum_{i=1}^{s}\left\|h_{\left(\boldsymbol{m} \theta_{1}, \ldots, \boldsymbol{m} \theta_{L}\right)}\left(x_{i}\right)-f\left(x_{i}\right)\right\|_{2}^{2} \tag{2.2}
\end{equation*}
$$

A new line of research lies on merging DNNs and optimization algorithms, leading to the so-called deep unfolding/unrolling [10]. The latter pertains to interpreting the iterations of well-studied optimization algorithms for analysis CS as layers of a DNN - called deep unfolding network (DUN) - which implements a decoder: given measurements $y \in \mathbb{R}^{m}$, we get $h(y)=\hat{x} \approx x \in \mathbb{R}^{n}$.

### 2.2 Relater Work, Motivation \& Contribution

State-of-the-art (SotA) DUNs jointly learn a decoder for CS and a sparsifying transform [11], [12], [13]. Moreover, there exists few recent studies on the generalization error [14] of proposed unfolding networks [11]. The drawback of [11, 12] is that the learnable sparsifiers satisfy some orthogonality constraint, so CS is solved under the synthesis sparsity model. On the other hand, [13] employs its handier analysis counterpart; but it provides no generalization analysis of the proposed framework. Similarly, we propose a new DUN dubbed DECONET, based on an optimal analysis- $l_{1}$ algorithm [15]. DECONET jointly learns a decoder for CS and a redundant sparsifying analysis operator; thus, we address the CS problem under the analysis sparsity model. Our novelty lies on estimating the generalization error of the proposed analysis-based unfolding network. To that end, we upper bound the generalization error of DECONET in terms of the Rademacher complexity [16] of the associated hypothesis class. In the end, we numerically confirm the validity of our theoretical findings.

### 2.3 Derivation of a New Unfolding Network for CS

As stated in [15], the analysis $l_{1}$-minimization problem (1.1) transforms into

$$
\begin{equation*}
\min _{x \in \mathbb{R}^{n}}\|W x\|_{1}+\frac{\mu}{2}\left\|x-x_{0}\right\|_{2}^{2} \quad \text { s. t. } \quad\|y-A x\|_{2} \leq \varepsilon \tag{2.3}
\end{equation*}
$$

where $\mu$ is a smoothing parameter and $x_{0}$ is an initial guess on $x$. Then, (2.3) is associated to the dual

$$
\begin{align*}
\operatorname{maximize} & \left\langle y, z^{2}\right\rangle-\varepsilon\left\|z^{2}\right\|_{2} \\
\text { s. t. } & A^{T} z^{2}-W^{T} z^{1}=0,\left\|z^{1}\right\|_{\infty} \leq 1 \tag{2.4}
\end{align*}
$$

Finally, after a collection of arguments and calculations, Algorithm 1 is presented (we call it analysis conic form (ACF) from now on), with $\mathcal{S}(\cdot)$ and $\mathcal{T}(\cdot)$ being soft-thresholding and truncation operators, respectively. ACF also involves step sizes $\left\{t_{k}^{1}\right\},\left\{t_{k}^{2}\right\}>0$ and a step size multiplier $0<\left\{\theta_{k}\right\}$, with typical update rules giving $0<\left\{t_{k}^{1}\right\}_{k \geq 0},\left\{t_{k}^{2}\right\}_{k \geq 0} \leq 1$, $0<\left\{\theta_{k}\right\}_{k \geq 0} \leq 1$.

```
Algorithm 1: ACF
    Input : \(x_{0} \in \mathbb{R}^{n}, z_{0}^{1} \in \mathbb{R}^{N}, z_{0}^{2} \in \mathbb{R}^{m}, \mu \in \mathbb{R}_{+}\), step sizes \(\left\{t_{k}^{1}\right\},\left\{t_{k}^{2}\right\}\)
    Output: solution \(\hat{x}_{\mu}\) of (2.3)
    \(\theta_{0} \leftarrow 1, u_{0}^{1}=z_{0}^{1}, u_{0}^{2}=z_{0}^{2} ;\)
    for iterations \(k=0,1, \ldots\) do
        \(x_{k} \leftarrow x_{0}+\mu^{-1}\left(\left(1-\theta_{k}\right) W^{T} u_{k}^{1}+\theta_{k} W^{T} z_{k}^{1}-\left(1-\theta_{k}\right) A^{T} u_{k}^{2}-\theta_{k} A^{T} z_{k}^{2}\right) ;\)
        \(z_{k+1}^{1} \leftarrow \mathcal{T}\left(\left(1-\theta_{k}\right) u_{k}^{1}+\theta_{k} z_{k}^{1}-\theta_{k}^{-1} t_{k}^{1} W x_{k}, \theta_{k}^{-1} t_{k}^{1}\right) ;\)
        \(z_{k+1}^{2} \leftarrow \mathcal{S}\left(\left(1-\theta_{k}\right) u_{k}^{2}+\theta_{k} z_{k}^{2}-\theta_{k}^{-1} t_{k}^{2}\left(y-A x_{k}\right), \theta_{k}^{-1} t_{k}^{2} \varepsilon\right) ;\)
        \(u_{k+1}^{1} \leftarrow\left(1-\theta_{k}\right) u_{k}^{1}+\theta_{k} z_{k+1}^{1} ;\)
        \(u_{k+1}^{2} \leftarrow\left(1-\theta_{k}\right) u_{k}^{2}+\theta_{k} z_{k+1}^{2} ;\)
        \(\theta_{k+1} \leftarrow 2 /\left(1+\left(1+4 /\left(\theta_{k}\right)^{2}\right)^{1 / 2}\right) ;\)
    end for
```

Remark 6. According to [15], ACF is guaranteed to converge to a solution $\hat{x}_{\mu}$ of (2.3), for which $\hat{x}_{\mu} \xrightarrow{\mu \rightarrow 0} \hat{x}$, with $\hat{x}$ being an optimal solution of (1.1). Furthermore, the optimal solution $\hat{x}$ is identified to this uniquely determined $\hat{x}_{\mu}$ and it is argued that there are situations where $\hat{x}$ and $\hat{x}_{\mu}$ coincide. Henceforward, we stick to the formulation of [15] and speak about the solution $\hat{x}$.

We consider a standard scenario for ACF with $z_{0}^{1}=u_{0}^{1}=0, z_{0}^{2}=u_{0}^{2}=0, t_{0}^{1}=$ $t_{0}^{2}=\theta_{0}=1,0<\left\{t_{k}^{1}\right\},\left\{t_{k}^{2}\right\},\left\{\theta_{k}\right\} \leq 1, \mu>1, x_{0}=A^{T} y$, with $A \in \mathbb{R}^{m \times n}$ being an appropriately normalized random matrix, with $\|A\|_{2 \rightarrow 2} \approx 1$. We concatenate the dual variables in one vector, i.e., $v_{k}^{T}=\left(z_{k}^{1}, z_{k}^{2}, u_{k}^{1}, u_{k}^{2}\right)^{T} \in \mathbb{R}^{1 \times(2 N+2 m)}$ for $k \geq 0$, with $v_{0}=0$, and do the calculations, so that

$$
v_{k+1}=D_{k} v_{k}+\Theta_{k}\left(\begin{array}{c}
\mathcal{T}\left(G_{k}^{1} v_{k}-b_{k}^{1}, \theta_{k}^{-1} t_{k}^{1}\right)  \tag{2.5}\\
\mathcal{S}\left(G_{k}^{2} v_{k}-b_{k}^{2}, \theta_{k}^{-1} t_{k}^{2} \varepsilon\right) \\
\mathcal{T}\left(G_{k}^{1} v_{k}-b_{k}^{1}, \theta_{k}^{-1} t_{k}^{1}\right) \\
\mathcal{S}\left(G_{k}^{2} v_{k}-b_{k}^{2}, \theta_{k}^{-1} t_{k}^{2} \varepsilon\right)
\end{array}\right), \quad k \geq 0
$$

where $D_{k}, \Theta_{k} \in \mathbb{R}^{(2 N+2 m) \times(2 N+2 m)}$ depend on $\theta_{0}, \theta_{k} ; G_{k}^{1} \in \mathbb{R}^{N \times(2 N+2 m)}$ depends on $W, A, t_{k}^{1}, \theta_{k}, \mu ; G_{k}^{2} \in \mathbb{R}^{m \times(2 N+2 m)}$ depends on $W, A, t_{k}^{2}, \theta_{k}, \mu ; b_{k}^{1} \in \mathbb{R}^{N}$ depends on $W$, $t_{k}^{1}, \theta_{k}, x_{0} ; b_{k}^{2} \in \mathbb{R}^{m}$ depends on $A, t_{k}^{2}, \theta_{k}, x_{0}$ and $y$. As one may notice, (2.5) resembles a DNN. In order to enable learning, we assume that $W$ is unknown and learned from a training sequence $\mathcal{S}=\left\{\left(x_{i}, y_{i}\right)\right\}_{i=1}^{s} \stackrel{i . i . d .}{\sim} \mathcal{D}$, with unknown $\mathcal{D}^{s}$. Hence, the trainable parameters are the entries of $W$. Moreover, we consider $W$ to be bounded with respect to the operator norm $\|\cdot\|_{2 \rightarrow 2}$ by some $\Lambda>0$, so we write $W \in \mathcal{B}_{\Lambda}$.

Based on (2.5), we formulate ACF as a neural network with $L$ layers/iterations and output of the $k$ th layer defined as

$$
\begin{align*}
& f_{1}(y)=\sigma(y)  \tag{2.6}\\
& f_{k}(v)=D_{k-1} v+\Theta_{k-1} \sigma(v), \quad k=2, \ldots, L \tag{2.7}
\end{align*}
$$

where

$$
\begin{align*}
\sigma(y)^{T}= & \left(\mathcal{T}\left(-t_{0}^{1} W x_{0}, t_{0}^{1}\right), \mathcal{S}\left(t_{0}^{2}\left(y-A x_{0}\right), t_{0}^{2} \varepsilon\right)\right. \\
& \left.\mathcal{T}\left(-t_{0}^{1} W x_{0}, t_{0}^{1}\right), \mathcal{S}\left(t_{0}^{2}\left(y-A x_{0}\right), t_{0}^{2} \varepsilon\right)\right)^{T}  \tag{2.8}\\
\sigma(v)^{T}= & \left(\mathcal{T}\left(G_{k}^{1} v-b_{k}^{1}\right), \mathcal{S}\left(G_{k}^{2} v-b_{k}^{2}\right)\right.  \tag{2.9}\\
& \left.\mathcal{T}\left(G_{k}^{1} v-b_{k}^{1}\right), \mathcal{S}\left(G_{k}^{2} v-b_{k}^{2}\right)\right)^{T}, \quad k=2, \ldots, L
\end{align*}
$$

We denote the composition of $L$ such layers (all having the same $W$ ) as

$$
\begin{equation*}
f_{W}^{L}(y)=f_{L} \circ f_{L-1} \circ \cdots \circ f_{1}(y) \tag{2.10}
\end{equation*}
$$

The intermediate decoder of (2.10) constitutes the realization of a DNN with $L$ layers, that reconstructs $v$ from $y$. Now, we apply

- an affine $\phi: \mathbb{R}^{(2 N+2 m) \times 1} \mapsto \mathbb{R}^{n}$, so that $\hat{x}:=\phi\left(f_{W}^{L}(y)\right)$,
- a truncating $\psi: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ to push $\phi\left(f_{W}^{L}(y)\right)$ inside a $l_{2}$-ball of radius $B_{\text {out }}$, for some constant $B_{\text {out }}>0$.

For a fixed number of layers $L$, the learnable decoder is

$$
\begin{equation*}
\operatorname{dec}_{W}^{L}(y)=\psi\left(\phi\left(f_{W}^{L}(y)\right)\right) \tag{2.11}
\end{equation*}
$$

We call Decoding Network (DECONET) the DNN that implements such a decoder, which is parameterized by $W$.
We introduce the hypothesis class of DECONET

$$
\begin{equation*}
\mathcal{H}^{L}=\left\{h: \mathbb{R}^{m} \mapsto \mathbb{R}^{n}: h(y)=\psi\left(\phi\left(f_{W}^{L}(y)\right)\right), W \in \mathcal{B}_{\Lambda}\right\} \tag{2.12}
\end{equation*}
$$

consisting of all the functions/decoders that DECONET can implement. Given $\mathcal{H}^{L}$ and $\mathcal{S}$ (with $|\mathcal{S}|=s$ ), DECONET yields a decoder $h_{\mathcal{S}} \in \mathcal{H}^{L}$ that aims at reconstructing $x$ from $y$. In order to measure the reconstruction error of a hypothesis $h \in \mathcal{H}^{L}$ on $\mathcal{S}$, we employ the train MSE (2.2). The true loss is

$$
\begin{equation*}
\mathcal{L}(h)=\mathbb{E}_{(x, y) \sim \mathcal{D}}\left(\|h(y)-x\|_{2}^{2}\right) . \tag{2.13}
\end{equation*}
$$

We are interested in the generalization error, given as the difference between the train MSE and the true loss

$$
\begin{equation*}
\operatorname{GE}(h)=\left|\hat{\mathcal{L}}_{\text {train }}(h)-\mathcal{L}(h)\right| . \tag{2.14}
\end{equation*}
$$

The generalization error is important, because it tells us how well a DNN performs on unseen data. But since $\mathcal{D}$ is unknown, wwe estimate (2.14) in terms of the empirical Rademacher complexity [16] associated to $\mathcal{H}^{L}$ :

$$
\begin{equation*}
\mathcal{R}_{\mathcal{S}}\left(\mathcal{H}^{L}\right)=\mathbb{E} \sup _{h \in \mathcal{H}^{L}} \sum_{i=1}^{s} \sum_{k=1}^{n} \epsilon_{i k} h_{k}\left(x_{i}\right) \tag{2.15}
\end{equation*}
$$

$\epsilon$ being a Rademacher vector. We do so in a series of steps, described in the following subsections. The proofs of all our results can be found in [17].

### 2.4 Theoretical Results

### 2.4.1 Boundedness of DECONET's Outputs

We make some typical (for the machine learning literature) assuptions for $\mathcal{S}$, i.e., we assume that $\|x\|_{2} \leq B_{\text {in }}$ for some constant $B_{\text {in }}>0$ and $\|h(y)\|_{2} \leq B_{\text {out }}$ for some constant $B_{\text {out }}>0$; thus, $\|h(y)-x\|_{2} \leq\|x\|_{2}+\|h(y)\|_{2} \leq B_{\text {in }}+B_{\text {out }}$. We now take into account the number of training samples and pass to matrix notation. Hence, $\|Y\|_{F} \leq \sqrt{s} \mathrm{~B}_{\text {in }}$ and

$$
\begin{equation*}
\|h(Y)\|_{F}=\left\|\psi\left(\phi\left(f_{W}^{L}(Y)\right)\right)\right\|_{F} \leq \sqrt{s} \mathrm{~B}_{\mathrm{out}} \tag{2.16}
\end{equation*}
$$

We upper-bound the output $f_{W}^{k}(Y)$ with respect to the Frobenius norm, after any number of layers $k$ and especially for $k<L$, so that $\phi$ and $\psi$ are not applied after the final layer $L$.

Lemma 2.1. Let $k \in \mathbb{N}$. For any $W \in \mathcal{B}_{\Lambda}$, step sizes $0<\left\{t_{k}^{1}\right\},\left\{t_{k}^{2}\right\} \leq 1$ with $t_{0}^{1}=t_{0}^{2}=1$, $t_{-1}^{1}=t_{-1}^{2}=0$, step size multiplier $0<\left\{\theta_{k}\right\} \leq 1$ with $\theta_{0}=\theta_{-1}=1$, and smoothing parameter $\mu>1$, the following holds for the output of the functions $f_{W}^{k}$ defined in (2.6)(2.7):

$$
\begin{align*}
\left\|f_{W}^{k}(Y)\right\|_{F} \leq 2 \mu\|Y\|_{F} & {\left[\sum _ { i = 0 } ^ { k - 1 } \left(\left(\|A\|_{2 \rightarrow 2}\left(c_{1, i-1} \Lambda+c_{2, i-1}\|A\|_{2 \rightarrow 2}\right)+c_{2, i-1}\right)\right.\right.} \\
& \left.\left.\cdot \prod_{j=i}^{k-1} \Gamma_{j}\right)+\|A\|_{2 \rightarrow 2}\left(c_{1, k-1} \Lambda+c_{2, k-1}\|A\|_{2 \rightarrow 2}\right)+c_{2, k-1}\right] \tag{2.17}
\end{align*}
$$

where $\left\{c_{1, k}\right\}_{k \geq 0},\left\{c_{2, k}\right\}_{k \geq 0} \leq 1$ with $c_{1,-1}=c_{2,-1}=0$, and

$$
\begin{equation*}
\Gamma_{k}=2\left[c_{1, k} \Lambda^{2}+c_{2, k}\|A\|_{2 \rightarrow 2}^{2}+2\|A\|_{2 \rightarrow 2} \Lambda\left(c_{1, k}+c_{2, k}\right)\right]+1 \tag{2.18}
\end{equation*}
$$

Moreover, if $c_{1, k} \Lambda \leq 1, c_{1, k} \Lambda^{2} \leq 1, c_{2, k}\|A\|_{2 \rightarrow 2}^{2} \leq 1$, then we have the simplified upper bound

$$
\begin{equation*}
\left\|f_{W}^{k}(Y)\right\|_{F} \leq 2 \mu\|Y\|_{F}\left(\|A\|_{2 \rightarrow 2}+1\right)\left(\zeta_{k}+1\right) \tag{2.19}
\end{equation*}
$$

where $\zeta_{k}=\frac{\gamma^{k}-1}{\gamma-1}$, with $\gamma=4\left(\Lambda+\|A\|_{2 \rightarrow 2}+1\right)+1$. In fact, it can be proven that $\Gamma_{k} \leq \gamma$ for all $k \geq 0$.

### 2.5 Lipschitzness Results

We prove that the intermediate decoder (2.10) is Lipschitz continuous w.r.t. $W$ and explicitly calculate the Lipschitz constants, which depend on $L$.
Theorem 2.2. Let $f_{W}^{L}$ defined as in (2.10), $L \geq 2$, dictionary $W \in \mathcal{B}_{\Lambda}$, step sizes $0<$ $\left\{t_{k}^{1}\right\}_{k \geq 0},\left\{t_{k}^{2}\right\}_{k \geq 0} \leq 1$ with $t_{0}^{1}=t_{0}^{2}=1, t_{-1}^{1}=t_{-1}^{2}=0$, step size multiplier $0<\left\{\theta_{k}\right\}_{k \geq 0} \leq 1$ with $\theta_{0}=\theta_{-1}=1$, and smoothing parameter $\mu>1$. Then, for any $W_{1}, W_{2} \in \mathcal{B}_{\Lambda}$, we have

$$
\begin{equation*}
\left\|f_{W_{1}}^{L}(Y)-f_{W_{2}}^{L}(Y)\right\|_{F} \leq K_{L}\left\|W_{1}-W_{2}\right\|_{2 \rightarrow 2}, \tag{2.20}
\end{equation*}
$$

where

$$
\begin{align*}
& K_{L}=2 \mu\|Y\|_{F}( \mu^{-1}\|A\|_{2 \rightarrow 2}+\sum_{k=2}^{L}\left(\left(\max _{0 \leq l \leq L-1} \Gamma_{l}\right)^{L-k}\right. \\
& \cdot \sum_{i=0}^{k-2} 2\left(\left(\|A\|_{2 \rightarrow 2}\left(c_{1, i-1} \Lambda+c_{2, i-1}\|A\|_{2 \rightarrow 2}\right)+c_{2, i-1}\right)\right. \\
&\left.\prod_{j=i}^{k-2} \Gamma_{j}\right)+2\left(\|A\|_{2 \rightarrow 2}\left(c_{1, k-2} \Lambda+c_{2, k-2}\|A\|_{2 \rightarrow 2}\right)+c_{2, k-2}\right) \\
&\left.\left.\cdot\left(2 \Lambda c_{1, k-1}+\|A\|_{2 \rightarrow 2}\left(c_{1, k-1}+c_{2, k-1}\right)\right)+c_{1, k-1}\|A\|_{2 \rightarrow 2}\right)\right) \tag{2.21}
\end{align*}
$$

with $\left\{\Gamma_{k}\right\}_{k \geq 0},\left\{c_{1, k}\right\}_{k \geq 0},\left\{c_{2, k}\right\}_{k \geq 0}$ defined as in Lemma 2.1 and $c_{1,-1}=c_{2,-1}=0$. Moreover, if $c_{1, k} \Lambda \leq 1, c_{1, k} \Lambda^{2} \leq 1, c_{2, k}\|A\|_{2 \rightarrow 2}^{2} \leq 1$, for all $k \geq 0$, then we have the simplified upper bound

$$
\begin{equation*}
K_{L} \leq 2 \mu\|Y\|_{F}\left(\|A\|_{2 \rightarrow 2}\left(L-1+\mu^{-1}\right)+2\left(\|A\|_{2 \rightarrow 2}+1\right)\left(\|A\|_{2 \rightarrow 2}+3\right) \kappa_{L}\right) \tag{2.22}
\end{equation*}
$$

where

$$
\begin{equation*}
\kappa_{L}=\gamma^{L}\left(\frac{L-1}{\gamma(\gamma-1)}+\frac{\gamma(\gamma-2)}{(\gamma-1)^{2}}\right)-\frac{\gamma^{2}(\gamma-2)}{(\gamma-1)^{2}}, \tag{2.23}
\end{equation*}
$$

with $\gamma$ as in Lemma 2.1.
We can now prove the Lipschitzness of the main decoder defined in (2.11).
Corollary 2.3. Let $h \in \mathcal{H}^{L}$ defined as in (2.12) with $L \geq 2$ and dictionary $W \in \mathcal{B}_{\Lambda}$. Then, for any $W_{1}, W_{2} \in \mathcal{B}_{\Lambda}$, we have:

$$
\begin{equation*}
\left\|\psi\left(\phi\left(f_{W_{2}}^{L}(Y)\right)\right)-\psi\left(\phi\left(f_{W_{1}}^{L}(Y)\right)\right)\right\|_{F} \leq \mu^{-1}\left(\Lambda+\|A\|_{2 \rightarrow 2}\right) K_{L}\left\|W_{2}-W_{1}\right\|_{F} \tag{2.24}
\end{equation*}
$$

with $K_{L}$ as in Theorem 2.2.

### 2.6 Covering numbers and Dudley's inequality

For a fixed number of layers $L \in \mathbb{N}$, we define the set $\mathcal{M} \subset \mathbb{R}^{n \times s}$ corresponding to the hypothesis class $\mathcal{H}^{L}$ to be

$$
\begin{align*}
\mathcal{M}: & =\left\{\left(h\left(y_{1}\right)\left|h\left(y_{2}\right)\right| \ldots \mid h\left(y_{s}\right)\right) \in \mathbb{R}^{n \times s}: h \in \mathcal{H}^{L}\right\} \\
& =\left\{\psi\left(\phi\left(\left(f_{W}^{L}(Y)\right)\right) \in \mathbb{R}^{n \times s}: W \in \mathcal{B}_{\Lambda}\right\} .\right. \tag{2.25}
\end{align*}
$$

The column elements of each matrix in $\mathcal{M}$ are the reconstructions given by a decoder $h \in \mathcal{H}^{L}$ when applied to the measurements $y_{i}$. Since $\mathcal{M}$ is parameterized by $W$ like $\mathcal{H}^{L}$ is, we have

$$
\begin{equation*}
\mathcal{R}_{\mathcal{S}}\left(\mathcal{H}^{L}\right)=\mathcal{R}_{\mathcal{S}}(\mathcal{M})=\mathbb{E} \sup _{M \in \mathcal{M}} \frac{1}{s} \sum_{i=1}^{s} \sum_{k=1}^{n} \epsilon_{i k} M_{i k} . \tag{2.26}
\end{equation*}
$$

We employ Dudley's inequality [1] in order to upper bound the right hand side of (2.26) in terms of the covering numbers of $\mathcal{M}$. Therefore,

$$
\begin{equation*}
\mathcal{R}_{\mathcal{S}}\left(\mathcal{H}^{L}\right) \leq \frac{16\left(\mathrm{~B}_{\text {in }}+\mathrm{B}_{\text {out }}\right)}{s} \int_{0}^{\frac{\sqrt{s} B_{\text {out }}}{2}} \sqrt{\log \mathcal{N}\left(\mathcal{M},\|\cdot\|_{F}, \varepsilon\right)} d \varepsilon \tag{2.27}
\end{equation*}
$$

We estimate $\mathcal{N}\left(\mathcal{M},\|\cdot\|_{F}, \varepsilon\right)$ by means of
Proposition 2.4. The following estimate holds for the covering numbers of $\mathcal{M}$ :

$$
\begin{equation*}
\mathcal{N}\left(\mathcal{M},\|\cdot\|_{F}, \varepsilon\right) \leq\left(1+\frac{2 \Lambda\left(\Lambda+\|A\|_{2 \rightarrow 2}\right) K_{L}}{\mu \varepsilon}\right)^{N n} \tag{2.28}
\end{equation*}
$$

### 2.7 Generalization Error Bounds

We are now in position to deliver generalization error bounds for DECONET.
Theorem 2.5. Let $\mathcal{H}^{L}$ be the hypothesis class defined in (2.12). Then, for $\delta \in(0,1)$, with probability at least $1-\delta$, for all $h \in \mathcal{H}^{L}$, the generalization error is bounded as

$$
\begin{array}{r}
\mathcal{L}(h) \leq \hat{\mathcal{L}}(h)+8\left(B_{\text {in }}+B_{\text {out }}\right) B_{\text {out }} \sqrt{\frac{N n}{s}} \sqrt{\log \left(e\left(1+\frac{4 \Lambda\left(\Lambda+\|A\|_{2 \rightarrow 2}\right) K_{L}}{\sqrt{s} B_{\text {out }} \mu}\right)\right)} \\
+4\left(B_{\text {in }}+B_{\text {out }}\right)^{2} \sqrt{\frac{2 \log (4 / \delta)}{s}} \tag{2.29}
\end{array}
$$

with $K_{L}$ defined in (2.21).
Under some additional, simplifying assuptions, similar to the ones presented in Section 2.4.1, we obtain

Corollary 2.6. Let $\mathcal{H}^{L}$ be the hypothesis class defined in (2.12) and assume that $c_{1, k} \Lambda \leq$ $1, c_{1, k} \Lambda^{2} \leq 1, c_{2, k}\|A\|_{2 \rightarrow 2}^{2} \leq 1$, for all $k \geq 0$, with $\left\{c_{1, k}\right\},\left\{c_{1, k}\right\} \leq 1$ defined as in Lemma 2.1. Then, for $\delta \in(0,1)$, with probability at least $1-\delta$, for all $h \in \mathcal{H}^{L}$, the generalization error is bounded as

$$
\begin{align*}
\mathcal{L}(h) \leq & \hat{\mathcal{L}}(h)+8\left(B_{\text {in }}+B_{\text {out }}\right)\left(B_{\text {out }} \sqrt{\frac{N n}{s}} \sqrt{\log \left(e\left(1+\frac{\|Y\|_{F}\left(p+q L+r \kappa_{L}\right)}{\sqrt{s} B_{\text {out }}}\right)\right)}\right. \\
& \left.+\sqrt{\frac{2 \log (4 / \delta)}{s}}\right) \tag{2.30}
\end{align*}
$$

with $\kappa_{L}$ as in Theorem 2.2 and $p, q, r>0$ constants depending on $\|A\|_{2 \rightarrow 2}, \Lambda, \mu$.
All the previous results are summarized in

Theorem 2.7. Let $\mathcal{H}^{L}$ be the hypothesis class defined in (2.12). Assume there exist pairsamples $\left\{\left(x_{i}, y_{i}\right)\right\}_{i=1}^{s}$, with $y_{i}=A x_{i}+e,\|e\|_{2} \leq \varepsilon$, for some $\varepsilon>0$, that are drawn i.i.d. according to an unknown distribution $\mathcal{D}$, and that it holds $\left\|y_{i}\right\|_{2} \leq \mathrm{B}_{\mathrm{in}}$ almost surely with $\mathrm{B}_{\text {in }}=\mathrm{B}_{\text {out }}$ in the definition of the truncating function $\psi$. Let us further assume that for step sizes $0<\left\{t_{k}^{1}\right\}_{k \geq 0}$, $\left\{t_{k}^{2}\right\}_{k \geq 0} \leq 1$, step size multiplier $0<\left\{\theta_{k}\right\}_{k \geq 0} \leq 1$ and smoothing parameter $\mu>1$, we have $\mu^{-1} \theta_{k}^{-1} t_{k}^{1} \Lambda \leq 1, \mu^{-1} \theta_{k}^{-1} t_{k}^{1} \Lambda^{2} \leq 1, \mu^{-1} \theta_{k}^{-1} t_{k}^{2}\|A\|_{2 \rightarrow 2} \leq 1$, for all $k \geq 0$. Then, for $\delta \in(0,1)$, with probability at least $1-\delta$, for all $h \in \mathcal{H}^{L}$, the generalization error is bounded as

$$
\begin{align*}
\mathcal{L}(h) \leq & \hat{\mathcal{L}}(h)+16 B_{\text {out }}^{2} \sqrt{\frac{N n}{s}} \sqrt{\log \left(e\left(1+\frac{p+q L+r \kappa_{L}}{\sqrt{s} B_{\text {out }}}\right)\right)} \\
& +16 B_{\text {out }} \sqrt{\frac{2 \log (4 / \delta)}{s}} \tag{2.31}
\end{align*}
$$

with $\kappa_{L}$ as in Theorem 2.2 and constants $p, q, r>0$ as in Corollary 2.6.
Corollary 2.8 (Informal). According to (2.23), we have that $L$ enters at most exponentially in the definition of $\kappa_{L}$. If we consider the dependence of the generalization error bound (2.31) only on $L, N, s$ and treat all other terms as constants, we roughly have

$$
\begin{equation*}
|\mathcal{L}(h)-\hat{\mathcal{L}}(h)| \lesssim \sqrt{\frac{N L}{s}} \tag{2.32}
\end{equation*}
$$

### 2.8 Numerical Experiments

We train and test DECONET on real-world image datasets (MNIST and CIFAR10). We consider the vectorized version of images. We report the test MSE (which approximates the true loss (2.13))

$$
\begin{equation*}
\hat{\mathcal{L}}_{\text {test }}(h)=\frac{1}{p} \sum_{i=1}^{p}\left\|h\left(\tilde{y}_{i}\right)-\tilde{x}_{i}\right\|_{2}^{2} \tag{2.33}
\end{equation*}
$$

where $\mathcal{P}=\left\{\left(\tilde{y}_{i}, \tilde{x}_{i}\right)\right\}_{i=1}^{p}$ is a set of $p$ test data, not used in the training phase. We also report the empirical generalization error (EGE) defined by

$$
\begin{equation*}
\mathcal{L}_{\text {gen }}=\left|\hat{\mathcal{L}}_{\text {test }}(h)-\hat{\mathcal{L}}_{\text {train }}(h)\right| . \tag{2.34}
\end{equation*}
$$

We use (2.34) - which can be explicitly computed - to evaluate GE.

### 2.8.1 Discussion

As illustrated in Fig. 2, the test MSEs drop as $L$ and $N$ increase. This is a reasonable behaviour for a standard analysis CS scenario, since the performance and reconstruction quality of (1.1) typically benefit from the (high) redundancy of the involved sparsifier and the increasing number of iterations/layers. Moreover, EGEs appear to grow like $\sqrt{N L}$, as $L$ and $N$ increase, which confirms our theoretical findings in Section 2.7.


Figure 2: Performance plot for 10- and 50-layer DECONET with $m=n / 4$, tested on MNIST (top) and CIFAR10 (bottom) datasets.

### 2.8.2 Conclusion \& Future Work

In this paper, we derived a new unfolding network coined DECONET with $L \in \mathbb{N}$ layers. DECONET jointly learns a decoder for CS and a redundant sparsifying analysis operator $W \in \mathbb{R}^{N \times n}$. We estimated DECONET's generalization error (which roughly scales like $\sqrt{N L}$ ), employing chaining. To our knowledge, we are the first to present generalization error bounds of an unfolding network solving analysis CS. Finally, we presented numerical experiments, which confirmed our theory. As a future direction, we would like to characterize (e.g. in terms of structure) the redundant sparsifying transform that DECONET learns.
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# Convergence rates to steady states for a heat conduction model - the chain of oscillators 

Angeliki Menegaki<br>In memory of Dimitris Gatzouras


#### Abstract

In this summary we present the main results from the works [Men20, BM22] where we study the long-time behaviour of an out-of-equilibrium heat conduction model.


## 1 Introduction

The main objective is to find estimates on the speed of the convergence to a stationary state for a heat conducting system.

### 1.1 Motivation

The motivation for this study is the rigorous mathematical understanding of Fourier's law. Fourier's law is a physical macroscopic law that relates the local thermal flux $J(t, x)$ to small variations of temperature $\nabla T(t, x)$ through a proportionality constant $\kappa(T)$ known as thermal conductivity:

$$
\begin{equation*}
J(t, x)=-\kappa(T) \nabla T(t, x) \tag{1.1}
\end{equation*}
$$

At the microscopic scale, matter is made out of particles assumed to evolve according to the classical laws of mechanics, and one of the goals of statistical physics is to model heat conductivity through a system of interacting atoms and to achieve a rigorous derivation of constitutive laws such as Fourier's law [BLRB00, FB19, Lep16, Dha08]. Understanding macroscopic laws of matter when starting from a microscopic system of interacting atoms is a challenge addressed to mathematicians by Hilbert in his $6^{\text {th }}$ problem [HilO2].

A paradigmatic set up where Fourier's law is observed to hold with high precision is when one considers a fluid in a cylindrical slab of height $h$ and uniform cross sectional area $A$, coupled at the two boundaries, the top and the bottom of the cylinder, to two heat reservoirs at different temperatures. This is known as the Benard experiment [BLRB00]. The two heat reservoirs keep the system out of equilibrium and produce a stationary heat flow. If there is a non-equilibrium steady state (NESS) that is described by a phase-space measure, one would like to prove that the following limit exists:

$$
\begin{equation*}
0<\kappa(N):=\lim _{N \rightarrow \infty} \frac{\left\langle J^{N}(t, x)\right\rangle}{(A(\Delta T / N))}<\infty \tag{1.2}
\end{equation*}
$$

where $N$ is the microscopic length of the cylinder,

$$
\frac{\Delta T}{N}=\frac{T_{2}-T_{1}}{N}
$$

is the effective temperature gradient, $\left\langle J^{N}(t, x)\right\rangle$ is the expectation of the heat flux with respect to the non equilibrium steady state and where we write $J^{N}(t, x)$ to stress the dependence of $J$ on $N$. The above limit allows us to define the thermal conductivity and the very existence of the limit is a formulation of Fourier's law.

Our main objective is therefore to investigate how certain quantities, such as the relaxation rates to the NESS of such systems (the spectral gap of the associated dynamics), scale with the system size, since these are crucial to making sure that the thermal conductivity has a thermodynamic limit.

### 1.2 Preliminaries

We give here some definitions in order to state later our main results.
Definition (Entropy and Log-Sobolev Inequalities). For a probability measure $\mu$ on some Borel set $\Omega$ the entropy $\operatorname{Ent}_{\mu}(F)$ of a positive measurable function $F: \Omega \rightarrow \mathbb{R}_{\geq 0}$ with

$$
\int_{\Omega} F(x) \log ^{+}(F(x)) d \mu(x)<\infty
$$

is defined as

$$
\begin{equation*}
\operatorname{Ent}_{\mu}(F):=\int_{\Omega} F(x) \log \left(F(x) / \int_{\Omega} F(y) d \mu(y)\right) d \mu(x) \tag{1.3}
\end{equation*}
$$

We say that $\mu$ satisfies a logarithmic Sobolev inequality $L S I(k)$ iff

$$
\operatorname{Ent}_{\mu}\left(f^{2}\right) \leq \frac{2}{k}\|\nabla f\|_{L^{2}(d \mu)}^{2}
$$

for all smooth functions $f$. The $L S I(k)$ implies [Led99, Prop. 2.1] that $\mu$ satisfies a spectral gap inequality (Poincaré Inequality) SGI(k)

$$
\operatorname{Var}_{\mu}(f) \leq \frac{1}{k}\|\nabla f\|_{L^{2}(d \mu)}^{2}
$$

Logarithmic Sobolev (and other functional) inequalities are very effective tools to study the concentration of measure phenomenon and to quantify the relaxation rates, i.e. the mixing properties, of the dynamics of many-particle systems [Gro93, BE85, Led99, Led01, GZ03, $\mathrm{ABC}^{+}$00]. This is since the spectral gap (the speed of relaxation) is known to be determined by the constant in the Log-Sobolev inequalities. We define the spectral gap to be the size of the gap between 0 and the rest of the spectrum of the associated generator $L$ which can be also characterized by

$$
\lambda_{S}:=\inf _{\substack{f \in C^{\infty} \\\|\nabla f\|_{L^{2}(d \mu)} \neq 0}} \frac{-\langle L f, f\rangle_{L^{2}(d \mu)}}{\operatorname{Var}_{\mu}(f)}
$$

where $\operatorname{Var}_{\mu}$ is the variance relative to the equilibrium measure $\mu$.


Figure 1: Homogeneous chain: Spectral gap $\sim N^{-3}$.


Figure 2: Chain with impurity: Spectral gap $\sim e^{-c N}$.


Figure 3: Disordered chain: Spectral gap $\sim e^{-c N}$.
Figure 4: The one-dimensional harmonic chain of oscillators connected to heat baths (big discs) and with various pinning potentials (differently colored discs indicate different pinning strengths).

## 2 Description of the model and state of the art

The model we focus on is a prototypical example of out-of-equilibrium systems and is a generalized version of the historical Fermi-Pasta-Ulam (FPU) chain. It consists of a chain of $N$ interacting oscillators on the phase space $\mathbb{R}^{2 d N}$, where the variables are $q_{i}, p_{i}$ for $i=1, \ldots, N$ : the displacements of the particles from their equilibrium positions and their momenta, respectively. Each particle has its own pinning potential and it interacts with its nearest neighbours through an interaction potential. We call $H$ the Hamiltonian energy.

The dynamics of this model is such that the particles at the boundary are coupled to heat baths, modelled by Langevin (Ornstein-Uhlenbeck) processes at (possibly) different temperatures $\beta_{i}^{-1}, i \in \mathcal{F}$ and they are subject to friction. $\mathcal{F} \subset\{1, \ldots, N\}$ here is the subset of the particles on which we impose friction and noise and we also denote by $\gamma_{i}>0$ the friction strength at the $i$-th particle.

The time evolution is then for particles $i \in\{1, \ldots, N\}$ described by a coupled system of SDEs:

$$
\begin{align*}
& d q_{i}(t)=\left(\nabla_{p_{i}} H\right) d t \text { and } \\
& d p_{i}(t)=\left(-\nabla_{q_{i}} H-\gamma_{i} p_{i} \delta_{i \in \mathcal{F}}\right) d t+\delta_{i \in \mathcal{F}} \sqrt{\frac{2 \gamma_{i}}{\beta_{i}}} d W_{i} \tag{2.1}
\end{align*}
$$

where $\gamma_{i}, i \in \mathcal{F}$ are the friction coefficients.

The generator of the dynamics, restricting for simplification to the 1-dimensional
case and when $\mathcal{F}=\{1, N\}$ is:

$$
\mathcal{L}=\sum_{i=1}^{N}\left(p_{i} \partial_{q_{i}}-\partial_{q_{i}} H \partial_{p_{i}}\right)-\gamma_{1} p_{1} \partial_{p_{1}}-\gamma_{N} p_{N} \partial_{p_{N}}+\gamma_{1} \beta_{1}^{-1} \partial_{p_{1}}^{2}+\gamma_{N} \beta_{N}^{-1} \partial_{p_{N}}^{2} .
$$

Note that this operator is neither elliptic nor coercive, facts that make all the classical tools fail when it comes to the study of the regularity or the long-time behaviour of solutions.

### 2.1 In the literature

The non-equilibrium steady state for the purely harmonic chain, i.e. when both potentials are quadratic (harmonic), was made precise in [RLL67]. Anharmonic chains were studied in various works [JP98, EPRB99a, EPRB99b, Car07, RBT02, CEHRB18], where existence, uniqueness of a non-equilibrium steady state and exponential convergence towards it were proven in certain cases. More specifically the existence, uniqueness of a steady state and exponential convergence, hold under the assumptions that both the interaction and pinning potentials behave as polynomials near infinity and that the interaction is stronger than the pinning potential. The last assumption is important as there are some works which exhibit cases where the relaxation rate is not exponential, i.e. where there is lack of spectral gap [Hai09, HM09]. The existing results are however not quantitative, i.e. they do not give information on the scaling of these rates in terms of $N$, since compactness arguments are employed. Quantitative results for the spectral gap are therefore missing and even in the simplest case of the linear (harmonic) chain, the dependence on the dimension of the spectral gap was not known. Attempts have been made through hypocoercive techniques to get $N$-dependent estimates under certain conditions on the potentials: see the discussion in [Vil09, Section 9.2] where this question was first raised. The techniques discussed in Villani's monograph however only yield non-optimal estimates.

## 3 Main results

### 3.1 On the long time behaviour

Regarding the long time behaviour of the system, we provide explicit rates of convergence to the non-equilibrium steady state (with optimal lower bound) in a 1-dimensional weakly anharmonic scenario, i.e. when both potentials are $N$-dependent perturbations of the harmonic ones.

The first statement concerns a contraction property in Wasserstein-2 distance. We recall the definition of the Kantorovich-Rubinstein-Wasserstein $L^{2}$-distance $W_{2}(\mu, \nu)$ between two probability measures $\mu, \nu$ :

$$
W_{2}(\mu, \nu)^{2}=\inf \int_{\mathbb{R}^{N} \times \mathbb{R}^{N}}|x-y|^{2} d \pi(x, y)
$$

where the infimum is taken over the set of all the couplings, i.e. the joint measures $\pi$ on $\mathbb{R}^{N} \times \mathbb{R}^{N}$ with left and right marginals $\mu$ and $\nu$ respectively.

Theorem 3.1. We consider a 1-dimensional chain of coupled oscillators with rigidly fixed edges so that the dynamics are described by the system (2.1) with

$$
\begin{align*}
H(p, q)=\sum_{i=1}^{N}\left(\frac{p_{i}^{2}}{2}+a \frac{q_{i}^{2}}{2}+U_{\text {pin }}^{N}\left(q_{i}\right)\right)+\sum_{i=1}^{N-1} & \left(c \frac{\left(q_{i+1}-q_{i}\right)^{2}}{2}+U_{\text {int }}^{N}\left(q_{i+1}-q_{i}\right)\right)+  \tag{3.1}\\
& +c \frac{q_{1}^{2}}{2}+c \frac{q_{N}^{2}}{2}
\end{align*}
$$

for $a \geq 0, c>0$ and under the assumption that

$$
\begin{equation*}
\sup _{q_{i}}\left\|\nabla^{2} U_{p i n}^{N}\left(q_{i}\right)\right\|_{2}, \quad \sup _{r_{i}}\left\|\nabla^{2} U_{i n t}^{N}\left(r_{i}\right)\right\|_{2} \leq C^{N} \tag{3.2}
\end{equation*}
$$

where $r_{i}=q_{i+1}-q_{i}$ and $C^{N} \lesssim N^{-9 / 2} .^{1}$ For a fixed number of particles $N$, there is a unique stationary state, in particular, for initial data $f_{0}^{1}, f_{0}^{2}$ we have:

$$
\begin{equation*}
W_{2}\left(P_{t}^{*} f_{0}^{1}, P_{t}^{*} f_{0}^{2}\right) \leq C_{a, c} N^{\frac{3}{2}} e^{-\frac{\lambda_{0}}{N^{3}} t} W_{2}\left(f_{0}^{1}, f_{0}^{2}\right) \tag{3.3}
\end{equation*}
$$

for $C_{a, c}, \lambda_{0}$ dimensionless constants.
The proof relies on

- an application of a generalized version of the $\Gamma_{2}$-calculus of Bakry-Emery [BE85] for elliptic operators recently generalized by Baudoin for hypoelliptic operators [Bau17] and
- a careful analysis of a high-dimensional matrix equation.

The generalised $\Gamma_{2}$-calculus allows us to prove the validity of a Log-Sobolev inequality for the invariant measure, with constant $C_{N} \lesssim N^{3}$. With this inequality in hand we also give a convergence to the stationary measure in relative entropy as in [Vil09, Section 6]. We first recall the definitions of the following functionals:

For two probability measures $\mu$ and $\nu$ on $\mathbb{R}^{2 N}$ with $\nu \ll \mu$, we define the Boltzmann $H$ functional (relative entropy)

$$
\begin{equation*}
H_{\mu}(\nu)=\int_{\mathbb{R}^{2 N}} h \log h d \mu, \nu=h \mu \tag{3.4}
\end{equation*}
$$

and the relative Fisher information

$$
\begin{equation*}
I_{\mu}(\nu)=\int_{\mathbb{R}^{2 N}} \frac{|\nabla h|^{2}}{h} d \mu, \nu=h \mu . \tag{3.5}
\end{equation*}
$$

Theorem 3.2. We consider a weakly anharmonic 1-dimensional chain of coupled oscillators with rigidly fixed edges whose dynamics are described by the system (2.1) under the same assumptions as in the Theorem 3.1 above. For a fixed number of particles $N$, assuming that (i) $\mu$ is the invariant measure for $P_{t}$ and (ii) that it satisfies a Log-Sobolev inequality with constant $C_{N}>0$, for all $0<f \in L^{1}(\mu)$ with

$$
\mathcal{E}(f)<\infty, \text { and } \int f d \mu=1,
$$

we have a convergence to the non-equilibrium steady state in the following sense:

$$
\begin{equation*}
H_{\mu}\left(P_{t} f \mu\right)+I_{\mu}\left(P_{t} f \mu\right) \leq \lambda_{a, c} N^{3} e^{-\lambda_{0} N^{-3} t}\left(H_{\mu}(f \mu)+I_{\mu}(f \mu)\right) \tag{3.6}
\end{equation*}
$$

for dimensionless constants $\lambda_{a, c}, \lambda_{0}$.
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### 3.2 On the spectral gap

Furthermore, we study the spectral gap for purely harmonic chains and $d$-dimensional grids of oscillators, and proved the optimal lower and upper bounds. We also treat non-homogeneous scenarios where the coefficients of the pinning potentials are not identical. In particular we look at chains of oscillators with an impurity (so that the particle in the middle of the chain has pinning potential significantly weaker than the pinning potential of all the other particles) as well as at disordered chains of oscillators, see Fig $1,2,3$. As regards the $d$-dimensional grids, the spectral gap depends on which particles are exposed to friction, cf. Fig. 5,6,7. These are explained in the statement below.

Our setting is the following, we look at the system (2.1) with $\mathcal{F} \subset\{1, \ldots, N\}^{d}$ and

$$
\begin{equation*}
H(q, p)=\frac{\left\langle p, m_{[N]^{d}}^{-1} p\right\rangle}{2}+V_{a, c}(q) \text { where } V_{a, c}(q)=\sum_{i \in[N]^{d}} a_{i}\left|q_{i}\right|^{2}+\sum_{i \sim j} c_{i j}\left|q_{i}-q_{j}\right|^{2} \tag{3.7}
\end{equation*}
$$

Theorem 3.3. Let the positive masses $m_{i}$ and interaction strengths $c_{i}$ of all oscillators coincide, $N^{d}$ be the number of oscillators, placed in a square grid with $N$ oscillators on each side, and $d$ the dimension of the network.

- (Homogeneous chain): Let the pinning strength $a_{i}$ be the same for all oscillators, then
(i) if two particles located at the corners $(1, \ldots, 1),(N, \ldots, N)$, see Fig. 5 , are exposed to the same non-zero friction and non-zero diffusion, the spectral gap of the generator decays at the optimal rate $N^{-3 d}$ :

$$
\lambda_{N}=\mathcal{O}\left(N^{-3 d}\right)
$$

In particular for the one-dimensional chain of oscillators $\lambda_{N}=\mathcal{O}\left(N^{-3}\right)$.
(ii) if the same non-zero friction and non-zero diffusion for particles located at the center of two opposite edges of the network

$$
(1,\lceil N / 2\rceil, \ldots,\lceil N / 2\rceil),(N,\lceil N / 2\rceil, \ldots,\lceil N / 2\rceil)
$$

see Fig. 6, the spectral gap of the generator decays at the optimal rate $N^{-3-(d-1)}: \lambda_{N}=\mathcal{O}\left(N^{-3-(d-1)}\right)$.
(iii) if $d=2$ and the particles exposed to the same non-zero friction are located at opposite edges of the network, the spectral gap satisfies $\lambda_{N} \leq \mathcal{O}\left(N^{-5 / 2}\right)$.

- (Chain with impurity): Let $N$ be even. We assume that all masses and interaction parameters are positive and coincide and the friction parameters $\gamma_{i}$ of the boundary particles

$$
\partial[N]^{d}:=\left\{i \in[N]^{d} ; \exists i_{n}: i_{n} \in\{1, N\}\right\} \text { of }[N]^{d}:=\{1, . ., N\}^{d}
$$

satisfy $\sup _{i \in \partial[N] d} \gamma_{i} \in(0, c)$ where $c$ is independent of $N$ and the friction is non-zero on at least one boundary edge. Then, if the pinning strength $a_{c_{d}(N)}$ at the center point $c_{d}(N)=(N / 2, . ., N / 2)$ of the network is sufficiently small compared to the pinning strength of all other oscillators, the spectral gap $\lambda_{N}$ of the generator decays at least exponentially fast in $N$, for all $d \geq 1$.

In dimension 1 this rate is the optimal one.

- (Disordered chain): We assume that all masses and interaction parameters are positive and coincide and the friction parameters $\gamma_{i}$ of the particles at the boundary

$$
\partial[ \pm N]^{d}:=\left\{i \in[ \pm N]^{d} ;\|i\|_{\infty}=N\right\} \text { of the network }[ \pm N]^{d}:=\{-N, \ldots, N\}^{d}
$$

satisfy $\sup _{i \in \partial[ \pm N]^{d}} \gamma_{i} \in(0, c)$ where $c$ is independent of $N$ and the friction is nonzero on at least one boundary edge. Then, if the pinning strengths are iid random variables distributed according to some compactly supported density $\rho \in C_{c}(0, \infty)$, the spectral gap $\lambda_{N}$ of the generator decays exponentially fast in $N$, for all $d \geq 1$, for all but finitely many $N$.

The method of proof relies on a new approach for studying non-symmetric spectral problems that reduces the problem to a spectral analysis of discrete Schrödinger operators. Using a Wigner matrix representation we reduce the study of this high dimensional spectral analysis to the study of resolvents involving only the heat bath sites.
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# A generic result on the Hardy space $\boldsymbol{H}^{1}$ 

Vassili Nestoridis<br>In memory of Dimitri Gatzouras


#### Abstract

According to the Hardy's inequality, if $f$ is a holomorphic function on the unit disc of class $H^{1}$, then the sequence $a(f)$ of the Taylor coefficients of the primitive of $f$ belongs to the space $\ell^{1}$. We show that generically for all $f$ in $H^{1}$ the sequence $a(f)$ is outside any $\ell^{p}$ space smaller than $\ell^{1}$ i.e. with $0<p<1$; thus, $a(f) \in \ell^{1} \backslash\left(\bigcup_{0<p<1} \ell^{p}\right)$ holds generically for every $f$ in $H^{1}$.


## 1 Introduction

We start with a question asked by Dimitri Gatzouras about extendability of analytic curves in the plane. Next we use Baire's theorem to prove our main result, that generically for every function $f$ in the Hardy class $H^{1}$ in the open unit disc $D$ of the complex plane $\mathbb{C}$, the sequence $a(f)$ of the Taylor coefficients of the primitive of $f$ lies in $\ell^{1} \backslash\left(\bigcup_{0<p<1} \ell^{p}\right)$.

Baire's theorem was also used to prove generic existence of universal Taylor series in $D$ or more generally in any simply connected domain $\Omega$ in $\mathbb{C}$ ([9], [10], [6]). The proof except Baire's theorem, uses Mergelyan's theorem that, for every compact set $K \subset \mathbb{C}$ with connected complement, every function $f$ in $A(K)$, (that is, continuous on $K$ and holomorphic in $K^{0}$ ), can be uniformly on $K$ approximated by polynomials. There is no satisfactory version of Mergelyan's theorem is several complex variables. That is why the theory of universal Taylor series in several variables is less developed.

In order to prove generic existence of universal Taylor series on a product $\Omega=$ $\Omega_{1} \times \cdots \times \Omega_{n}$ of planar simply connected domains $\Omega_{1}, \ldots, \Omega_{n}$, except Baire's theorem we need a Mergelyan's type theorem, asserting that, if the planar compact sets $K_{1}, \ldots, K_{n}$ have connected complements, then every function $f$ in $A\left(K_{1} \times \cdots \times K_{n}\right)$ can be uniformly approximated by polynomials. Such a statement was claimed to be true in [3]; however, recently a counterexample was found in [2]. This led to the definition of a new function algebra $A_{D}(K)$ for $K \subset \mathbb{C}^{n}$ compact. This algebra $A_{D}(K)$ contains all uniform on $K$ limits of polynomials and is contained in $A(K)$. If $K_{1}, \ldots, K_{n}$ are planar compact sets with connected complements, then every function $f$ in $A_{D}\left(K_{1} \times \cdots \times K_{n}\right)$ can, indeed, be uniformly approximated by polynomials. The algebra $A_{D}(K)$ consists of all functions continuous on $K$ and holomorphic in every analytic disc in $K$. Thus, replacing $A(K)$ by $A_{D}(K)$, we can establish generic existence of universal Taylor series on products $\Omega=\Omega_{1} \times \cdots \times \Omega_{n}$ of planar simply connected domains $\Omega_{1}, \ldots, \Omega_{n}$. The
universal approximation holds on products $K=K_{1}, \times \cdots \times K_{n}$ of planar compact sets $K_{1}, \ldots, K_{n}$ with connected complements, such that $K \cap \Omega=\emptyset$ and it is realized by the partial sums of the Taylor development of the universal function according to any $a$-priori fixed enumeration of the monomials in the Taylor expansion [4], [5].

## 2 A question of D. Gatzouras

A curve $\gamma: I \rightarrow \mathbb{R}^{2}$, where $I$ is an open interval, is called analytic if $\gamma^{\prime}\left(t_{0}\right) \neq 0$ and $\gamma(t)=\sum_{n=0}^{\infty} a_{n} \cdot\left(t-t_{0}\right)^{n}$ for some $a_{n}=a_{n}\left(t_{0}\right) \in \mathbb{R}^{2}$ holds on an open interval around any point $t_{0}$ in $I$. Certainly among all parametrizations of any given curve there are parametrizations where the previous definition does not hold. If for a parametrization $I \ni t \rightarrow \gamma(t) \in \mathbb{R}^{2}$ the above definition holds, then the curve is called analytic and the parameter $t$ is called a conformal parameter for the curve. In [11] we prove that for any analytic curve the arclength $s$ is a global conformal parameter. So, if we have an analytic curve on an open interval in order to investigate if there is an analytic extension one could consider the parametrization by arc length $s$ and examine if there is an extension which is analytic with respect to $s$. Several examples are given in [11] but initially the curves $y=x^{a}, x \in(0,+\infty)$, for $a>0$ were not examined. D. Gatzouras suggested that this example should be included in the list of examples and he asked the question if this curve can be analytically extended beyond the point $(0,0)$. If $a=1,2, \ldots$ is a natural number, then obviously the curve is continued over $(-\infty,+\infty)$ as the graph of the function $y(x)=x^{a}$ and $x$ is a conformal parameter. For $a=\frac{1}{1}, \frac{1}{2}, \frac{1}{3}, \ldots$ to be the inverse of a natural number, then writing $x=y^{1 / a}$ we see that it has an analytic extension for $y \in(-\infty,+\infty)$ and $y$ is a conformal parameter. For the remaining values of $a>0$, my feeling was that the curve is not analytically extended beyond $(0,0)$ but $I$ did not see how to prove it; that is why I asked for help from John Pardon. Indeed, if the curve is extendable analytically beyond the point $(0,0)$, considering the parametrization by arc length $s$ such that $\gamma(s=0)=(0,0)$ we see that, since $\left.\frac{d \gamma}{d s}\right|_{s=0}=\left(\left.\frac{d x}{d s}\right|_{s=0},\left.\frac{d y}{d s}\right|_{s=0}\right) \neq 0$, at least one of the derivatives $\left.\frac{d x}{d s}\right|_{s=0}$ and $\left.\frac{d y}{d s}\right|_{s=0}$ is non zero.

Assume that $\left.\frac{d x}{d s}\right|_{s=0}$ is non zero. By assumption $\gamma, x$ and $y$ are expressed as power series with strictly positive radius of convergence with center $s=0$. Thus, the function $s \rightarrow x(s)$ defined on one open interval with center $s=0$ has a holomorphic extension on a disc in $\mathbb{C}=\mathbb{R}^{2}$ centered at $O=(0,0)=(0+i \cdot 0)$. Since the derivative of this function is not zero at $s=0$, it follows that on a smaller disc centered at 0 this function is invertible and the inverse function is holomorphic, hence representable as a power series of $x$. The derivative of this function is non-zero. Since $s$ is a power series of $x$ in a small interval and $\gamma$ is a power series of $s$, it follows that $\gamma$ is a power series of $x$ and the derivative $\frac{d \gamma}{d x}$ is not zero on a small interval around $x=0$. Thus, on this small interval around $x=0$ the function $x \rightarrow y(x)=\operatorname{Im} \gamma(s(x))$ has a holomorphic extension on a disc centered to $O=(0+i \cdot 0)=(0,0)$. Thus, for every natural number $n$ the derivative $\frac{d^{n} y}{d x^{n}}$ should converge to a finite value as $x \rightarrow 0^{+}$. Since $y=x^{a}$,
and $\frac{d y}{d x}=a x^{a-1}$, it follows easily that $a$ is equal to a natural number; otherwise for $n=[a]+1$ the $\lim _{x \rightarrow 0^{+}} \frac{d^{n} y}{d x^{n}}(x)$ is equal to $\infty$.

So in this case $a$ is a natural number, which is a contradiction.
If $\left.\frac{d y}{d s}\right|_{s=0} \neq 0$, then a similar argument shows that $a$ is the inverse of a natural number, which is also absurd.

Thus, we have proven the following
Proposition 2.1. The curve $y=x^{a}, x \in(0,+\infty)$ for $a>0$ can be analytically continued beyond the point $(0,0)$, if and only if, $a$ is a natural number or the inverse of a natural number.

All this has been added in [11] and in the acknowledgement the names D. Gatzouras and $J$. Pardon are included.

## 3 Main result

In this section we apply Baire's theorem and we prove our main result which is a new generic result on the Hardy space $H^{1}$ on the open unit disc $D$ of the complex plane C. A function $f$ holomorphic on $D$ belongs to $H^{1}$ if $\|f\|_{H^{1}} \equiv \sup _{0<r<1} \frac{1}{2 \pi} \int_{0}^{2 \pi}\left|f\left(r e^{i \theta}\right)\right| d \theta$ is finite. The space $H^{1}$ endowed with the norm $\left\|\|_{H^{1}}\right.$ is a complex Banach space. The set of polynomials is a dense subset of $H^{1}([1])$. According to the Hardy's inequality, if $f \in H^{1}$ and $a(f)$ denotes the sequence of the Taylor coefficients of the primitive $F(f)$ of $f$ satisfying $F(f)(0)=0$ (and $F^{\prime}(f)=f$ ), then $a(f)$ belongs to $\ell^{1}$.

Proposition 3.1. Let $0<p<1$. Then there exists $f=f_{p}$ in $H^{1}$, such that $a(f) \notin \ell^{p}$.
Proof. Let $f(z)=\frac{1}{(1-z)^{\gamma}}, \gamma>0$. Then $f \in H^{1}$ if and only if $\gamma<1$. Developing in Taylor series $f(z)=\sum_{n=0}^{\infty} \delta_{n} z^{n}$ where $\delta_{n}=\binom{n+\gamma-1}{n}=\frac{\gamma(\gamma+1) \cdots(\gamma+n-1)}{n!} \approx$ $\frac{n^{\gamma-1}}{\Gamma(\gamma)}[12]$.

Thus, $a(f)=\left(a_{n}\right)_{n=0}^{\infty}$ and $a_{0}=0, a_{n}=\frac{\delta_{n-1}}{n} \approx \frac{1}{n^{2-\gamma}}(n>0, n \rightarrow+\infty)$ and $\left|a_{n}\right|^{p} \approx \frac{1}{n^{p(2-\gamma)}}$.

For $\frac{1}{2}<p<1$ choose $\gamma \in\left[\frac{2 p-1}{p}, 1\right)$ and hence $(2-\gamma) p \leq 1$.
It follows that $a(f) \notin \ell^{p}$.
For $0<p<\frac{1}{2}$ for any $\gamma \in(0,1)$ we have $a(f) \notin \ell^{p}$.
The proof is complete.
Definition 3.2. Let $0<p<1$. Denote by $\Lambda_{p}$ the set of $f \in H^{1}$, such that, $a(f) \notin \ell^{p}$.
Proposition 3.3. Let $0<p<1$. Then $\Lambda_{p}$ is a subset of $H^{1}$ which is dense and $G_{\delta}$.

Proof. Proposition 3.1 shows that $\Lambda_{p} \neq \emptyset$. Let $f \in \Lambda_{p}$. If $P$ is a polynomial then $f+P \in \Lambda_{p}$. Since the set of polynomials is dense in $H^{1}$ ([1]), it follows that the set $\{f+P: P$ polynomial $\}$ is dense in $H^{1}$. Since the last set is contained in $\Lambda_{p}$, it follows that $\Lambda_{p}$ is dense in $H^{1}$.

In order to show that $\Lambda_{p}$ is a $G_{\delta}$ is suffices to prove that $H^{1} \backslash \Lambda_{p}$ is a denumerable union of closed subsets of $H^{1}$.

For $M$ and $N$ natural numbers we consider the set

$$
E_{M, N}=\left\{f \in H^{1}: f(z)=\sum_{n=0}^{\infty} \eta_{n}(f) z^{n}, \quad \sum_{n=0}^{N} \frac{\left|\eta_{n}(f)\right|^{p}}{(n+1)^{p}} \leq M\right\}
$$

Then $H^{1} \backslash \Lambda_{p}=\bigcup_{M}\left[\bigcap_{N} E_{M, N}\right]$.
We verify that each set $E_{M, N}$ is a closed subset of $H^{1}$. Indeed, let $f_{k} \in E_{M, N}$ be a sequence converging in $H^{1}$ to some $f \in H^{1}$. Then $f_{k}$ converges uniformly on compacta of $D$ to $f$, which implies $\eta_{n}\left(f_{k}\right) \xrightarrow[k \rightarrow \infty]{ } \eta_{n}(f)$ for every $n=0,1,2, \ldots$ ([1]). Since $\sum_{n=0}^{N} \frac{\left|\eta_{n}\left(f_{k}\right)\right|^{p}}{(n+1)^{p}} \leq M$ for all $k$, it follows $\sum_{n=0}^{N} \frac{\left|\eta_{n}(f)\right|^{p}}{(n+1)^{p}} \leq M$; that is, $f \in E_{M, N}$ and the set $E_{M, N}$ is closed in $H^{1}$. The same holds for the intersections $\bigcap_{N} E_{M, N}$ and their denumerable union $H^{1} \backslash \Lambda_{p}$ is an $F_{\sigma}$. The proof is complete.

Theorem 3.4. The set $\bigcap_{0<p<1} \Lambda_{p}$ is $a G_{\delta}$ and dense subset of $H^{1}$. It follows that for the generic function $f$ in $H^{1}$ the sequence $a(f)$ belongs to $\ell^{1} \backslash\left[\bigcup_{0<p<1} \ell^{p}\right]$.

Proof. Applying Baire's theorem to the complete space $H^{1}$ we find that $\bigcap_{n=2}^{\infty} \Lambda_{1-\frac{1}{n}}$ is a $G_{\delta}$ and dense subset of $H^{1}$. Since the family of $\ell^{p}$ spaces is increasing, it follows that $\bigcap_{n=2}^{\infty} \Lambda_{1-\frac{1}{n}}=\bigcap_{0<p<1} \Lambda_{p}$; this gives the first part of the statement of Theorem 3.4. This combined with the fact that $a(f) \in \ell^{1}$ for all $f \in H^{1}$ ([1]), completes the proof.

## 4 Baire's theorem, Mergelyan theorem and Universality

Baire's theorem combined with Mergelyan theorem yields generic existence of universal Taylor series on simply connected planar domains.

Definition 4.1. Let $K$ be a compact subset of $C^{n}, n \geq 1$. Then $P(K)$ denotes the set of all uniform on $K$ limits of polynomials and $A(K)$ denotes the set of functions $f: K \rightarrow \mathbb{C}$ continues on $K$ and holomorphic in $K^{0}$.

If $K^{0}=\emptyset$ then $A(K)=C(K)$. The inclusion $P(K) \subset A(K)$ always hold.
Theorem 4.2. (Mergelyan [8]). Let $K \subset \mathbb{C}$ be a compact set such that $\mathbb{C} \backslash K$ is connected. Then $P(K)=A(K)$.

Definition 4.3. Let $\Omega \subset \mathbb{C}$ be a simply connected domain and $\zeta \in \Omega$. A function $f: \Omega \rightarrow \mathbb{C}$ holomorphic on $\Omega$ belongs to the class $\mathcal{U}(\Omega, \zeta)$ of universal Taylor series with center $\zeta$, if for every compact set $K \subset \mathbb{C} \backslash \Omega$ with $\mathbb{C} \backslash K$ connected and every $h \in A(K)$, there is a sequence $S_{\lambda_{n}}(f, \zeta)(z)$ of partial sums of the Taylor development of $f$ with center $\zeta$ which converges uniformly on $K$ towards $h$.

Theorem 4.4. ([9], [10], [6]). If $\Omega \subset \mathbb{C}$ is a simply connected domain and $\zeta \in \Omega$, then the class $\mathcal{U}(\Omega, \zeta)$ is a dense and $G_{\delta}$ subset of the space $H(\Omega)$ of holomorphic functions on $\Omega$ endowed with the topology of uniform convergence on compacta of $\Omega$.

The proof of Theorem 4.4 uses Baire's theorem combined with Mergelyan's theorem. One of the uses of Mergelyan theorem in this proof is the following.

Let $K_{1} \subset \Omega$ be a compact set with $\mathbb{C} \backslash K_{1}$ connected and let $\varphi \in H(\Omega)$. Let $K_{2} \subset \mathbb{C} \backslash \Omega$ be a compact set with $\mathbb{C} \backslash K_{2}$ connected and let $h$ be a polynomial. We need to find a polynomial $P$, such that, $\sup _{z \in K_{1}}|P(z)-\varphi(z)|<\epsilon$ and $\sup _{z \in K_{2}}|P(z)-h(z)|<\frac{1}{s}$, where $\epsilon>0$ and $s>0$ are given.

Indeed, since $K_{1} \cap K_{2}=\emptyset$ the union $K_{1} \cup K_{2}$ has also connected complement. Thus Mergelian's theorem applies for the compact set $K=K_{1} \cup K_{2}$. The function $H: K \rightarrow \mathbb{C}$ defined by $H \mid K_{1}=\varphi$ and $H \mid K_{2}=h$ belongs to $A(K)$; thus, there exists a polynomnial $P$ such that $\sup _{z \in K}|P(z)-H(z)|<\min \left(\epsilon, \frac{1}{s}\right)$.

This yields the desired result.
As mentioned in the introduction there is no satisfactory Mergelyan's theorem in several variables and the theory of universal Taylor series in $\mathbb{C}^{n}$ is less developed. If we wish to obtain existence of universal Taylor series on products $\Omega=\Omega_{1} \times \cdots \times \Omega_{n}$ of planar simply connected domains $\Omega_{1}, \ldots, \Omega_{n}$, we need a Mergelyan's type theorem of the following form.
"If $K_{1}, \ldots, K_{n}$ are planar compact sets with connected complements $\mathbb{C} \backslash K_{i}$, then $A(K)=P(K)$ where $K=K_{1} \times \cdots \times K_{n}$ ".

Counterexample 4.5. Let $n=2, K_{1}=\{0\}$ and $K_{2}=\bar{D}$ be the closed unit disc in $\mathbb{C}$. Then $\mathbb{C} \backslash K_{1}$ and $\mathbb{C} \backslash K_{2}$ are connected. Let $h: K_{1} \times K_{2} \rightarrow \mathbb{C}$ be the function $h\left(z_{1}, z_{2}\right)=$ $\left|z_{2}\right|$ for all $\left(z_{1}, z_{2}\right) \in K_{1} \times K_{2}=\{0\} \times \bar{D}$. We have $h \in A\left(K_{1} \times K_{2}\right)=C\left(K_{1} \times K_{2}\right)$ because the interior of $K_{1} \times K_{2}$ in $\mathbb{C}^{2}$ is empty. We show that $h \notin P\left(K_{1} \times K_{2}\right)$; indeed, if a sequence of polynomials converges uniformly on $K_{1} \times K_{2}$ to $h$, then by Wieirstrass theorem the function $\left|z_{2}\right|=h\left(0, z_{2}\right)$ should be holomorphic on the open unit disc $D$, which is absurd. Thus, $h \notin P\left(K_{1} \times K_{2}\right)$ and $P\left(K_{1} \times K_{2}\right) \neq A\left(K_{1} \times K_{2}\right)$.

A careful examination of the previous counterexample leads to the following definition ([2]).

Definition 4.6. Let $K \subset \mathbb{C}^{n}$ be compact. A function $f: K \rightarrow \mathbb{C}$ belongs to the class $A_{D}(K)$, if it is continuous on $K$ and the following holds:

For every injective holomorphic mapping $\Phi: D \rightarrow K$ on an open disc $D \subset \mathbb{C}$ the composition $f \circ \Phi$ is holomorphic on $D$.

If $n=1$ then $A_{D}(K)=A(K)$. For $n>1$, this is no longer true. For instance the function $h$ in Counterexample 4.5 belongs to $A\left(K_{1} \times K_{2}\right) \backslash A_{D}\left(K_{1} \times K_{2}\right)$. In general we have the inclusion $P(K) \subset A_{D}(K) \subset A(K)$. Furthermore, if $\bar{O}(K)$ denotes the set of uniform on $K$ limits of functions holomorphic in (varying) open sets containing $K$, then we have $P(K) \subset \bar{O}(K) \subset A_{D}(K) \subset A(K)$. Thus, the algebra $A_{D}(K)$ is better for approximation than $A(K)$. Mergelyan type theorems will be those giving conditions assuring that $A_{D}(K)$ coincides with $P(K)$ or $\bar{O}(K)$.

I tried to prove that if $K_{1}, \ldots, K_{n}$ are planar compact sets with connected complements, then $A_{D}(K)=P(K)$, where $K=K_{1} \times \cdots \times K_{n}$, but I failed. My impression was that we would need several months in order to prove this. However, Myrto Manolaki in three days at Oberwolfach gave a proof of this ([2]).

Theorem 4.7. Let $K_{1}, \ldots, K_{n}$ be planar compact sets with connected complements. Then $A_{D}(K)=P(K)$, where $K=K_{1} \times \cdots K_{n}$.

Theorem 4.7 allows to prove generic existence of universal Taylor series on products $\Omega=\Omega_{1} \times \cdots \times \Omega_{n}$ of planar simply connected domain $\Omega_{1}, \ldots, \Omega_{n}$, ([4],[5]).

Theorem 4.8. Let $\Omega_{1}, \ldots, \Omega_{n}$ be planar simply connected domains and $\zeta \in \Omega=\Omega_{1} \times$ $\cdots \times \Omega_{n}$. If $f$ is holomorphic in $\Omega$, then $S_{N}(f, \zeta)(z), N=0,1,2, \ldots$ denote the sequence of partial sums of the Taylor development of $f$ with center $\zeta$ following any a-priori given enumeration of the monomials in this development.

There exists a holomorphic function $f$ on $\Omega$, such that, for every compact planar sets $K_{1}, \ldots, K_{n}$ with connected complements, such that $K \cap \Omega=\emptyset$ where $K=K_{1} \times \cdots \times K_{n}$, the sequence $S_{N}(f, \zeta)(z), N=0,1,2, \ldots$ is uniformly dense on $A_{D}(K)$. The set of such functions $f$ is a dense and $G_{\delta}$ subset of the space $H(\Omega)$ of holomorphic functions on $\Omega$ endowed with the topology of uniform convergence on compacta of $\Omega$.

When $\Omega$ is planar the functions in the class $\mathcal{U}(\Omega, \zeta)$ have very wild properties; see for example [6], [7], as well as, the works of Stephen Gardiner at al where potential theory is used to address these wild properties. It is natural to ask the question, if in several variables, the functions $f$ of Theorem 4.8 satisfy similar wild properties. For instance the class $\mathcal{U}(\Omega, \zeta)$ is independent of the center $\zeta$ in the simply connected domain $\Omega$. Is there an analogue in several variables in the frame of Theorem $4.8 ?$
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# On the inversion of the Laplace transform 
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#### Abstract

The Laplace transform is a useful and powerful analytic tool with applications to several areas of applied mathematics, including differential equations, probability and statistics. Similarly to the inversion of the Fourier transform, inversion formulae for the Laplace transform are of central importance; such formulae are old and well-known (Fourier-Mellin or Bromwich integral, Post-Widder inversion). The present work is motivated from an elementary statistical problem, namely, the unbiased estimation of a parametric function of the scale in the basic model of a random sample from exponential distribution. The form of the uniformly minimum variance unbiased estimator of a parametric function $h(\lambda)$, as well as its variance, are obtained as series in Laguerre polynomials and the corresponding Fourier coefficients, and a particular application of this result yields a novel inversion formula for the Laplace transform.


Key words and phrases: Exponential Distribution, Unbiased Estimation; Laplace Transform; Laguerre Polynomials.

## 1 Introduction

For a function $u:(0, \infty) \rightarrow \mathbb{R}$, its Laplace transform is defined by the integral

$$
\begin{equation*}
\phi(\lambda)=\int_{0}^{\infty} \exp (-\lambda x) u(x) \mathrm{d} x \tag{1.1}
\end{equation*}
$$

provided that there exists $\lambda_{0} \geq 0$ such that

$$
\int_{0}^{\infty} \exp \left(-\lambda_{0} x\right)|u(x)| \mathrm{d} x<\infty
$$

There is a second version of the Laplace transform, related to probability measures $\mu$ supported in (a subset of) $[0, \infty)$, namely,

$$
\begin{equation*}
\phi_{\mu}(\lambda)=\int_{[0, \infty)} \exp (-\lambda x) \mathrm{d} \mu(x) \tag{1.2}
\end{equation*}
$$

it is just a matter of notation to express $\phi_{\mu}(\lambda)$ as $\mathbb{E} \exp (-\lambda X)$ where the nonnegative random variable $X$ has distribution function $F(x)=\mu([0, x]), x \geq 0$, and $\mathbb{E}$ denotes expectation. In this setup, $\phi_{\mu}(\lambda)$ is denoted as $M_{X}(-\lambda)$ and it is called the moment generating function of $X$. It is clear that formulae (1.1) and (1.2) coincide if $X$ has a density $u$ (w.r. to Lebesgue measure on $[0, \infty)$ ). An inversion formula for the probabilistic
version (1.2) can be found in Billingsley (1995) or Schilling et al (2012), and it is based on an ingenious application of the law of large numbers. The formula can be written as ( $x>0$ )

$$
\begin{equation*}
\mu([0, x))+\frac{1}{2} \mu(\{x\})=\lim _{N} \sum_{k=0}^{N} \frac{(-1)^{k}}{k!}\left(\frac{N}{x}\right)^{k} \phi_{\mu}^{(k)}\left(\frac{N}{x}\right) \tag{1.3}
\end{equation*}
$$

Regarding (1.1), it is known from Lerch (1903) that the transformation $u \rightarrow \phi$ is one to one. Furthermore, there are two well-known inversion formulae for (1.1), namely, the Fourier-Mellin or Bromwich integral (see Boas (1983), Cohen (2007)),

$$
\begin{equation*}
u(x)=\frac{1}{2 \pi i} \lim _{T \rightarrow \infty} \int_{\gamma-i T}^{\gamma+i T} \exp (s x) \phi(s) \mathrm{d} s \tag{1.4}
\end{equation*}
$$

where $\gamma \geq 0$ is greater than the real part of every pole of (the analytic extension of $\phi$, and the Post (1930) or Post-Widder formula (see Widder (1946), Post (1930), Cohen (2007)),

$$
\begin{equation*}
u(x)=\lim _{n} \frac{(-1)^{n}}{n!}\left(\frac{n}{x}\right)^{n+1} \phi^{(n)}\left(\frac{n}{x}\right) \tag{1.5}
\end{equation*}
$$

The above inversions hold under some mild restrictions, e.g., (1.4) is satisfied for almost all $x \in(0, \infty)$ (clearly, this is the best we can expect, but the formula in itself is complicated and, so, inconvenient for purposes of computation, as can be seen when applied to trivial exemplary cases), and (1.5) holds at continuity points of $u$, provided that $u$ is smooth in pieces and that the growth of $|u|$ at infinity is at most of exponential order.

The present work is motivated from an elementary statistical inference problem which, at a first glance, seems to be unrelated to Laplace inversion. The problem is to find the minimum variance unbiased estimator of a given parametric function $h(\lambda)$, based on a random sample $X_{1}, \ldots, X_{n}$ from $\operatorname{Exp}(\lambda)$, with $\lambda>0$ unknown, or, more generally, from $\Gamma(a, \lambda)$ with $a>0$ fixed and known and $\lambda>0$ an unknown parameter (for the definitions see Section 2). The main result provides necessary and sufficient conditions on $h$ so that a solution of this problem exists, and shows that the solution (whenever exists) can be presented as a series in Laguerre polynomials,

$$
\begin{equation*}
L_{n}(x)=\sum_{k=0}^{n}(-1)^{k}\binom{n}{k} \frac{x^{k}}{k!} \tag{1.6}
\end{equation*}
$$

A particular application of the main result yields a novel inversion formula for the Laplace transform; see Section 3.

## 2 On the best unbiased estimator of a parametric function of the scale parameter in exponential/gamma models

### 2.1 Preliminaries and a simple parametric inference problem

The probability density of the exponential distribution, $\operatorname{Exp}(\lambda)$, is given by

$$
f_{\lambda}(x)=\lambda \exp (-\lambda x), \quad x>0
$$

while the Gamma distribution, $\Gamma(a, \lambda)$, has probability density

$$
\begin{equation*}
f_{\lambda}(x)=\frac{\lambda^{a}}{\Gamma(a)} x^{a-1} \exp (-\lambda x), x>0 \tag{2.1}
\end{equation*}
$$

where $a>0$ and $\lambda>0$ are positive constants, so that $\operatorname{Exp}(\lambda) \equiv \Gamma(1, \lambda)$.
From now on, we suppose that $a>0$ is known (given), and we assume that $\lambda>0$ is the (unique) unknown parameter to be estimated from the data. More generally, we wish to estimate an arbitrary parametric function $h(\lambda)$ by using a suitable choice of an estimator

$$
T=T\left(X_{1}, \ldots, X_{n}\right)
$$

where $T$ is a real valued measurable function with domain $(0, \infty)^{n}$ and $X_{1}, \ldots, X_{n}$ are iid (independent, identically distributed) random variables with density (2.1). Of course, the actual value of $T$ (when $X_{1}=x_{1}, \ldots, X_{n}=x_{n}$ ) must not vary with $\lambda$, but $T$ may depends on $n$ or $a$ (since both are fixed and known).

So, the problem can be formulated as follows:
Problem 1. Let $h(\lambda):(0, \infty) \rightarrow \mathbb{R}$ be a given (arbitrary) parametric function and suppose that $X_{1}, \ldots, X_{n}$ are iid with density (2.1). Under what conditions on $h$ is it possible to find an estimator $T=T\left(X_{1}, \ldots, X_{n}\right)$ such that
(i) $\mathbb{E}_{\lambda} T=h(\lambda)$ for all $\lambda>0$, and
(ii) $\mathbb{E}_{\lambda} T^{2}<\infty$ for all $\lambda>0$ ?

And, in case that such a $T$ exists, how can we obtain the best possible estimator for $h$ ?
An estimator satisfying condition 1 is called unbiased; as we shall see, unbiasedness restricts the class of possible estimators in such a way that the family of permitted parametric functions $h$ is quite narrow. Condition 2 means that $T \in \cap_{\lambda>0} L^{2}\left(\mu_{n}(\lambda)\right)$, where $\mu_{n}(\lambda)$ is the product probability measure of $\left(X_{1}, \ldots, X_{n}\right)$ on $[0, \infty)^{n}$. Then, provided $\mathbb{E}_{\lambda} T=h(\lambda)$, the quantity $\mathbb{E}_{\lambda}(T-h(\lambda))^{2}$ can be written as $\operatorname{Var}_{\lambda} T=\mathbb{E}_{\lambda} T^{2}-h(\lambda)^{2}$, and it is called the variance of the estimator $T$. Even if $T$ is not unbiased, the quantity $\mathbb{E}_{\lambda}(T-h(\lambda))^{2}$ is called MSE (mean squared error), and it is the most important measure of closeness between a point estimator $T\left(X_{1}, \ldots, X_{n}\right)$ and a parametric function $h(\lambda)$, traditionally used in statistics for a long time. The subscript $\lambda$ in $\mathbb{E}_{\lambda}$ and $\operatorname{Var}_{\lambda}$ denotes that the true probability measure of the $X_{i}$ 's is as in (2.1).

It is clear that, if we restrict ourselves to the class of unbiased estimators, those with smaller variance are preferable. In the plausible case that we can pick an estimator $T^{*}$ satisfying
(i) $\mathbb{E}_{\lambda} T^{*}=h(\lambda)$ for all $\lambda>0$,
(ii) $\operatorname{Var}_{\lambda} T^{*}<\infty$ for all $\lambda>0$, and
(iii) for any unbiased estimator $T$ and for all $\lambda>0, \operatorname{Var}_{\lambda} T^{*} \leq \operatorname{Var}_{\lambda} T$,
it follows that this is the best we can do. Such an estimator $T^{*}$ is then called uniformly minimum variance unbiased estimator (UMVUE for short), and this is what we could name as best. In order to be able to obtain the UMVUE it is necessary and sufficient that the class
$\mathcal{T}_{h}=\{T: T$ is an unbiased estimator for $h(\lambda)$ with finite variance (for all $\lambda>0$ ) $\}$
is nonempty. This follows from one of the most fundamental result in parametric inference, adapted to the present particular case of Gamma distributions with $a$ known. Indeed, the following is true; see Lehmann and Gasella (1998).

Theorem 2.1. (Rao-Blackwell / Lehmann-Scheffé). Let $X_{1}, \ldots, X_{n}$ be a random sample from (2.1) with $\lambda>0$ unknown and $a>0$ known. Let also $h:(0, \infty) \rightarrow \mathbb{R}$ be a parametric function, and suppose that $\mathcal{T}_{h}$ is nonempty. Set $X=X_{1}+\cdots+X_{n}$. Then,
(i) The conditional probability distribution of $\left(X_{1}, \ldots, X_{n}\right)$ given $X$ is independent of $\lambda$.
(ii) For any $T \in \mathcal{T}_{h}$, the (unique w.p. 1) UMVUE is given by the conditional expectation

$$
T^{*}(X):=\mathbb{E}\left(T\left(X_{1}, \ldots, X_{n}\right) \mid X\right)
$$

(iii) Equivalently, the UMVUE of $h(\lambda)$ is the unique (w.p. 1) unbiased estimator in $\mathcal{T}_{h}$ which is a function of $X, u=u(X)$. Hence, $u(X)=\mathbb{E}\left(T\left(X_{1}, \ldots, X_{n}\right) \mid X\right)=T^{*}(X)$.
Remark 2.1. It is well-known that the distribution of $X=X_{1}+\cdots+X_{n}$ is $\Gamma(n a, \lambda)$. In view of Theorem 2.1, and substituting $a$ for $n a>0$, Problem 1 reduces to an equivalent, much simper, reformulation, as follows.

Problem 2. Let $h(\lambda):(0, \infty) \rightarrow \mathbb{R}$ be a given (arbitrary) parametric function and suppose that $X$ is a random variable having probability density (2.1), with $a>0$ fixed and known, and $\lambda>0$ an unknown parameter. Under what conditions on $h$ does the UMVUE $u=u(X)$ of $h(\lambda)$ exists for all $\lambda$ ? And, in case that it exists, how can we obtain its form?

Since, by definition, $\mathbb{E}_{\lambda} \psi(X)=\int_{0}^{\infty} f_{\lambda}(x) \psi(x) \mathrm{d} x$ for arbitrary measurable $\psi$, the imposed condition of a finite second moment on $u$ for all $\lambda$ implies that

$$
\begin{equation*}
\int_{0}^{\infty} x^{a-1} \exp (-\lambda x) u(x)^{2} \mathrm{~d} x<\infty \tag{2.2}
\end{equation*}
$$

In other words, $u \in L^{2}(\lambda)$ for all $\lambda>0$, where $L^{2}(\lambda)$ is the Lebesgue space of functions $u:(0, \infty) \rightarrow \mathbb{R}$ satisfying (2.2). Thus, it is reasonable to define

$$
\begin{equation*}
L_{0}^{2}:=\bigcap_{\lambda>0} L^{2}(\lambda) \tag{2.3}
\end{equation*}
$$

We can rewrite the unbiasedness restriction $\mathbb{E}_{\lambda} u(X)=h(\lambda)$ as

$$
\begin{equation*}
\frac{\Gamma(a) h(\lambda)}{\lambda^{a}}=\int_{0}^{\infty} x^{a-1} \exp (-\lambda x) u(x) \mathrm{d} x, \quad \lambda>0 \tag{2.4}
\end{equation*}
$$

It is then obvious that the rhs of (2.4) defines a holomorphic function in the right halfplane $\mathcal{C}^{+}=\{\lambda \in \mathcal{C}: \operatorname{Re}(\lambda)>0\}$ whenever $u \in L_{0}^{2}$. This means that the function $\lambda \rightarrow$
$\Gamma(a) \lambda^{-a} h(\lambda)$ is holomorphic, and hence, $h(\lambda)$ must be holomorphic in $\mathcal{C}^{+}$. This already imposes a serious restriction to the allowable parametric functions, e.g., it is necessary that $h \in C^{\infty}(0, \infty)$; in fact, the analytic extension of $h$ should have no singularities in the right half-plane. As a simple example, for the $C^{\infty}(0, \infty)$ parametric function $h(\lambda)=$ $1 /\left(\lambda^{2}-2 \lambda+2\right)$, no unbiased estimator exist (for all $\lambda>0$ ), because of the poles $1 \pm i$ of $h$. However, regarding Problem 2, the analyticity of $h$ is not sufficient to provide a positive answer. To see this, it suffices to observe that for $u \in L_{0}^{2}, \int_{0}^{\infty} x^{a-1} \exp (-\lambda x) u(x) \mathrm{d} x \rightarrow 0$ as $\lambda \rightarrow+\infty$, by dominated convergence. Then, any holomorphic function $h$ that growths faster than $e^{\lambda}$ at infinity, e.g. $h(\lambda)=\exp \left(\lambda^{2}\right)$, cannot be written as the expectation of some $u \in L_{0}^{2}$; see (2.4).

### 2.2 Results

We are now in a position to state the main results.
Theorem 2.2. Assume that $X$ is a random variable with probability density $f_{\lambda}$ as in (2.1), with $\lambda>0$ unknown. For a given parametric function $h(\lambda)$, its UMVUE $u(X)$ exists in $L_{0}^{2}$ if and only if the following two conditions are satisfied.
(1) The function $h$ can be extended to an holomorphic function in $\mathcal{C}^{+}$, and
(2) For any $\lambda>0$,

$$
\begin{equation*}
\sum_{n=0}^{\infty} \beta_{n}(\lambda)^{2}<\infty, \tag{2.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\beta_{n}(\lambda)=\frac{(-1)^{n}}{\sqrt{n![a]_{n}}}\left(\lambda \frac{\mathrm{~d}^{n}}{\mathrm{~d} \lambda^{n}}\left[\lambda^{n-1} h(\lambda)\right]\right) \tag{2.6}
\end{equation*}
$$

here, $[a]_{n}=\prod_{j=0}^{n-1}(a+j)=\Gamma(a+n) / \Gamma(a)$ denotes the ascending factorial (Pochhammer symbol).

Theorem 2.3. Let $h$ be a parametric function satisfying (1) and (2) of Theorem 2.2. For fixed $\lambda>0$ define the function

$$
\begin{equation*}
H_{\lambda}(y):=h\left(\frac{\lambda}{1-y}\right),|y|<1 \tag{2.7}
\end{equation*}
$$

Then, an alternative simplified form of the constants $\beta_{n}(\lambda)$ in (2.6) is given by

$$
\begin{equation*}
\beta_{n}(\lambda)=\frac{(-1)^{n} H_{\lambda}^{(n)}(0)}{\sqrt{n![a]_{n}}} \tag{2.8}
\end{equation*}
$$

Theorem 2.4. Assume that (1) and (2) of Theorem 2.2 are satisfied and fix $\lambda_{0}>0$. Then, the function $u(x)$ for which $u(X)$ is the UMVUE of $h(\lambda)$ is given by

$$
\begin{equation*}
u(x)=\sum_{n=0}^{\infty} \beta_{n}\left(\lambda_{0}\right) q_{n ; \lambda_{0}}(x) \tag{2.9}
\end{equation*}
$$

where $\left\{q_{n ; \lambda_{0}}(x)\right\}_{n=0}^{\infty}$ is the complete orthonormal polynomial system corresponding to the weight function $f_{\lambda_{0}}$, with the convention that each $q_{n ; \lambda_{0}}$ is of degree $n$ and with strictly
positive leading coefficient. The series converges a.e. on $(0, \infty)$ and in $L^{2}(\lambda)$ for every $\lambda \geq \lambda_{0}$, and the resulting function $u(x)$, given by (2.9), is independent of the choice of $\lambda_{0}$. Furthermore, for any $\lambda>0$, the variance of the UMVUE is given by

$$
\begin{equation*}
\operatorname{Var}_{\lambda} u(X)=\sum_{n=1}^{\infty} \beta_{n}(\lambda)^{2} \tag{2.10}
\end{equation*}
$$

where the constants $\beta_{n}(\lambda)$ are completely determined from $h(\lambda)$; see (2.6) or (2.8).
Example 1. We compare the expression (2.10) with the classical information inequality, namely, the famous Cramér-Rao (CR) lower bound ( $\mathrm{LB}_{C R}$ ). Since, as is well-known, the regularity conditions are satisfied for $f_{\lambda}$, the bound states that for a random sample $X_{1}, \ldots, X_{n}$ (of size $n$ ) from $f_{\lambda}$, and for any unbiased estimator $T=T\left(X_{1}, \ldots, X_{n}\right)$ of $h(\lambda)$, the inequality $\operatorname{Var}_{\lambda} T \geq h^{\prime}(\lambda)^{2} /(n I(\lambda)):=\mathrm{LB}_{C R}$ is satisfied; here, $I(\lambda)$ is the Fisher information, defined as

$$
I(\lambda):=\mathbb{E}_{\lambda}\left[\left(\frac{\partial}{\partial \lambda} \log f_{\lambda}\left(X_{1}\right)\right)^{2}\right]=\frac{a}{\lambda^{2}}
$$

Thus, the CR-bound reads as $\operatorname{Var}_{\lambda} T \geq \lambda^{2} h^{\prime}(\lambda)^{2} /(n a)$. On the other hand, the series expansion (2.10) (applied with $n a$ in place of $a$; see Problems 1 and 2) yields

$$
\operatorname{Var}_{\lambda} u(X)=\sum_{m=1}^{\infty} \frac{\lambda^{2}}{m![n a]_{m}}\left(\frac{\mathrm{~d}^{m}}{\mathrm{~d} \lambda^{m}}\left[\lambda^{m-1} h(\lambda)\right]\right)^{2}
$$

Since $u(X)$ is the UMVUE and thus, $\operatorname{Var}_{\lambda} T \geq \operatorname{Var}_{\lambda} u(X)$ for any unbiased estimator $T$, it is clear that the CR-bound is implied by the preceding series, on just keeping its first term.

### 2.3 Proofs

We first state some auxiliary lemmas.
Lemma 2.2. For $x>0, a>0$ and $\lambda>0$,

$$
\begin{equation*}
\frac{\mathrm{d}^{n}}{\mathrm{~d} x^{n}}\left[x^{n} f_{\lambda}(x)\right]=\lambda \frac{\mathrm{d}^{n}}{\mathrm{~d} \lambda^{n}}\left[\lambda^{n-1} f_{\lambda}(x)\right], \quad n=0,1,2, \ldots \tag{2.11}
\end{equation*}
$$

Proof. By Leibnitz formula and (2.1) it is easily seen that both sides of (2.11) are equal to

$$
\Gamma(a+n) f_{\lambda}(x) \sum_{k=0}^{n}(-1)^{k}\binom{n}{k} \frac{(\lambda x)^{k}}{\Gamma(a+k)}
$$

Lemma 2.3. (Rodrigues' formula; see Afendras and Papadatos (2015)). For $x>0, a>0$ and $\lambda>0$,

$$
\begin{equation*}
\frac{\mathrm{d}^{n}}{\mathrm{~d} x^{n}}\left[x^{n} f_{\lambda}(x)\right]=(-1)^{n} \sqrt{[a]_{n} n!} f_{\lambda}(x) q_{n ; \lambda}(x), \quad n=0,1,2, \ldots \tag{2.12}
\end{equation*}
$$

where $\left\{q_{n ; \lambda}(x)\right\}_{n=0}^{\infty}$ is the complete orthonormal system with respect to $f_{\lambda}$, standardized so that $q_{n ; \lambda}$ has degree $n$ and positive leading coefficient. The polynomials $q_{n ; \lambda}$ satisfy the orthogonality condition

$$
\mathbb{E}_{\lambda}\left[q_{n ; \lambda}(X) q_{m ; \lambda}(X)\right]=\int_{0}^{\infty} f_{\lambda}(x) q_{n ; \lambda}(x) q_{m ; \lambda}(x) \mathrm{d} x= \begin{cases}1 & \text { if } n=m \\ 0 & \text { if } n \neq m\end{cases}
$$

One important observation is that, as (2.12) and (2.11) show, we may produce the orthonormal set $q_{n ; \lambda}$ by differentiate w.r. to the parameter $\lambda$, instead of $x$.; more precisely,

$$
\begin{equation*}
q_{n ; \lambda}(x)=\frac{(-1)^{n}}{\sqrt{n![a]_{n}} f_{\lambda}(x)} \frac{\mathrm{d}^{n}}{\mathrm{~d} x^{n}}\left[x^{n} f_{\lambda}(x)\right]=\frac{(-1)^{n}}{\sqrt{n![a]_{n}} f_{\lambda}(x)}\left(\lambda \frac{\mathrm{d}^{n}}{\mathrm{~d} \lambda^{n}}\left[\lambda^{n-1} f_{\lambda}(x)\right]\right) \tag{2.13}
\end{equation*}
$$

Thus, (2.13) obtains the following
Corollary 2.4. For $x>0, a>0, \lambda>0$ and $n \in\{0,1, \ldots\}$,

$$
\begin{equation*}
q_{n ; \lambda}(x) f_{\lambda}(x)=\frac{(-1)^{n}}{\sqrt{n![a]_{n}}}\left(\lambda \frac{d^{n}}{d \lambda^{n}}\left[\lambda^{n-1} f_{\lambda}(x)\right]\right) . \tag{2.14}
\end{equation*}
$$

We now proceed to verify the results of Theorems 2.2-2.4.
Assume first that the UMVUE of $h(\lambda)$ is $u(X)$, and suppose that it has finite variance for all $\lambda>0$. Multiplying the equation $\mathbb{E}_{\lambda} u(X)=h(\lambda)$ by $\lambda^{n-1}$ and then taking $n$ derivatives w.t. to $\lambda$, we subsequently obtain

$$
\begin{align*}
h(\lambda) & =\int_{0}^{\infty} f_{\lambda}(x) u(x) \mathrm{d} x \\
\lambda^{n-1} h(\lambda) & =\int_{0}^{\infty} \lambda^{n-1} f_{\lambda}(x) u(x) \mathrm{d} x \\
\frac{\mathrm{~d}^{n}}{\mathrm{~d} \lambda^{n}}\left[\lambda^{n-1} h(\lambda)\right] & =\int_{0}^{\infty}\left(\frac{\mathrm{d}^{n}}{\mathrm{~d} \lambda^{n}}\left[\lambda^{n-1} f_{\lambda}(x)\right]\right) u(x) \mathrm{d} x \\
\lambda \frac{\mathrm{~d}^{n}}{\mathrm{~d} \lambda^{n}}\left[\lambda^{n-1} h(\lambda)\right] & =\int_{0}^{\infty}\left(\lambda \frac{\mathrm{d}^{n}}{\mathrm{~d} \lambda^{n}}\left[\lambda^{n-1} f_{\lambda}(x)\right]\right) u(x) \mathrm{d} x \\
\frac{(-1)^{n}}{\sqrt{n![a]_{n}}\left(\lambda \frac{\mathrm{~d}^{n}}{\mathrm{~d} \lambda^{n}}\left[\lambda^{n-1} h(\lambda)\right]\right)} & =\int_{0}^{\infty} q_{n ; \lambda}(x) f_{\lambda}(x) u(x) \mathrm{d} x \tag{2.15}
\end{align*}
$$

note that the differentiation can be passed under the integral sign, due to the assumed (squared) integrability of $u$ with respect to $f_{\lambda}$ for all $\lambda>0$. We conclude from (2.15) that the constants $\beta_{n}(\lambda)$ of (2.6) are the Fourier coefficients of $u$ with respect to the orthonormal polynomial system $\left\{q_{n ; \lambda}\right\}_{n=0}^{\infty}$, corresponding to the weight function $f_{\lambda}$. It should be noticed that the orthonormal polynomial system corresponding to a probability measure (having finite moments of any order) is unique, apart from a possible multiplication of each polynomial by $\pm 1$. Moreover, since our system $\left\{q_{n ; \lambda}\right\}_{n=0}^{\infty}$ is complete in $L^{2}(\lambda)$, see Afendras et al (2011), Parseval's identity yields

$$
\mathbb{E}_{\lambda} u(X)^{2}=\int_{0}^{\infty} f_{\lambda}(x) u(x)^{2} \mathrm{~d} x=\sum_{n=0}^{\infty} \beta_{n}(\lambda)^{2}<\infty
$$

Thus, assuming that $u \in L_{0}^{2}$, and since $\beta_{0}(\lambda)=\mathbb{E}_{\lambda} u(X)=h(\lambda)$, we get

$$
\operatorname{Var}_{\lambda} u(X)=\sum_{n=1}^{\infty} \beta_{n}(\lambda)^{2}, \quad \text { for all } \lambda>0
$$

Conversely, assume that $h$ is holomorphic in $\mathcal{C}^{+}$and that the series in (2.6) is finite for all $\lambda>0$. Then we may define the function $u(x ; \lambda)$ as

$$
\begin{equation*}
u(x ; \lambda):=\sum_{n=0}^{\infty} \beta_{n}(\lambda) q_{n ; \lambda}(x), \quad x>0 \tag{2.16}
\end{equation*}
$$

where, by Riesz-Fisher, the series converges in $L^{2}(\lambda)$, that is,

$$
\int_{0}^{\infty}\left(u_{N}(x ; \lambda)-u(x ; \lambda)\right)^{2} f_{\lambda}(x) \mathrm{d} x \rightarrow 0, \quad N \rightarrow \infty
$$

with $u_{N}(x ; \lambda)=\sum_{n=0}^{N} \beta_{n}(\lambda) q_{n ; \lambda}(x)$. It remains to show that the limiting function $u(x ; \lambda)$ does not depend on $\lambda$, and that it is the unique UMVUE of $h(\lambda)$. To this end, choose a fixed $\lambda_{0}>0$ with $\lambda_{0}<\lambda$ and write

$$
\begin{equation*}
u_{N}(x)=\sum_{n=0}^{N} \beta_{n}\left(\lambda_{0}\right) q_{n ; \lambda_{0}}(x), x>0, N=0,1,2, \ldots \tag{2.17}
\end{equation*}
$$

From the convergence of the series (2.5) (with $\lambda=\lambda_{0}$ ) it is easily seen that $u_{N}(x)$ is Cauchy $L^{2}\left(\lambda_{0}\right)$, and hence, it converges (in the norm of $L^{2}\left(\lambda_{0}\right)$ ) to a function $u(x) \in$ $L^{2}\left(\lambda_{0}\right)$. Moreover, is easy to check that for any $\lambda \geq \lambda_{0}$, we can find a constant $C_{\lambda}=$ $C\left(\lambda, \lambda_{0}\right)$ such that $f_{\lambda}(x) \leq C_{\lambda} f_{\lambda_{0}}(x)$ for all $x>0$. This implies that $u_{N}$ is also Cauchy $L^{2}(\lambda)$ for any fixed $\lambda \geq \lambda_{0}$; indeed, if $\epsilon>0$ is arbitrary, we can find $N(\epsilon)$ such that $\int_{0}^{\infty}\left(u_{N_{1}}(x)-u_{N_{2}}(x)\right)^{2} f_{\lambda_{0}}(x) \mathrm{d} x<\epsilon / C_{\lambda}$ for all $N_{1}, N_{2}>N(\epsilon)$ and, then,

$$
\int_{0}^{\infty}\left(u_{N_{1}}(x)-u_{N_{2}}(x)\right)^{2} f_{\lambda}(x) \mathrm{d} x \leq C_{\lambda} \int_{0}^{\infty}\left(u_{N_{1}}(x)-u_{N_{2}}(x)\right)^{2} f_{\lambda_{0}}(x) \mathrm{d} x<\epsilon
$$

The preceding argument verifies that the limiting function $u$, defined as the $L^{2}\left(\lambda_{0}\right)$ limit of the sequence in (2.17), belongs to $L^{2}(\lambda)$ for all $\lambda \geq \lambda_{0}$, in symbols, $u(x) \in$ $\bigcap_{\lambda \geq \lambda_{0}} L^{2}(\lambda)$. From the orthogonality of the polynomials $q_{n ; \lambda_{0}}(n \geq 1)$ and $q_{0 ; \lambda_{0}} \equiv 1$ we immediately see that $\mathbb{E}_{\lambda_{0}} u_{N}(X)=\beta_{0}\left(\lambda_{0}\right)=h\left(\lambda_{0}\right)$, and clearly, this is also true for $u$, i.e., $\mathbb{E}_{\lambda_{0}} u(X)=h\left(\lambda_{0}\right)$. However, the situation is different when $\lambda \neq \lambda_{0}$, that is, the expectation of $u_{N}(X)$ w.r. to $f_{\lambda}$ varies with both $N$ and $\lambda$. More precisely, since $q_{0 ; \lambda}(x) \equiv 1$,

$$
\mathbb{E}_{\lambda} u_{N}(X)=h\left(\lambda_{0}\right)+\sum_{n=1}^{N} \beta_{n}\left(\lambda_{0}\right) \mathbb{E}_{\lambda} q_{n ; \lambda_{0}}(X), \quad N=1,2, \ldots \lambda>0
$$

On the other hand, we have shown that for $\lambda \geq \lambda_{0}, \mathbb{E}_{\lambda}\left(u_{N}(X)-u(X)\right)^{2} \rightarrow 0$, so that, by the Cauchy-Schwarz inequality,

$$
\left|\mathbb{E}_{\lambda} u_{N}(X)-\mathbb{E}_{\lambda} u(X)\right| \leq \mathbb{E}_{\lambda}\left|u_{N}(X)-u(X)\right| \leq\left(\mathbb{E}_{\lambda}\left|u_{N}(X)-u(X)\right|^{2}\right)^{1 / 2} \rightarrow 0
$$

It follows that $\mathbb{E}_{\lambda} u(X)=\lim _{N} \mathbb{E}_{\lambda} u_{N}(X)$. Hence, the expectation of $u(X)$ w.r. to $f_{\lambda}$ can be obtained as the limit of the expectations of $u_{N}(X)$ (w.r. to $f_{\lambda}$ ). Next, we see that the calculation of $\mathbb{E}_{\lambda} u_{N}(X)$ requires evaluation of the expectations $\mathbb{E}_{\lambda} q_{n ; \lambda_{0}}(X)$, that is, integrals of the polynomials $q_{n ; \lambda_{0}}(x)$ w.r. to a different weight function ( $f_{\lambda}$ instead of $f_{\lambda_{0}}$ ), under which these polynomials are no longer orthogonal.

In order to calculate $\mathbb{E}_{\lambda} q_{n ; \lambda_{0}}(X)$ we proceed as follows. We have

$$
\begin{aligned}
\mathbb{E}_{\lambda} q_{n ; \lambda_{0}}(X) & =\int_{0}^{\infty} \frac{f_{\lambda}(x)}{f_{\lambda_{0}}(x)} f_{\lambda_{0}}(x) q_{n ; \lambda_{0}}(x) \mathrm{d} x \\
& =\left(\frac{\lambda}{\lambda_{0}}\right)^{a} \int_{0}^{\infty} f_{\lambda_{0}}(x) \exp \left(-\left(\lambda-\lambda_{0}\right) x\right) q_{n ; \lambda_{0}}(x) \mathrm{d} x
\end{aligned}
$$

The last integral can be viewed as the $n$-th Fourier coefficient of the bounded $C^{\infty}(0, \infty)$ function $w(x):=\exp \left(-\left(\lambda-\lambda_{0}\right) x\right), x>0$, with respect to the corresponding orthonormal polynomial system $\left\{q_{n ; \lambda_{0}}\right\}_{n=0}^{\infty}$ in $L^{2}\left(\lambda_{0}\right)$. On the other hand, it is known that the same Fourier coefficients can be conveniently obtained by using the identity (see Afendras and Papadatos (2015), Afendras et al (2011))

$$
\mathbb{E}_{\lambda_{0}}\left[q_{n ; \lambda_{0}}(X) w(X)\right]=\frac{1}{\sqrt{n![a]_{n}}} \mathbb{E}_{\lambda_{0}}\left[X^{n} w^{(n)}(X)\right]
$$

provided $\mathbb{E}_{\lambda_{0}}\left[X^{n}\left(w^{(n)}(X)\right)^{2}\right]<\infty$. Since $w^{(n)}(x)=\left(\lambda_{0}-\lambda\right)^{n} \exp \left(-\left(\lambda-\lambda_{0}\right) x\right)$ is a bounded function of $x$, because $\lambda \geq \lambda_{0}$, we can apply the preceding formulae to deduce

$$
\mathbb{E}_{\lambda} q_{n ; \lambda_{0}}(X)=\left(\frac{\lambda}{\lambda_{0}}\right)^{a} \frac{\left(\lambda_{0}-\lambda\right)^{n}}{\sqrt{n![a]_{n}}} \mathbb{E}_{\lambda_{0}}\left[X^{n} \exp \left(-\left(\lambda-\lambda_{0}\right) X\right)\right]
$$

A straightforward computation now yields

$$
\mathbb{E}_{\lambda_{0}}\left[X^{n} \exp \left(-\left(\lambda-\lambda_{0}\right) X\right)\right]=\frac{\lambda_{0}^{a}}{\Gamma(a)} \int_{0}^{\infty} x^{n+a-1} \exp (-\lambda x) \mathrm{d} x=[a]_{n} \frac{\lambda_{0}^{a}}{\lambda^{n+a}}
$$

and thus,

$$
\mathbb{E}_{\lambda} q_{n ; \lambda_{0}}(X)=(-1)^{n} \sqrt{\frac{[a]_{n}}{n!}}\left(1-\frac{\lambda_{0}}{\lambda}\right)^{n}
$$

Recalling that $\beta_{n}\left(\lambda_{0}\right)$ is given by (2.6) with $\lambda=\lambda_{0}$, we have

$$
\begin{align*}
\mathbb{E}_{\lambda} u_{N}(X) & =\left.\sum_{n=0}^{N} \frac{(-1)^{n} \lambda_{0}}{\sqrt{n![a]_{n}}} \frac{\mathrm{~d}^{n}}{\mathrm{~d} \lambda^{n}}\left[\lambda^{n-1} h(\lambda)\right]\right|_{\lambda=\lambda_{0}}\left((-1)^{n} \sqrt{\frac{[a]_{n}}{n!}}\left(1-\frac{\lambda_{0}}{\lambda}\right)^{n}\right) \\
& =\sum_{n=0}^{N} \frac{1}{n!}\left(1-\frac{\lambda_{0}}{\lambda}\right)^{n}\left\{\left.\lambda_{0} \frac{\mathrm{~d}^{n}}{\mathrm{~d} \lambda^{n}}\left[\lambda^{n-1} h(\lambda)\right]\right|_{\lambda=\lambda_{0}}\right\} \tag{2.18}
\end{align*}
$$

Though the preceding formula appears to be quite complicated at a first glance (e.g., it seems that it is not an easy task to obtain its limiting value as $N \rightarrow \infty$ ), this is not the case. In fact, (2.18) represents a Taylor development around $y=0$ of the function $H_{\lambda_{0}}(y):=h\left(\frac{\lambda_{0}}{1-y}\right),|y|<1$. Recall that $h(\lambda)$ has been assumed to be holomorphic in $\operatorname{Re}(\lambda)>0$, so that $H_{\lambda_{0}}(y)$ is analytic in the open disc $|y|<1$. Writing $H_{\lambda_{0}}^{(n)}(y)$ for $\frac{\mathrm{d}^{n}}{\mathrm{~d} y^{n}} H_{\lambda_{0}}(y)$, we shall verify below the equality

$$
\begin{equation*}
H_{\lambda_{0}}^{(n)}(0)=\left\{\left.\lambda_{0} \frac{\mathrm{~d}^{n}}{\mathrm{~d} \lambda^{n}}\left[\lambda^{n-1} h(\lambda)\right]\right|_{\lambda=\lambda_{0}}\right\}, \quad n=0,1, \ldots \tag{2.19}
\end{equation*}
$$

Assuming for a while that (2.19) is valid, and substituting it to (2.18), we obtain the simple formula

$$
\mathbb{E}_{\lambda} u_{N}(X)=\sum_{n=0}^{N} \frac{H_{\lambda_{0}}^{(n)}(0)}{n!}\left(1-\frac{\lambda_{0}}{\lambda}\right)^{n}
$$

Since $\left|1-\lambda_{0} / \lambda\right|<1$ (for $\lambda>\lambda_{0} / 2$ ), we conclude from Taylor's theorem that $\mathbb{E}_{\lambda} u_{N}(X) \rightarrow$ $H_{\lambda_{0}}\left(1-\lambda_{0} / \lambda\right)=h(\lambda)$. Thus, $\mathbb{E}_{\lambda} u(X)=\lim _{N} \mathbb{E}_{\lambda} u_{N}(X)=h(\lambda)$, and this verifies that $u(X)$ is the (unique) UMVUE of $h(\lambda)$, for every $\lambda \geq \lambda_{0}$. [To see uniqueness, repeat
the previous construction with $\lambda_{1}$ in place of $\lambda_{0}$. Then, as we showed, the produced estimator $\widetilde{u}(X)$ will satisfy $\mathbb{E}_{\lambda} \widetilde{u}(X)=h(\lambda)=\mathbb{E}_{\lambda} u(X)$ for all $\lambda \geq \max \left\{\lambda_{0}, \lambda_{1}\right\}$, so it must be identical to $u(X)$.] Furthermore, (2.6) shows that $u$ has the same Fourier coefficients as the function $u(x ; \lambda)$ defined by (2.16); thus $u(x)=u(x ; \lambda)$ is independent of $\lambda$, and Parseval's identity yields (2.10). The orthogonal polynomials for the weight function $f_{\lambda}$ are called generalized Laguerre (Laguerre when $a=1$ ). The a.e. convergence of the Laguerre series expansion of a function $u \in L^{2}(\lambda)$ is a well-known (Carleson-Hunt type) result that can be found in Mackenhoupt (1970); see also Uspensky (1927) and Stempak (2000).

It remains to show (2.19). Using Leibnitz formula we first calculate

$$
\begin{equation*}
\lambda \frac{\mathrm{d}^{n}}{\mathrm{~d} \lambda^{n}}\left[\lambda^{n-1} h(\lambda)\right]=(n-1)!\sum_{k=1}^{n}\binom{n}{k} \frac{\lambda^{k} h^{(k)}(\lambda)}{(k-1)!}, n=1,2, \ldots \tag{2.20}
\end{equation*}
$$

while the lhs equals to $h(\lambda)$ for $n=0$. Next, we define $H_{\lambda}(y)=h(\lambda /(1-y)),|y|<1$, so that $H_{\lambda}^{(0)}(y)=H_{\lambda}(y)$ and $H_{\lambda}^{(0)}(0)=h(\lambda)$. For $n=1, H_{\lambda}^{\prime}(y)=\lambda h^{\prime}(\lambda /(1-y)) /(1-y)^{2}$, and $H_{\lambda}^{\prime}(0)=\lambda h^{\prime}(\lambda)$ equals to the sum in the rhs of (2.20) (with $n=1$ ). We shall prove, using induction on $n$, the formula (valid for $\lambda>0,|y|<1$ )

$$
\begin{equation*}
H_{\lambda}^{(n)}(y)=(n-1)!\sum_{k=1}^{n}\binom{n}{k} \frac{\lambda^{k} h^{(k)}(\lambda /(1-y))}{(k-1)!(1-y)^{n+k}}, \quad n=1,2, \ldots, \tag{2.21}
\end{equation*}
$$

which, setting $y=0$, yields the rhs of (2.20); then, the substitution $\lambda \rightarrow \lambda_{0}$ verifies (2.19). Noting that (2.21) is true for $n=1$, we assume that it is true for some $n$. Then,

$$
\begin{aligned}
H_{\lambda}^{(n+1)}(y)= & \frac{\mathrm{d}}{\mathrm{~d} y}\left\{(n-1)!\sum_{k=1}^{n}\binom{n}{k} \frac{\lambda^{k} h^{(k)}(\lambda /(1-y))}{(k-1)!(1-y)^{n+k}}\right\} \\
= & (n-1)!\sum_{k=1}^{n}\binom{n}{k} \frac{\lambda^{k}}{(k-1)!} \frac{\mathrm{d}}{\mathrm{~d} y}\left\{\frac{h^{(k)}(\lambda /(1-y))}{(1-y)^{n+k}}\right\} \\
= & (n-1)!\sum_{k=1}^{n}\binom{n}{k} \frac{\lambda^{k}}{(k-1)!} \frac{h^{(k+1)}(\lambda /(1-y))}{(1-y)^{n+k}} \frac{\lambda}{(1-y)^{2}} \\
& +(n-1)!\sum_{k=1}^{n}\binom{n}{k} \frac{\lambda^{k}}{(k-1)!} \frac{h^{(k)}(\lambda /(1-y))}{(1-y)^{n+k+1}}(n+k) \\
= & (n-1)!\sum_{k=2}^{n+1}(k-1)\binom{n}{k-1} \frac{\lambda^{k} h^{(k)}(\lambda /(1-y))}{(k-1)!(1-y)^{n+1+k}} \\
& +(n-1)!\sum_{k=1}^{n}(n+k)\binom{n}{k} \frac{\lambda^{k} h^{(k)}(\lambda /(1-y))}{(k-1)!(1-y)^{n+1+k}} \\
= & (n-1)!\sum_{k=1}^{n+1}\left\{(k-1)\binom{n}{k-1}+(n+k)\binom{n}{k}\right\} \frac{\lambda^{k} h^{(k)}(\lambda /(1-y))}{(k-1)!(1-y)^{n+1+k}},
\end{aligned}
$$

where the last equality follows from $\binom{n}{k}=0$ for $k=n+1$ and $(k-1)\binom{n}{k-1}=0$ for
$k=1$. It is now obvious that

$$
\begin{aligned}
(k-1)\binom{n}{k-1}+(n+k)\binom{n}{k} & =\frac{(k-1) n!}{(k-1)!(n-k+1)!}+\frac{(n+k) n!}{k!(n-k)!} \\
& =\{k(k-1)+(n+k)(n+1-k)\} \frac{n!}{k!(n+1-k)!} \\
& =n(n+1) \frac{n!}{k!(n+1-k)!} \\
& =n\binom{n+1}{k} .
\end{aligned}
$$

This shows that (2.21) holds with $n+1$ in place of $n$, and concludes the inductional argument.

## 3 A novel inversion formula of the Laplace transform

The results of Section 2 apply to the particular case where $a=1$, i.e., when $X$ follows the exponential distribution with parameter $\lambda>0, \operatorname{Exp}(\lambda)$, with probability density

$$
\begin{equation*}
f_{\lambda}(x)=\lambda \exp (-\lambda x), \quad x>0 \tag{3.1}
\end{equation*}
$$

In this case, Lemma 2.3 produces the corresponding orthonormal polynomial system, namely,

$$
q_{n ; \lambda}(x)=\sum_{k=0}^{n}(-1)^{n-k}\binom{n}{k} \frac{(\lambda x)^{k}}{k!}
$$

The preceding polynomials are functions of $\lambda x$ (this is also true for $a \neq 1$, since it is easily seen that $q_{n ; \lambda}(x)=q_{n ; 1}(\lambda x)$ ). Hence, it is convenient to define $p_{n}(x)=q_{n ; 1}(x)$, so that $q_{n ; \lambda}(x)=p_{n}(\lambda x)$. Then, the polynomial system $\left\{p_{n}(x)\right\}_{n=0}^{\infty}$ is the complete orthonormal system corresponding to $f_{1}$ (i.e., $\operatorname{Exp}(1)$ ), that is,

$$
\mathbb{E}\left[p_{n}(X) p_{m}(X)\right]=\int_{0}^{\infty} e^{-x} p_{n}(x) p_{m}(x) \mathrm{d} x=\left\{\begin{array}{lll}
1 & \text { if } & n=m \\
0 & \text { if } & n \neq m
\end{array}\right.
$$

where $\mathbb{E}$ stands for $\mathbb{E}_{1}$. Traditionally, the polynomials $L_{n}(x)=(-1)^{n} p_{n}(x)$ (with alternating leading coefficients) are called Laguerre polynomials, see (1.6), and they are also orthonormal w.r. to $f_{1}(x)=e^{-x}, x>0$.

Consider now Problem 2 with $a=1$. This reduces in finding the function

$$
u \in L_{0}^{2}:=\bigcap_{\lambda>0} L^{2}\left((0, \infty), e^{-\lambda x}\right)
$$

for which

$$
\mathbb{E}_{\lambda} u(X):=\int_{0}^{\infty} \lambda \exp (-\lambda x) u(x) \mathrm{d} x=h(\lambda), \quad \lambda>0
$$

provided that $h(\lambda)$ allows such a construction. Theorem 2.2 provides a necessary and sufficient condition on $h$, namely, $h(\lambda)$ is holomorphic for $\lambda \in \mathcal{C}^{+}=\{\lambda \in \mathcal{C}: \operatorname{Re}(\lambda)>0\}$ satisfying

$$
\begin{equation*}
\sum_{n=0}^{\infty}\left(\frac{(-1)^{n}}{n!}\left(\lambda \frac{\mathrm{d}^{n}}{\mathrm{~d} \lambda^{n}}\left[\lambda^{n-1} h(\lambda)\right]\right)\right)^{2}<\infty, \lambda>0 \tag{3.2}
\end{equation*}
$$

In view of Theorem 2.3, the preceding condition can be rewritten as

$$
\begin{equation*}
\sum_{n=0}^{\infty}\left(\frac{(-1)^{n} H_{\lambda}^{(n)}(0)}{n!}\right)^{2}<\infty, \quad \lambda>0 \tag{3.3}
\end{equation*}
$$

where $H_{\lambda}(y)=h(\lambda /(1-y)),|y|<1$.
It is obvious that the equation $\mathbb{E}_{\lambda} u(X)=h(\lambda)$ can be written in terms of the Laplace transform of $u$, (1.1), as

$$
\lambda \phi(\lambda)=\int_{0}^{\infty} \lambda \exp (-\lambda x) u(x) \mathrm{d} x=\mathbb{E}_{\lambda} u(X)=h(\lambda)
$$

Hence, given the (holomorphic in $\mathcal{C}^{+}$) Laplace transform $\phi$, one can check the validity of either (3.2) or (3.3) for $h(\lambda):=\lambda \phi(\lambda)$, in order to ensure that the inverse function $u(x)$ of $\phi(\lambda)$ exists in $L_{0}^{2}$; if this is the case, then Theorem (2.4) applies and $u$ is obtained as a Laguerre polynomial series with constants derived from the derivatives of $\phi$.

Translating Theorems 2.2-2.4 to the Laplace-transform case, we obtain the following Theorem 3.1. (A) Assume that $\phi(\lambda)$ is an holomorphic function of $\lambda \in \mathcal{C}^{+}$, such that

$$
\begin{equation*}
\sum_{n=0}^{\infty}\left(\frac{1}{n!}\left(\lambda \frac{\mathrm{d}^{n}}{\mathrm{~d} \lambda^{n}}\left[\lambda^{n} \phi(\lambda)\right]\right)\right)^{2}<\infty, \quad \lambda>0 \tag{3.4}
\end{equation*}
$$

or, equivalently,

$$
\begin{equation*}
\sum_{n=0}^{\infty}\left(\frac{\Phi_{\lambda}^{(n)}(0)}{n!}\right)^{2}<\infty, \quad \lambda>0 \tag{3.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\Phi_{\lambda}(y)=\frac{\lambda}{1-y} \phi\left(\frac{\lambda}{1-y}\right),|y|<1 \tag{3.6}
\end{equation*}
$$

Then, $\phi$ is the Laplace transform of a function $u \in L_{0}^{2}$. Moreover, for every fixed $\lambda_{0}>0$, the inverse Laplace transform, $u$, is given by

$$
\begin{equation*}
u(x)=\sum_{n=0}^{\infty} \frac{\Phi_{\lambda_{0}}^{(n)}(0)}{n!} L_{n}\left(\lambda_{0} x\right) \tag{3.7}
\end{equation*}
$$

where the Laguerre polynomials $L_{n}$ are given by (1.6). The series converges a.e. and in $L^{2}\left(\mathbb{R}_{+}, e^{-\lambda x}\right)$ for every $\lambda \geq \lambda_{0}$, and the sum of the series does not dependent on the particular choice of $\lambda_{0}$.
(B) If $\phi$ is the Laplace transform of a function $u \in L_{0}^{2}$ then $\phi$ is holomorphic in $\mathcal{C}^{+}$and satisfies (3.4) (equivalently, (3.5)).

Since the choice of $\lambda_{0}$ does not affect the validity of (3.7), we may set $\lambda_{0}=1$. Then, the function $\Phi_{\lambda}$ in (3.6) reduces to $\Phi_{1}(y)=(1-y)^{-1} \phi\left((1-y)^{-1}\right)=\Phi(y)$, say, and from (3.7) we obtain the (Taylor-like) Laplace inversion formula

$$
\begin{equation*}
u(x)=\sum_{n=0}^{\infty} \frac{\Phi^{(n)}(0)}{n!} L_{n}(x), \quad \text { where } \Phi(y)=\frac{1}{1-y} \phi\left(\frac{1}{1-y}\right) \tag{3.8}
\end{equation*}
$$

which is valid almost everywhere in $(0, \infty)$.

At this point we note that all inversion formulae of $\phi(\lambda)$ provide approximating functions for $u(x)$ in some sense. For instance, (3.8) says that

$$
\begin{equation*}
u_{N}(x):=\sum_{n=0}^{N} \frac{\Phi^{(n)}(0)}{n!} L_{n}(x) \rightarrow u(x), \text { a.e. } \tag{3.9}
\end{equation*}
$$

while (1.4) can be written in our case as

$$
w_{N}(x):=\frac{1}{2 \pi i} \int_{1-i N}^{1+i N} \exp (s x) \phi(s) \mathrm{d} s \rightarrow u(x), \text { a.e. }
$$

and (1.5) reads as

$$
v_{N}(x):=\frac{(-1)^{N}}{N!}\left(\frac{N}{x}\right)^{N+1} \phi^{(N)}\left(\frac{N}{x}\right) \rightarrow u(x) \text { at continuity points } x \text { of } u(x)
$$

Hence, it would be desirable to compare the degree of approximation of the preceding formulae; however, this is beyond the scope of the present work. We merely point out a possible advantage of the new inversion formula: The approximating functions $u_{N}$ in (3.9) are polynomials, and the formula becomes exact for any polynomial $u$ when $N \geq \operatorname{deg}(u)$.
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# Systolic inequality and width of metric spaces 

Panos Papasoglu<br>In memory of Dimitris Gatzouras


#### Abstract

The systole $\operatorname{sys}\left(M^{n}\right)$ of a Riemannian manifold $M^{n}$ is the length of the shortest non-contractible closed curve on $M^{n}$. Lowener showed in 1949 that for the torus $T$ (with any metric) one has $(\operatorname{sys} T)^{2} \leq \frac{2}{\sqrt{3}}$ area $T$. Gromov generalized this result to all aspherical manifolds in 1983. We give here another approach to Gromov's systolic inequality based on a conjecture of Guth about the Uryson width of metric spaces.


## 1 Some History

The problem of the existence of closed geodesics in closed Riemannian manifolds $M^{n}$ was raised by Poincaré in 1905. It is relatively easy to see (modulo technicalities) that closed geodesics exist for non-simply connected manifolds, so the first non-trivial instance of the problem is the case of the 2 -sphere. This was resolved by Birkhoff in 1917 [1]. Lusternic-Fet [16] generalized this to all closed manifolds in 1951.

One may ask the finer question of a bound of the length of such a closed geodesic in terms of the volume of the manifold. This is interesting even for non-simply connected Riemannian manifolds. In this case the shortest non-contractible geodesic is called the systole of the manifold.

The first result in this vain is due to Lowener who showed that for the 2-dimensional torus $T$ (with any metric) one has

$$
(\operatorname{sys} T)^{2} \leq \frac{2}{\sqrt{3}} \text { area } T
$$

The constant in Lowener's theorem is optimal. It is natural to ask whether one can extend Lowener's result to other surfaces or higher dimensional manifolds. Accola (1960) and Blatter (1962) gave some weak bounds for surfaces using Complex Analysis, and their bounds were improved further by Hebda and Burago in 1980. Berger, motivated by conversations with Thom, popularized the question for general manifolds in the 60's and eventually Gromov in 1983 [8] proved two quite general results. He showed for surfaces of genus $g, S_{g}$, that

$$
\begin{gathered}
\frac{\operatorname{sys}\left(S_{g}\right)^{2}}{\text { area } S_{g}} \text { tends to } 0 \text { as } g \rightarrow \infty \text { and that } \\
\operatorname{sys} M^{n} \leq c_{n} \sqrt[n]{\operatorname{vol}\left(M^{n}\right)}
\end{gathered}
$$

where $c_{n}$ is a constant that depends only on the dimension of the manifold and $M^{n}$ is assumed to be aspherical. We recall that $M^{n}$ is called aspherical if any continuous map $f: S^{k} \rightarrow M^{n}$ extends continuously to the ball $B^{k+1}$ (where $S^{k}$ is the $k$-sphere, and $k \geq 2$ ).

Note that the $n$-th root is to be expected in any bound of this form as when one rescales the metric by $\lambda$ the volume is multiplied by $\lambda^{n}$. The value of the constant $c_{n}$ is significant and Gromov gave the bound

$$
c_{n} \leq 6(n+1) n^{n} \sqrt{(n+1)!}
$$

Guth in 2010 improved this bound in the case of the $n$-dimensional torus $T^{n}$ to $8 n$.
We remark that there is no lower bound for the systole as one can always 'pinch' the metric making the systole arbitrarily small.

One can not expect a similar result for manifolds that are not aspherical. For example consider $S^{2} \times S^{1}$ equipped with a Riemannian metric such that $S^{2}$ is very small and $S^{1}$ is very large, then one can arrange that the volume is 1 while the systole is arbitrarily large.

Gromov's proof of the systolic inequality was quite indirect. He used the isometric embedding $M^{n} \rightarrow L^{\infty}\left(M^{n}\right)$ given by $x \rightarrow \operatorname{dist}(x, \cdot)$ to define the filling radius of $M^{n}$. Here we see $M^{n}$ as an $n$-cycle in $L^{\infty}\left(M^{n}\right)$ and the filling radius is the smallest $R$ such that $M^{n}$ bounds an $n+1$-chain in its $R$-neighborhood. The result follows now from two inequalities:

$$
\operatorname{sys}\left(M^{n}\right) \leq 6 \operatorname{FillRad}\left(M^{n}\right)
$$

$$
\operatorname{FillRad}\left(M^{n}\right) \leq c_{n} \sqrt[n]{\operatorname{vol}\left(M^{n}\right)}
$$

The second inequality required a quite technical extension of classical isoperimetric inequalities to the infinite dimensional space $L^{\infty}\left(M^{n}\right)$.

We will outline here a more direct proof of Gromov's systolic inequality relying on [18]. This new method led to an improvement of the constant $c_{n}$ by Nabutovsky to $c_{n}=n[17]$.

## 2 Uryson width and Guth's conjecture

The Uryson width is a notion of topological dimension theory that was introduced to Riemannian Geometry by Gromov [8], [9], [10].

Intuitively small $k$-Uryson width means that an $n$-dimensional space 'is close' to a $k$-dimensional space (where we assume $k<n$ ). For example if we consider a torus $T^{2}=S^{1} \times S^{1}$ where one of the $S^{1}$ 's has very small length $\epsilon$ and the other has, say, length 1 then $T^{2}$ is 'close' to the circle of length 1 -a lower dimensional manifold.

We recall now the precise definition: if $X$ is a metric space we say that $X$ has $q$-Uryson width $\leq W$ if there exists a $q$-dimensional simplicial complex $Y$ and a continuous map $\pi: X \rightarrow Y$ such that every fiber $\pi^{-1}(y)$ has diameter $\leq W$. We write then that $U W_{q}(X) \leq W$.

Guth ([4],[5]) proved the following theorem answering a conjecture of Gromov:
Theorem 2.1. There exists $\epsilon_{n}>0$ so that the following holds. If $\left(M^{n}, g\right)$ is a closed Riemannian manifold and there exists a radius $R$ such that every ball of radius $R$ in $\left(M^{n}, g\right)$ has volume at most $\epsilon_{n} R^{n}$ then $U W_{n-1}\left(M^{n}, g\right) \leq R$.

Karasev gave recently [17] an elementary proof of the following:
Theorem 2.2. If $\left(M^{n} ; g\right)$ is a closed aspherical Riemannian manifold, then

$$
\operatorname{sys}\left(M^{n}\right) \leq 4 U W_{n-1}\left(M^{n}, g\right)
$$

Gromov had shown earlier a similar inequality but his proof used the filling radius and the inequality was weaker.

Guth's result implies Gromov's systolic inequality:
We choose $R$ so that $\epsilon_{n} R^{n}=\operatorname{vol}\left(M^{n}\right)$. Then

$$
\operatorname{sys}\left(M^{n}\right) \leq 4 U W_{n-1}\left(M^{n}, g\right) \leq 4 R=\frac{4}{\sqrt[n]{\epsilon}} \sqrt[n]{\operatorname{vol}\left(M^{n}\right)}
$$

However Guth's proof is also quite technical relying on an embedding of $M^{n}$ in a high dimensional cube complex, so it does not lead to an improvement of the constant in the systolic inequality.

Guth formulated a conjecture which would generalize his theorem to metric spaces. We explain this now.

In order to obtain a bound for the Uryson width of a general metric space, similar to the above result, one needs a notion of volume. One could use the $n$-dimensional Hausdorff measure $H M_{n}$ (which coincides with Riemannian volume in the case of manifolds $M^{n}$ ) however this would not work well for general metric spaces. Moreover the results obtained would be far from optimal. Indeed consider an $n$-dimensional $\epsilon$-thickening of an interval (with small $\epsilon$ ). This metric space has a very small 1-Uryson width but its $n-1$-Hausdorff measure is infinite. It turns out that the Hausdorff content is more appropriate:

Definition 2.1. The $n$-dimensional Hausdorff content $H C_{n}(U)$ of a subset of a metric space $X$ is the infimum of $\sum_{i=1}^{\infty} r_{i}^{n}$ over all coverings of $U$ by countably many balls $B\left(x_{i}, r_{i}\right)$.

The Hausdorff content is not a measure, however it provides us with a notion of volume that is well adopted to Hausdorff width. Moreover clearly $H C_{n}(U) \leq H M_{n}(U)$ so a bound on $H C_{n}$ leads to stronger results.

Conjecture (Guth). There exists $\epsilon_{n}>0$ so that the following holds. If $X$ is a metric space and there exists a radius $R$ such that every ball $B$ of radius $R$ in $X$ satisfies $H C_{n}(B) \leq \epsilon_{n} R^{n}$ then $U W_{n-1}(X) \leq R$.

Guth's conjecture was proved by Liokumovich-Lishak-Nabutovsky-Rotman [15] using a method similar to the one used by Guth.

Our aim here is to outline a direct proof relying only on the co-area inequality.
We note also that Nabutovsky [17] used this method to show that one can take $c_{n}=n$ in Gromov's systolic inequality.

## 3 Proof of Guth's conjecture

We give now a sketch of the proof of Guth's conjecture before going into the details.
Let $X$ be a compact metric space. We argue by induction. The theorem is easy to see for $n=1$ (see Lemma 3.2 below).

The main idea in order to reduce to the lower dimension case, is to consider a subset $Y \subseteq X$ of minimal $n$ - 1-Hausdorff content separating the space in 'small' pieces. One can show that such a subset has locally small $n-1$-Hausdorff content by applying the co-area inequality.

By induction there is a map $f: Y \rightarrow \Sigma$ where $\Sigma$ is an $n-1$-simplicial complex such that the preimages $f^{-1}(x)$ have small diameter. By adding 'cones' appropriately to $\Sigma$ and using the fact that simplicial complexes are ANR's we may extend this map to $\bar{f}: X \rightarrow \Sigma^{\prime}$ and obtain a map that satisfies the conditions of the conjecture.

One interesting feature of this proof is that even in the manifold case in order to carry out the induction one needs to prove the result for general metric spaces (in this case one could restrict to Riemannian polyhedra). So considering the more general context of metric spaces as suggested by Guth turns out to simplify the proof in the manifold case.

There are some technicalities to deal with: the Hausdorff content is not a measure so we work with a slight variation of this, and there is no guarantee that there is a $Y \subseteq X$ as above with minimal $n-1$-content. However, as we work with inequalities, it suffices to consider such $Y$ which is 'nearly' minimal.

We give a definition that will allow us to sidestep the problem that Hausdorff content is not a measure so it is not additive:

Definition 3.1. The $\zeta$-restricted $n$-dimensional Hausdorff content $H C_{n}^{\zeta}(U)$ of a subset of a metric space $X$ is the infimum of $\sum_{i=1}^{\infty} r_{i}^{n}$ over all coverings of $U$ by countably many balls $B\left(x_{i}, r_{i}\right)$ where $r_{i} \leq \zeta$ for all $i$.

Clearly we have $H C_{n}^{\zeta}(U) \geq H C_{n}(U)$. We remark that if $U$ is contained in a ball of radius $\zeta$ then $H C_{n}^{\zeta}(U)=H C_{n}(U)$.

Notation. We denote by $B(x, r)$ the open metric ball of radius $r$ and center $x$ and by $\bar{B}(x, r)$ the closed ball. When we don't care about the center we denote it by $B(r)(\bar{B}(r)$ respectively). We denote by $S(x, r)$ the sphere of radius $r$ and center $x$, and we denote this by $S_{r}$ when the center is obvious. Finally we denote by $B\left(r_{2}\right) \backslash B\left(r_{1}\right)$ the annulus between two concentric metric balls.

The co-area formula [2, Theorem 13.4.2] is our main tool. It turns out that the co-area inequality applies to Hausdorff content ([15]). We state this here for $\zeta$-restricted Hausdorff content.

Lemma 3.1. Let $U \subset B\left(r_{2}\right) \backslash B\left(r_{1}\right)$ be a closed set of a proper metric space. Then

$$
\int_{r_{1}}^{r_{2}} H C_{n-1}^{\zeta}\left(S_{r} \cap U\right) d r \leq 2 H C_{n}^{\zeta}(U)
$$

The same inequality applies to the Hausdorff content.

Proof. We outline a proof of this. If $B(R)$ is a ball and $S_{r}$ is a sphere then $S_{r} \cap B(R)$ is contained in a ball of radius $\leq R$ for any $r$, so $H C_{n-1}\left(S_{r} \cap B(R)\right) \leq R^{n-1}$ for any $r$. So if $B(R)$ is a ball contained in an annulus $B\left(r_{2}\right) \backslash B\left(r_{1}\right)$ and $\zeta \geq R$ we have

$$
\int_{r_{1}}^{r_{2}} H C_{n-1}^{\zeta}\left(S_{r} \cap B(R)\right) d r \leq 2 R \cdot R^{n-1} \quad(*)
$$

Note now that if $U$ is any closed set for any $\epsilon>0$ there is a covering of $U$ by finitely many balls $B_{i}\left(r_{i}\right), i=1, \ldots, k$ so that $r_{i} \leq \zeta$ and $\sum_{i=1}^{k} r_{i}^{n}-H C_{n}^{\zeta}(U)<\epsilon$ and the result follows by $(*)$. Clearly this proof applies to $H C_{n}(U)$ as well.

We treat now the case $n=1$.
Lemma 3.2. Let $X$ be a proper metric space and let $R>0$. If for any $x \in X$ the 1dimensional Hausdorff content of the ball $B(x, R)$ is bounded by $\frac{1}{100} R$ then $U W_{0}(X) \leq$ $R$.
Proof. We set $\delta=\frac{1}{100} R$. We fix $x_{0} \in X$ and we consider the closed annuli $A_{k}=\{x \in$ $\left.X: 10(k-1) R \leq d\left(x_{0}, x\right) \leq 10 k R\right\}, k \geq 1, k \in \mathbb{N}$. Each $A_{k}$ is compact so it has a finite covering by balls $B_{j}\left(r_{j}\right)$ such that $r_{j} \leq 2 \delta$ for all $j$. Let

$$
a_{k}=H C_{1}^{2 \delta}\left(A_{k}\right)
$$

We pick for each $A_{k}$ a covering by open balls $B_{j}\left(r_{j}\right)$ such that

$$
\sum r_{j}-a_{k}<\delta \quad(*)
$$

By doing this for all $k$ we obtain a covering $\mathcal{U}$ of $X$ by open balls.
Suppose that we have a finite sequence of balls in $\mathcal{U}, B_{1}\left(r_{1}\right), \ldots, B_{n}\left(r_{n}\right)$ such that $B_{i}\left(r_{i}\right)$ intersects $B_{i+1}\left(r_{i+1}\right)$ for all $i$. We claim that if this happens then

$$
\sum_{i=1}^{n} r_{i} \leq 10 \delta
$$

We may assume by taking a smaller $n$ if necessary and arguing by contradiction that

$$
12 \delta \geq \sum_{i=1}^{n} r_{i}>10 \delta
$$

So all these balls are contained in a ball $B(x, R)$ which is contained either in a single annulus $A_{k}$ or in a union of two annuli $A_{k} \cup A_{k+1}$. However by our hypothesis the content of $B(x, R)$ is bounded by $\delta$, so we could replace these balls in $\mathcal{U}$ by finitely many balls $B_{s}\left(r_{s}\right), s \in S$ such that their union contains $B(x, R)$ and

$$
\sum_{s \in S} r_{s}<2 \delta
$$

It follows that the sequence $B_{1}\left(r_{1}\right), \ldots, B_{n}\left(r_{n}\right)$ violates $(*)$ for at least one of $A_{k}, A_{k+1}$. Let $B \in \mathcal{U}$. We note now that if $B_{1}\left(r_{1}\right), \ldots, B_{n}\left(r_{n}\right)$ is a finite sequence of balls from $\mathcal{U}$ containing $B$ such that $B_{i}\left(r_{i}\right)$ intersects $B_{i+1}\left(r_{i+1}\right)$ their union has diameter $<R / 2$.

We introduce an equivalence relation on $\mathcal{U}$. We say that two balls $B, B^{\prime}$ in $\mathcal{U}$ are equivalent if there is a finite sequence of balls $B_{1}=B, B_{2}, \ldots, B_{n}=B^{\prime}$ such that any two successive balls in the sequence intersect.

We replace then each equivalence class of balls from $\mathcal{U}$ by their union.
In this way we obtain a cover of $X$ by sets say $D_{i}, i \in \mathbb{N}$ such that each $D_{i}$ is open (as a finite union of open balls), and closed (since its complement is open). It follows that the map $f: X \rightarrow \mathbb{N}$ where $f\left(D_{k}\right)=k$ is continuous and

$$
\operatorname{diam} f^{-1}(k)=\operatorname{diam} D_{k}<R
$$

so $U W_{0}(X) \leq R$.

If $U$ is an open subset of a Riemannian manifold then $\operatorname{vol}_{n}(U)$ is equal to the $n$ Hausdorff measure of $U$ which is in turn greater or equal to the $n$-dimensional Hausdorff content.

Theorem 3.3. There is an $\epsilon_{n}>0$ such that the following holds. If $X$ is a compact metric space such that for any $x \in X$ the n-dimensional Hausdorff content of the ball $B(x, R)$ is bounded by $\epsilon_{n} R^{n}$ then $U W_{n-1}(X) \leq R$.

Proof. We will prove by induction on $n$ that there is a continuous map $\pi: X \rightarrow \Sigma$ where $\Sigma$ is a finite simplicial complex of dimension $\leq n-1$ such that diam $\pi^{-1}(y) \leq R$ for any $y \in \Sigma$. The theorem holds for $n=1$ by Lemma 3.2.

Definition 3.2. Let $Z \subseteq X$ closed. We say that $Z$ is a $D$-separating subset if

$$
X \backslash Z=\bigsqcup_{i \in I} U_{i}
$$

where the $U_{i}$ are open disjoint sets of diameter $\leq D$ and $I$ is finite. We say that the open sets $U_{i}$ are the pieces of the decomposition of $X$ by $Z$.

We set $\zeta=R / 1000$. Let $b(D)$ be the infimum of $H C_{n-1}^{\zeta}(Z)$ over all $D$-separating sets $Z$. It is not clear whether there exists a $D$-separating set realizing $b(D)$ however it will be sufficient for us to consider sets with content close enough to $b(D)$ : We say that $Z$ is a $\delta$-minimal $D$-separating set if $Z$ is $D$-separating and

$$
H C_{n-1}^{\zeta}(Z)-b(D) \leq \delta
$$

In what follows our statements will be true for $\delta$ sufficiently small.
The theorem follows from the next lemma:
Lemma 3.4. There is an $\epsilon_{n}>0$ such that the following holds. If $X$ is a compact metric space such that for any $x \in X$ the $n$-dimensional Hausdorff content of the ball $B(x, R)$ is bounded by $\epsilon_{n} R^{n}$ then there is a finite simplicial complex $\Sigma$ of dimension $\leq n-1$ and a continuous map $f: X \rightarrow \Sigma$ such that: $\operatorname{diam} f^{-1}(e) \leq R$ for any simplex $e \in \Sigma$.

Proof. We prove this by induction on $n$. For $n=1$ the statement follows by Lemma 3.2. In particular we may take $\epsilon_{1}=1 / 100$.

We will show that the lemma holds for $\epsilon_{n}$ where we define $\epsilon_{n}$ inductively by $\epsilon_{n}=$ $\epsilon_{n-1} / 1000^{n+1}$.

We assume now that the lemma holds for $n-1$ for some $n \geq 2$.
Lemma 3.5. Let $\epsilon_{n-1}$ be the constant provided by Lemma 3.4 and let $\epsilon_{n}=\epsilon_{n-1} / 1000^{n+1}$. Let $X$ be a compact metric space such that for any $x \in X$ the $n$-dimensional Hausdorff content of the ball $B(x, R)$ is bounded by $\epsilon_{n} R^{n}$. Let $Z$ be a $\delta$-minimal $R / 4$-separating subset of $X$. Then for any ball of radius $R / 1000, B(x, R / 1000)$,

$$
H C_{n-1}^{\zeta}(Z \cap B(x, R / 1000)) \leq \epsilon_{n-1}\left(\frac{R}{1000}\right)^{n-1}
$$

Proof. We argue by contradiction assuming that $Z$ does not satisfy this inequality for some $x$. We take

We note that $(R / 1000)^{n} \geq \epsilon_{n} R^{n}$. It follows that $H C_{n}(B(x, R))=H C_{n}^{\zeta}(B(x, R))$. By the co-area inequality (Lemma 3.1) and our hypothesis that $H C_{n}^{\zeta}(B(x, R)) \leq \epsilon_{n} R^{n}$ we have that for some $r \in[R / 100, R / 50]$

$$
H C_{n-1}^{\zeta} S(x, r) \leq 200 \epsilon_{n} R^{n-1} \leq \frac{\epsilon_{n-1} R^{n-1}}{5 \cdot 1000^{n}}
$$

If $Z_{1}=S(x, r)$ and $Z_{2}=B(x, r) \cap Z$ we set $Z^{\prime}=\left(Z \backslash Z_{2}\right) \cup Z_{1}$. We claim that $Z^{\prime}$ is $R / 4$-separating. Indeed let

$$
X \backslash Z=\bigsqcup_{i \in I} U_{i}
$$

where $I$ is finite and the $U_{i}$ are open disjoint sets of diameter $\leq R / 4$. Let $U=B(x, r)$. Then

$$
X \backslash Z^{\prime}=\bigsqcup_{i \in I}\left(U_{i} \backslash \bar{B}(x, r)\right) \sqcup U
$$

If $B_{i}\left(r_{i}\right), i \in I$ is a cover of $Z$ by balls of radius $\leq \zeta$ so that

$$
\sum_{i \in I} r_{i}^{n-1}-H C_{n-1}^{\zeta}(Z)<\delta
$$

we get a cover of $Z^{\prime}$ by omitting all balls from this cover intersecting $B(x, R / 1000)$ and adding appropriately balls that cover $S(x, r)$ and approximate $H C_{n-1}^{\zeta} S(x, r)$ up to $\delta$.

We have then

$$
H C_{n-1}^{\zeta}\left(Z^{\prime}\right) \leq H C_{n-1}^{\zeta}(Z)-\epsilon_{n-1}\left(\frac{R}{1000}\right)^{n-1}+\frac{\epsilon_{n-1} R^{n-1}}{5 \cdot 1000^{n}}+\delta
$$

contradicting the $\delta$-minimality property of $Z$ if we take

$$
\delta<\frac{\epsilon_{n-1} R^{n-1}}{1000^{n}}
$$

We prove now Lemma 3.4. Let $Z$ be a $\delta$-minimal $R / 4$-separating subset of $X$. By Lemma 3.5 and our inductive hypothesis there is a continuous map $\pi_{1}: Z \rightarrow \Sigma_{1}$ where $\Sigma_{1}$ is a finite simplicial complex of dimension $\leq n-2$ such that diam $\pi_{1}^{-1}(e) \leq R / 1000$ for any simplex $e \in \Sigma_{1}$.

Let $U$ be a piece of the decomposition of $X$ by $Z$. Clearly $\partial U \subset Z$ so $\pi_{1}(\partial U)$ is contained in a finite subcomplex of $\Sigma_{1}$. We denote by $\Sigma_{U}$ the minimal such subcomplex of $\Sigma_{1}$.

We define a new simplicial complex $\Sigma$ as follows: For each closure of a connected component $U$ we consider the cone $C_{U}$ over $\Sigma_{U}$ (which is a simplicial complex of dimension $\leq n-1$ ). We glue $C_{U}$ to $\Sigma_{1}$ along their common subcomplex $\Sigma_{U}$.

We will need some facts from topology that we recall now (see eg [12]). Any finite simplicial complex is an Absolute Neighborhood Retract (ANR). A contractible ANR is an Absolute Retract (AR). In particular the cone of a finite simplicial complex is an AR. A space $A$ is an AR if and only if it is an absolute extensor i.e. if it has the following property: if $B$ is any metric space, $K \subseteq B$ is closed and $f: K \rightarrow A$ is continuous then $f$ can be extended continuously to the whole of $B$.

By the above facts it follows that for each $U$ the map $\pi_{1}: \partial U \rightarrow \Sigma_{U} \subset C_{U}$ can be extended to a continuous map $\pi: U \rightarrow C_{U} \subset \Sigma$. Since $X$ is the union of $Z$ with the pieces of the decomposition of $X$ by $Z$ and since the map $\pi$ is continuous on the closure of each piece we have that the map $\pi: X \rightarrow \Sigma$ is continuous.

Let $e$ be a maximal simplex of $\Sigma$. Then $e$ is either a simplex of $\Sigma_{1}$ or a cone of a simplex $e^{\prime}$ of $\Sigma_{1}$. If $\pi(U)$ intersects $e$ then in the first case $\partial U$ intersects $\pi_{1}^{-1}(e)$ while in the second case $\partial U$ intersects $\pi_{1}^{-1}\left(e^{\prime}\right)$. Since

$$
\operatorname{diam} \pi_{1}^{-1}\left(e^{\prime}\right) \leq R / 1000 \text { and } \operatorname{diam}(U) \leq R / 4
$$

we have that

$$
\operatorname{diam} \pi^{-1}(e) \leq R
$$

Clearly the theorem follows from the lemma as any point of $\Sigma$ is contained in some simplex $e$ of $\Sigma$.

As we remarked in the previous section this Theorem gives a new proof of the systolic inequality for aspherical manifolds. It turns out that the result is also valid for proper metric spaces.

## 4 Final remarks and open problems

Gromov's work on systolic inequalities gave rise to a branch of geometry called often systolic geometry or curvature free geometry. This is because one tries to find relations between the geometry and topology of the manifold that apply to all manifolds without any curvature restrictions. For a beautiful introduction to the subject we refer to Guth's

ICM talk [7]. There is a number of interesting open problems and we state some here to give a flavor of the subject:

Is there a bound for the length of the shortest periodic geodesic in terms of volume for general manifolds? Croke, answering a conjecture of Gromov, showed that this is the case for the 2 -sphere $S^{2}$ but this is not known for the 3 -sphere $S^{3}$.

The geometry a surfaces of high genus is not very well understood. A major unresolved question is Buser's conjecture, stating that there is a constant $c$ such that any surface $S_{g}$ admits a pants decomposition where all curves of the decomposition have length bounded by $c \sqrt{\text { area } S_{g}}$. The necessity of length at least $\sim \sqrt{\text { area } S_{g}}$ can be seen by considering a standard sphere with many small handles attached. In fact one may think of such surfaces as a 2-dimensional analog of expander graphs. However unlike the case of expanders we don't have good ways to construct random surfaces.

Is it true that among all orientable surfaces of area 1 the torus has the largest systole? This is known for surfaces of genus $g=2$ and $g \geq 20$.
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[^0]:    *The talk is based on joint works with A. Giannopoulos and M. Pafis, supported by the Hellenic Foundation for Research and Innovation (H.F.R.I.) under the "First Call for H.F.R.I. Research Projects to support Faculty members and Researchers and the procurement of high-cost research equipment grant" (Project Number: 1849) and the "Third Call for H.F.R.I. PhD Fellowships" (Fellowship Number: 5779).

[^1]:    
     kaı L. Streck.

[^2]:    *The author was supported by the Hellenic Foundation for Research and Innovation, Project No: 1684.

[^3]:    ${ }^{1}$ A collection of integer polynomials is rationally independent, if every non-trivial linear combination of the polynomials is non-constant.

[^4]:    ${ }^{2}$ This class includes all linear combinations of the functions $t^{a}(\log t)^{b}(\log \log t)^{c}, a, b, c \in \mathbb{R}$, and more generally, all functions defined on some half-line $[c, \infty)$ using a finite combination of the symbols,,$+- \times$, : , log, exp, operating on the real variable $t$ and on real constants.
    ${ }^{3}$ This condition is close to being necessary, in the sense that if it fails for some non-linear $p$, then the collection of sequences $a_{1}, \ldots, a_{\ell}$ is not going to be jointly ergodic for some ergodic rotation on the $\ell$-dimensional torus.

[^5]:    ${ }^{4}$ We use here that Theorem 4.1 holds if $f$ or $g$ is constant, which follows from Proposition 4.2.

[^6]:    *Supported by the Hellenic Foundation for Research and Innovation, Project HFRI-FM17-1733 and by grant No 4725 of the University of Crete.
    ${ }^{1}$ This is a survey paper which contains no new results. Many of the results and questions in this paper are from [21] on parts of which this paper is heavily based.

[^7]:    ${ }^{1}$ This is what we call a weakly anharmonic chain of oscillators.

