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Spectral Radius Formulae for the Measure Algebra

and the Fourier-Stieltjes Algebra

Michael Anoussis

In memory of Dimitris Gatzouras

Abstract

We present a spectral radius formula for the measure algebra of a compact
group, and apply it to the study of random walks on compact groups. These are
results of joint work with D. Gatzouras. We also present a spectral radius formula
for the Fourier-Stieltjes algebra, obtained by P. Ohrysko and M. Roginskaya.

1 A Spectral Radius Formula for the Measure Algebra

Throughout this note G is a locally compact group, λG is the left Haar measure on G,
and when G is compact, λG will be assumed to be normalized to have total mass equal
to 1. We shall denote by Lp(G), 1 ≤ p < ∞, the Banach space of equivalence classes
of p-integrable functions on G. We will denote by M(G) the space of complex, regular,
Borel measures on G, and by ‖µ‖ the total variation norm of µ ∈M(G). It is well known
that when µ has a density f ∈ L1(G) with respect to Haar measure, then ‖µ‖ = ‖f‖1.
We will also consider the space L1(G) as a subspace of M(G), identifying a function
f ∈ L1(G) with the measure with density f . Under this identification L1(G) is an ideal
of M(G). We will denote by 1G the function identically equal to 1 on G.

If A is a unital Banach algebra and x ∈ A, σ(x) will denote the spectrum of x, and
ρ(x) the spectral radius of x. Recall that

ρ(x) = lim
n−→∞

‖xn‖1/n = inf
n∈N
‖xn‖1/n .

The unitary dual Ĝ of G is the set of all equivalence classes of irreducible unitary
representations of G. Recall that when G is a compact group, the space Ĝ considered
as a topological space, is equipped with the discrete topology. Finally, for R ∈ Ĝ, dR
will stand for the dimension of R.

If f ∈ L1(G), fn will denote n-fold convolution of f with itself: fn = f ∗ · · · ∗ f ,
n ∈ N. Similarly, for µ ∈ M(G), µn = µ ∗ · · · ∗ µ, n ∈ N, will denote n-fold convolution
of µ with itself.

If f ∈ L1(G), f̂ will denote its Fourier transform:

f̂(R) =

∫
G
R
(
x−1

)
f(x)λG(dx);

1



recall that
∥∥f̂(R)

∥∥ 6 ‖f‖1 for all R ∈ Ĝ, and that (̂f ∗ g)(R) = ĝ(R)f̂(R) for all R ∈ Ĝ
and f, g ∈ L1(G). Similarly, for µ ∈M(G), µ̂ will denote the Fourier transform of µ:

µ̂(R) =

∫
G
R
(
x−1

)
µ(dx);

again ‖µ̂(R)‖ 6 ‖µ‖ for all R ∈ Ĝ, and (̂µ ∗ ν)(R) = ν̂(R)µ̂(R) for all R ∈ Ĝ and µ, ν ∈
M(G). For a measure µ ∈ M(G), µa.c. and µs will denote its absolutely continuous
and singular parts respectively, with respect to Haar measure λG. Recall that ‖µ‖ =

‖µa.c.‖+ ‖µs‖ for µ ∈M(G). Finally, if a and b are non-negative numbers, a∨ b denotes
their maximum: a ∨ b = max{a, b}.

The following theorem which establishes a spectral formula for the measure algebra
of a compact group is proved in [1].

Theorem 1.1. Let G be a compact group, let Ĝ be its unitary dual, and let µ ∈ M(G).

Then

lim
n−→∞

‖µn‖1/n = sup
R∈Ĝ

ρ
(
µ̂(R)

)
∨ inf
n∈N
‖(µn)s‖

1/n .

Corollary 1.2. Let G be a compact group, let Ĝ be its unitary dual, and let f ∈ L1(G).

Then

lim
n−→∞

‖fn‖1/n1 = max
R∈Ĝ

ρ
(
f̂(R)

)
.

Remarks.

(1) Recall that the radical Rad
[
L1(G)

]
of the ideal L1(G) is the closed two-sided ideal

in M(G) consisting of those µ ∈M(G) for which

inf
n∈N
‖([ν ∗ µ]n)s‖

1/n = 0

for all ν ∈ M(G). Thus Corollary 1.2 extends to Rad
[
L1(G)

]
; i.e., for µ ∈

Rad
[
L1(G)

]
,

lim
n−→∞

‖µn‖1/n = sup
R∈Ĝ

ρ
(
µ̂(R)

)
. (1.1)

(2) On the other hand, (1.1) does not extend to all of M(G), and this reflects the fact
that M(G) is asymmetric (cf. [5]). In fact (1.1) cannot hold on any asymmetric
subalgebra of M(G). For suppose A is asymmetric. Then there exists a self-
adjoint measure µ ∈ A, i.e., with µ∗ = µ where µ∗(B) = µ (B−1), whose spectrum
σ(µ) contains a non-real complex number λ = u + iv, and we may, without loss
of generality, assume that ‖µ‖ = 1 and that v > 0. Then there exists a polynomial
p, with p(0) = 0 and such that |p(λ)| > maxx∈[−1,1] |p(x)|. (For example, consider
the entire function f(z) = ze−icz, where c is such that

|f(λ)| = |λ|ecv > 1 = max
x∈[−1,1]

|f(x)| ,

and approximate it by its Taylor polynomial, uniformly on the closed unit disc.
We thank V. Nestoridis for this particular construction.) Since p is a polynomial
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without constant coefficient and A is an algebra, we have that ν = p(µ) ∈ A. On
the other hand, p(λ) ∈ σ(ν), whence ρ(ν) > |p(λ)|. Since µ = µ∗, the operator
µ̂(R) is self-adjoint and hence its spectrum is real for any R ∈ Ĝ; since ν̂(R) =

p (µ̂(R)), and therefore σ (ν̂(R)) = p (σ (µ̂(R))), we must then have that ρ
(
ν̂(R)

)
6

maxx∈[−1,1] |p(x)| for all R ∈ Ĝ. Thus the measure ν ∈ A cannot satisfy (1.1).

(3) We would like to note that, in contrast, formula (1.1) does hold for all central
measures on a compact simple Lie group. This follows from results of Ragozin
[14] (Corollary 3.4 and its extension to the disconnected case, p. 228, in [14]), in
conjunction with usual Gelfand theory. Note that for such groups, the algebra of
central measures Z(M(G)) is in fact symmetric [14, p. 221].

2 An Application

If G is a compact group and µ a regular Borel probability measure on G, we shall say
that the pair (G,µ) is adapted if µ is not supported by a proper closed subgroup of G.
When (G,µ) is adapted, we shall say that µ is strictly aperiodic if it is not concentrated
on a coset of a proper, closed, normal subgroup of G.

As an application of the spectral radius formula of Theorem 1.1 the following is
proved in [1].

Theorem 2.1. Suppose G is a compact group, and µ a regular Borel probability measure

on G. Then

‖µn − λG‖1/n −→ sup
R∈Ĝr{1G}

ρ
(
µ̂(R)

)
∨ inf
n∈N
‖(µn)s‖

1/n .

In particular, ‖µn − λG‖ −→ 0 iff

(1) (G,µ) is adapted and µ is strictly aperiodic, and

(2) µ, µ2, . . . are not all singular with respect to Haar measure λG.

Moreover, the convergence ‖µn − λG‖ −→ 0 takes place exponentially fast when it holds.

Corollary 2.2. Suppose G is a compact group, and µ a regular Borel probability measure

on G. Suppose further that µ is absolutely continuous with respect to Haar measure λG

on G. Then

lim
n−→∞

‖µn − λG‖1/n = max
R∈Ĝr{1G}

ρ
(
µ̂(R)

)
.

If in particular (G,µ) is adapted and µ strictly aperiodic, then ‖µn − λG‖ −→ 0 exponen-

tially fast.

Remarks.

(1) Corollary 2.2 already appears in [10, Theorem 13 and §5.2] (see also [9]). However,
Corollary 2.2 also gives the rate of decay of ‖µn − λG‖; in particular, the estimate

lim
n−→∞

‖µn − λG‖1/n = max
R∈Ĝr{1G}

ρ
(
µ̂(R)

)
= a
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is sharp, in the sense that, for each ε > 0, one has that

an ≤ ‖µn − λG‖ ≤ (a+ ε)n,

for sufficiently large n.

(2) This estimate, valid when µ has an L1-density, is also to be compared to a well
known estimate of Diaconis and Shahshahani [6], of use only when µn has an
L2-density: ‖µn − λG‖2 6

∑
R 6=1G

dR ‖µ̂(R)n‖22 (here ‖ ‖2 denotes the Hilbert-
Schmidt norm).

(3) A weak form of Theorem 2.1 seems to first have appeared in Bhattacharya [4,
Theorems 2 and 3]. In the general form presented here, it also appears in Mindlin
[11, Theorem 1], and in Ross and Xu [15, Theorem 4.1] (except again for the
precise rate of decay to 0).

The following lemma is implicit in the proof of Theorem 3.3.5 in [16].

Lemma 2.3. Let G be a compact group, and µ a regular Borel probability measure on G

not supported by a proper closed subgroup of G. If ρ
(
µ̂(R)

)
= 1 for some R ∈ Ĝ with

R 6= 1G, then there exists a closed, normal, proper subgroup H of G with µ(gH) = 1 for

some g ∈ G.

Proof of Theorem 2.1. We provide a proof in case µ has a non-trivial absolutely contin-
uous part. It is straightforward to verify that µn − λG = (µ− λG)n, so that

‖µn − λG‖1/n −→ sup
R∈Ĝ

ρ
(

̂(µ− λG)(R)
)
∨ inf
n∈N
‖(µn)s‖

1/n

= sup
R∈Ĝr{1G}

ρ
(
µ̂(R)

)
∨ inf
n∈N
‖(µn)s‖

1/n ,

by Theorem 1.1. Since µa.c. 6= 0, we must have that ‖µs‖ < 1. Since (G,µ) is
adapted and µ is strictly aperiodic, we also have that ρ

(
µ̂(R)

)
< 1 for all R ∈ Ĝ

with R 6= 1G, by Lemma 2.3. It then follows from the Riemann-Lebesgue lemma that
sup

R∈Ĝr{1G} ρ
(
µ̂(R)

)
< 1; for if F̂ ⊆ Ĝ is a finite set for which ‖µ̂a.c.(R)‖ < 1

2 (1− ‖µs‖)
for all R ∈ Ĝr F̂ , then

‖µ̂(R)‖ 6 ‖µ̂a.c.(R)‖+ ‖µ̂s(R)‖ 6 1
2

(
1− ‖µs‖

)
+ ‖µs‖ = 1

2

(
1 + ‖µs‖

)
for all R ∈ Ĝr F̂ , whence

sup
R∈Ĝr{1G}

ρ
(
µ̂(R)

)
6 max

R∈F̂r{1G}
ρ
(
µ̂(R)

)
∨ sup
R∈ĜrF̂

‖µ̂(R)‖

6 max
R∈F̂r{1G}

ρ
(
µ̂(R)

)
∨
(

1
2 + 1

2 ‖µs‖
)
< 1.

On the other hand, ‖(µn)s‖ ≤ ‖(µs)
n‖, which implies ‖(µn)s‖

1/n ≤ ‖µs‖.
Thus

sup
R∈Ĝr{1G}

ρ
(
µ̂(R)

)
∨ inf
n∈N
‖(µn)s‖

1/n < 1,
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and so ‖µn − λG‖ −→ 0, exponentially fast.
We prove the necessity of conditions (1) and (2). If (G,µ) is not adapted, then µn is

concentrated on a closed proper subgroup of G. If µ is not strictly aperiodic, there is a
proper, closed, normal subgroup N of G and g ∈ G such that µ is concentrated on gN

and consequently µn is concentrated on gnN . In either case, µn is singular with respect
to λG for all n ∈ N. If µn is singular with respect to λG for all n ∈ N, then ‖µn − λG‖ = 2

for all n ∈ N, whence µn cannot converge to λG in norm.

3 A spectral radius formula for the Fourier-Stieltjes algebra

The Fourier algebra and the Fourier-Stieltjes algebra of a locally compact group were
introduced by Eymard in [7]. They are important objects of study in the area of Noncom-
mutative Harmonic Analysis. We refer the reader to the monograph [8] for information
about these algebras.

Let G be a locally compact group and B(G) be the space of all functions of the form

〈R(x)ξ, η〉

where R is a unitary representation of G in a Hilbert space H and ξ, η are vectors in H.
If f ∈ L1(G) we denote by

‖f‖C∗(G)

the C∗-norm of f , defined by

‖f‖C∗(G) = sup{‖R(f)‖ : R ∈ Ĝ}.

The map

u 7→ sup

{∣∣∣∣∫
G
u(x)f(x)dx

∣∣∣∣ : f ∈ L1(G), ‖f‖C∗(G) ≤ 1

}
is a norm on B(G). The space B(G) with this norm and pointwise multiplication is a
Banach algebra, called the Fourier-Stieltjes algebra of the group G.

The Fourier algebra A(G) of a locally compact group G is the space of all functions
of the form

〈λ(x)ξ, η〉

where λ is the left regular representation of G and ξ, η are in L2(G). It is a closed ideal
of B(G).

If G is abelian, the dual Ĝ of G is a locally compact group and then the Fourier-
Stieltjes transform µ 7→ µ̂ is an isometric isomorphism from the measure algebra M(G)

onto the Fourier-Stieltjes algebra B(Ĝ) of the group Ĝ. Similarly, the Fourier transform
f 7→ f̂ is an isometric isomorphism from L1(G) onto the Fourier algebra A(Ĝ) of the
group Ĝ.

Recall that the measure algebra M(G) decomposes as

M(G) = L1(G)⊕Ms(G)
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where L1(G) is identified via the Radon-Nikodym Theorem with the space of absolutely
continuous measures with respect to the Haar measure and Ms(G) is the space of
singular measures (i.e. the space of measures supported on a set of zero Haar measure).

Arsac has proved in [3] that there exists a subspace Bs(G) of the Fourier-Stieltjes
algebra such that B(G) decomposes as

B(G) = A(G)⊕Bs(G).

If G is abelian, then the space of Fourier-Stieltjes transforms of measures in Ms(G)

is the spaceBs(Ĝ) For more information about this decomposition of the Fourier-Stieljes
algebra the reader is referred to [13].

Let f ∈ B(G). We will write
f = fa.c. + fs

with fa.c. ∈ A(G) and fs ∈ Bs(G).
The following result was proved by Ohrysko and Roginskaya in [12].

Theorem 3.1. Let G be a locally compact group and f ∈ B(G). Then, the spectral radius

ρ(f) of f is given by the following formula

ρ(f) = ‖f‖∞ ∨ inf ‖(fn)s‖1/n.

Remarks.

(1) We recall that if G is a locally compact group, then G is an abelian compact group
if and only if its dual group Ĝ is an abelian discrete group. Thus, it follows from
Theorem 1.1 that the conclusion of Theorem 3.1 holds for discrete abelian groups
and similarly it follows from Theorem 3.1 that the conclusion of Theorem 1.1 holds
for abelian compact groups.

(2) A consequence of Theorem 3.1 is that the spectral radius formula of Theorem 1.1
is valid for all abelian locally compact groups.

(3) It is proved in [2] that the spectral radius formula of Theorem 1.1 is valid for locally
compact motion groups.
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Half-space depth and threshold for the measure of

random polytopes

Silouanos Brazitikos
∗

Dedicated to the memory of Dimitris Gatzouras

Abstract

Given a probability measure µ on Rn, Tukey’s half-space depth is defined for any
x ∈ Rn by ϕµ(x) = inf{µ(H) : H ∈ H(x)}, where H(x) is the set of all half-spaces
H of Rn containing x. We show that if µ is log-concave then

e−c1n 6
∫
Rn
ϕµ(x) dµ(x) 6 e−c2n/L

2
µ

where Lµ is the isotropic constant of µ and c1, c2 > 0 are absolute constants.
Tukey’s half-space depth plays an important role in the study of the question if
there exists a threshold for the expected measure of the random polytope KN =

conv{X1, . . . , XN}, where X1, X2, . . . are independent random points in Rn dis-
tributed according to µ. We present a general approach to this problem, which is
based on the Cramer transform Λ∗µ of µ.

1 Introduction

Our starting point is the last (chronologically) published paper of Dimitris. In a joint
work with A. Giannopoulos [13] they studied the question to obtain a threshold for
the expected volume of a random polytope defined as the convex hull of independent
random points with a given distribution. To get a feeling of the problem, consider first
the example of the hypercube [0, 1]n that was first examined in [11]. This polytope
has 2n vertices and volume 1. Let N = N(n), and let Z1, Z2, . . . ZN be independent
random variables, each uniformly distributed over [0, 1]n. Form the convex hull KN of
these random points, and let Vn,N be its expected volume, that is Vn,N = E|KN |. How
large should N(n) be to pick up significant volume? The answer is surprisingly small.
Namely, let κ = 2π/eγ+1/2, where γ is Euler’s constant and ε > 0. Then, we have that

lim
n→∞

sup {Vn,N : N 6 (κ− ε)n} = 0

and
lim
n→∞

inf {Vn,N : N > (κ+ ε)n} = 1.

∗The talk is based on joint works with A. Giannopoulos and M. Pafis, supported by the Hellenic Founda-
tion for Research and Innovation (H.F.R.I.) under the ‘‘First Call for H.F.R.I. Research Projects to support
Faculty members and Researchers and the procurement of high-cost research equipment grant’’ (Project
Number: 1849) and the ‘‘Third Call for H.F.R.I. PhD Fellowships’’ (Fellowship Number: 5779).
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In [13], a very general result of this type was proved. In this work, Zi have independent
identically distributed coordinates, according to a measure µ (they imposed on it some
very mild assumptions) supported on a bounded interval. Using sophisticated tech-
niques from large deviations theory, they proved that in that case there is also a sharp
threshold, given by κ = Eµ(Λ∗), where Λ∗ is the Cramer transform of the measure µ, i.e.
the Legendre transform of the log-Laplace transform of µ (see Section 3). According to a
general geometric lemma, to do this, the main task is to study Tukey’s half-space depth
ϕµ which is defined for any x ∈ Rn by ϕµ(x) = inf{µ(H) : H ∈ H(x)}, where H(x) is
the set of all half-spaces H of Rn containing x. In recent works with A. Giannopoulos
and M. Pafis we revisit these questions.

2 Tukey’s half-space depth

The first work in statistics where some form of the half-space depth appears is an article
of Hodges [14] from 1955. Tukey introduced the half-space depth for data sets in [20]
as a tool that enables efficient visualization of random samples in the plane. The term
‘‘depth’’ also comes from Tukey’s article. A formal definition of the half-space depth
as a way to distinguish points that fit the overall pattern of a multivariable probability
distribution and to obtain an efficient description, visualization, and nonparametric
statistical inference for multivariable data, was given by Donoho and Gasko in [10] (see
also [19]). We refer the reader to the survey article of Nagy, Schutt and Werner [16] for
an overview of this topic, with an emphasis on its connections with convex geometry,
and many references. In [4] we study the expectation

Eµ(ϕµ) :=

∫
Rn
ϕµ(x) dµ(x)

of ϕµ with respect to µ. The following question was asked in [1]: Does there exist an
absolute constant c ∈ (0, 1) such that Eµ(ϕµ) 6 cn for all n > 1 and all log-concave
probability measures µ in Rn?

We provide an affirmative answer.

Theorem 2.1. Let µ be a log-concave probability measure on Rn, n > n0. Then, Eµ(ϕµ) 6

exp
(
−cn/L2

µ

)
where Lµ is the isotropic constant of µ and c > 0, n0 ∈ N are absolute

constants.

Since the quantity Eµ(ϕµ) is affinely invariant, we may assume that µ is isotropic. If
µ is a log-concave measure on Rn with density fµ, the isotropic constant of µ is defined
by

Lµ :=

(
supx∈Rn fµ(x)∫

Rn fµ(x)dx

) 1
n

[det Cov(µ)]
1

2n ,

where Cov(µ) is the covariance matrix of µ with entries

Cov(µ)ij :=

∫
Rn xixjfµ(x) dx∫

Rn fµ(x) dx
−
∫
Rn xifµ(x) dx∫
Rn fµ(x) dx

∫
Rn xjfµ(x) dx∫
Rn fµ(x) dx

.
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We say that a log-concave probability measure µ on Rn is isotropic if is centered (it has
its barycenter at the origin) and Cov(µ) = In, where In is the identity n×n matrix. Note
that a convex body K of volume 1 is isotropic if and only if the log-concave probability
measure with density LnK1K/LK is isotropic. The hyperplane conjecture asks if there
exists an absolute constant C > 0 such that

Ln := max{Lµ : µ is an isotropic log-concave probability measure on Rn} 6 C

for all n > 1. Let us mention here that the best known upper bound for Lµ is due
to Klartag and Lehec [15] (after breakthrough work of Y. Chen [8]) who showed that
Ln 6 c(lnn)4, where c > 0 is an absolute constant.

In fact, Theorem 2.1 is a special case of a more general result.

Theorem 2.2. Let µ and ν be two log-concave probability measures on Rn, n > n0, with

the same barycenter. Then,

Eν(ϕµ) :=

∫
Rn
ϕµ(x) dν(x) 6 exp

(
−cn/L2

ν

)
,

for some absolute constants c > 0 and n0 ∈ N.

We also show that, apart from the value of the isotropic constant Lµ, the exponential
estimate provided by Theorem 2.1 is sharp.

Theorem 2.3. Let µ be a log-concave probability measure on Rn. Then,∫
Rn
ϕµ(x)dµ(x) > e−cn,

where c > 0 is an absolute constant.

The proof of Theorem 2.2 and Theorem 2.3 makes use of several facts about isotropic
log-concave probability measures. In particular, we exploit the properties of the family
of the Lt-centroid bodies Zt(µ) of µ; for any t > 1 the body Zt(µ) is the centrally
symmetric convex body whose support function is

hZt(µ)(y) :=

(∫
Rn
|〈x, y〉|t dµ(x)

)1/t

.

Several variants of the threshold problem for the expected volume of random poly-
topes have been studied. Besides [11] and [13], the articles [18] and [2], [3] address
the same question for a number of cases where Xi have rotationally invariant densities.
Exponential in the dimension upper and lower thresholds are obtained in [12] for the
case where Xi are uniformly distributed in a simplex.

An upper threshold was obtained recently by Chakraborti, Tkocz and Vritsiou in
[7] for a large family of distributions: If µ is an even log-concave probability measure
supported on a convex body K in Rn and if X1, X2, . . . are independent random points
distributed according to µ then for any n < N 6 exp(c1n/L

2
µ) we have that

EµN (|KN |)
|K|

6 exp
(
−c2n/L

2
µ

)
,

where c1, c2 > 0 are absolute constants. In [4] we obtain an analogous estimate in a
more general setting.
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Theorem 2.4. Let µ be a centered log-concave probability measure on Rn. LetX1, X2, . . .

be independent random points in Rn distributed according to µ and for any N > n

consider the random polytope KN = conv{X1, . . . , XN}. Then, for any centered log-

concave probability measure ν on Rn and any N 6 exp(c1n/L
2
ν) we have that

EµN (ν(KN )) 6 exp
(
−c2n/L

2
ν

)
,

where c1, c2 > 0 are absolute constants.

Theorem 2.4 shows that ifN1(n) = exp(cn/L2
n), where c > 0 is an absolute constant,

then
sup
µ,ν

(
sup{E [ν(KN )] : N 6 N1(n)}

)
−→ 0

as n → ∞, where the first supremum is over all centered log-concave probability mea-
sures µ and ν on Rn.

A lower threshold is also established in [7] for the case where µ is an even κ-
concave measure on Rn with 0 < κ < 1/n, supported on a convex body K in Rn. If
X1, X2, . . . are independent random points in Rn distributed according to µ and KN =

conv{X1, . . . , XN} as before, then for anyM > C and anyN > exp
(

1
κ(log n+ 2 logM)

)
we have that

EµN (|KN |)
|K|

> 1− 1

M
,

where C > 0 is an absolute constant. Since the family of log-concave probability
measures corresponds to the case κ = 0, it is natural to ask for an analogue of this
result for 0-concave, i.e. log-concave, probability measures. We obtain the next lower
threshold for the case ν = µ.

Theorem 2.5. Let δ ∈ (1/n2, 1). Then,

inf
µ

inf
{
E
[
µ((1 + δ)KN )

]
: N > exp

(
Cδ−1 ln (2/δ)n lnn

)}
−→ 1

as n → ∞, where the first infimum is over all log-concave probability measures µ on Rn

and C > 0 is an absolute constant.

It should be noted that an exponential in the dimension lower threshold is not
possible in full generality. For example, in the case whereXi are uniformly distributed in
the Euclidean ball one needsN > exp(cn lnn) points so that the volume of a randomKN

will be significantly large. Thus, apart from the constants depending on δ, Theorem 2.5
is sharp. However, it provides a weak threshold in the sense that we estimate the
expectation EµN

(
µ(1 + δ)KN ) (for an arbitrarily small but positive value of δ) while the

original question is about EµN
(
µ(KN )

)
. We are able to ‘‘remove the δ-term’’, however

the dependence on n is worse. More precisely, we show that there exists an absolute
constant C > 0 such that

inf
µ

inf
{
E
[
µ(KN )

]
: N > exp(C(n lnn)2u(n))

}
−→ 1

as n→∞, where the first infimum is over all log-concave probability measures µ on Rn

and u(n) is any function with u(n)→∞ as n→∞.
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3 The threshold problem

In [5] we study the question to obtain a threshold for the expected measure of a random
polytope defined as the convex hull of independent random points with a log-concave
distribution. The general formulation of the problem is the following. Given a log-
concave probability measure µ on Rn, let X1, X2, . . . be independent random points in
Rn distributed according to µ and for any N > n define the random polytope

KN = conv{X1, . . . , XN}.

Then, consider the expectation EµN [µ(KN )] of the measure ofKN , where µN = µ⊗· · ·⊗µ
(N times). This is an affinely invariant quantity, so we may assume that µ is centered,
i.e. the barycenter of µ is at the origin.

Given δ ∈ (0, 1) we say that µ satisfies a ‘‘δ-upper threshold’’ with constant %1 if

sup{EµN [µ(KN )] : N 6 exp(%1n)} 6 δ (3.1)

and that µ satisfies a ‘‘δ-lower threshold’’ with constant %2 if

inf{EµN [µ(KN )] : N > exp(%2n)} > 1− δ. (3.2)

Then, we define the functions %1(µ, δ) = sup{%1 : (3.1) holds true} and %2(µ, δ) =

inf{%2 : (3.2) holds true}. Our main goal is to obtain upper bounds for the difference

%(µ, δ) := %2(µ, δ)− %1(µ, δ)

for any fixed δ ∈
(
0, 1

2

)
.

One may also consider a sequence {µn}∞n=1 of log-concave probability measures µn
on Rn. Then, we say that {µn}∞n=1 exhibits a ‘‘sharp threshold’’ if there exists a sequence
{δn}∞n=1 of positive reals such that δn → 0 and %(µn, δn)→ 0 as n→∞.

We present a general approach to the problem, working with an arbitrary log-concave
probability measure µ on Rn, which is based on the Cramer transform of µ. Recall that
the logarithmic Laplace transform of µ is defined by

Λµ(ξ) = ln
(∫

Rn
e〈ξ,z〉dµ(z)

)
, ξ ∈ Rn

and the Cramer transform of µ is the Legendre transform of Λµ, defined by

Λ∗µ(x) = sup
ξ∈Rn

{〈x, ξ〉 − Λµ(ξ)} , x ∈ Rn.

For every t > 0 we set
Bt(µ) := {x ∈ Rn : Λ∗µ(x) 6 t}.

From the definition of Λ∗µ one can easily check that for every x ∈ Rn we have ϕµ(x) 6

exp(−Λ∗µ(x)). In particular, for any t > 0 and for all x /∈ Bt(µ) we have that ϕµ(x) 6

exp(−t). A main idea, which appears in all the previous works on this topic, is to show
that ϕµ is almost constant on the boundary ∂(Bt(µ)) of Bt(µ). Our first main result
shows that this is true, in general, if µ = µK is the uniform measure on a centered
convex body of volume 1 in Rn.
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Theorem 3.1. Let K be a centered convex body of volume 1 in Rn. Then, for every t > 0

we have that

inf{ϕµK (x) : x ∈ Bt(µK)} > 1

10
exp(−t− 2

√
n).

This implies that

ωµK (x)− 5
√
n 6 Λ∗(x) 6 ωµK (x)

for every x ∈ Rn, where ωµK (x) = ln
(

1
ϕµK (x)

)
.

Theorem 3.1 may be viewed as a version of Cramér’s theorem (see [9]) for random
vectors uniformly distributed in convex bodies. Its proof exploits techniques from the
theory of large deviations and a theorem of Nguyen [17] which is exactly the ingredient
that forces us to consider only uniform measures on convex bodies. It seems harder to
prove, if true, an analogous estimate for any centered log-concave probability measure
µ on Rn.

The second step in our approach is to consider, for any centered log-concave prob-
ability measure µ on Rn, the parameter

β(µ) =
Varµ(Λ∗µ)

(Eµ(Λ∗µ))2
(3.3)

provided that
‖Λ∗µ‖L2(µ) =

(
Eµ
(
(Λ∗µ)2

))1/2
<∞.

Roughly speaking, the plan is the following: provided that ϕµ is ‘‘almost constant’’ on
∂(Bt(µ)) for all t > 0 and that β(µ) = on(1), one can establish a ‘‘sharp threshold’’ for
the expected measure of KN with

%2 ≈ %1 ≈ ‖Λ∗µ‖L1(µ) = Eµ(Λ∗µ).

Note that it is not clear in advance that Λ∗µ has bounded second or higher order mo-
ments, which is necessary so that β(µ) would be well-defined. We obtain an affirmative
answer in the case of the uniform measure on a convex body. In fact we cover the more
general case of κ-concave probability measures, κ ∈ (0, 1/n], which are supported on a
centered convex body.

Theorem 3.2. Let K be a centered convex body of volume 1 in Rn. Let κ ∈ (0, 1/n] and

let µ be a centered κ-concave probability measure with supp(µ) = K. Then,∫
Rn
e
κΛ∗µ(x)

2 dµ(x) <∞.

In particular, for all p > 1 we have that Eµ
(
(Λ∗µ(x))p

)
<∞.

The method of proof of Theorem 3.2 gives in fact reasonable upper bounds for
‖Λ∗µ‖Lp(µ). In particular, if we assume that µ = µK is the uniform measure on a cen-
tered convex body then we obtain a sharp two sided estimate for the most interesting
case where p = 1 or 2.
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Theorem 3.3. Let K be a centered convex body of volume 1 in Rn, n > 2. Then,

c1n/L
2
µK
6 ‖Λ∗µK‖L1(µK) 6 ‖Λ∗µK‖L2(µK) 6 c2n lnn,

where LµK is the isotropic constant of the uniform measure µK on K and c1, c2 > 0 are

absolute constants.

The left-hand side inequality of Theorem 3.3 follows easily from Theorem 2.1, one
of the main results in [4]. Both the lower and the upper bound are of optimal order
with respect to the dimension. This can be seen e.g. from the example of the uniform
measure on the cube or the Euclidean ball, respectively.

Besides Theorem 3.2, we show that Λ∗µ has finite moments of all orders in the
following cases:

(i) If µ is a centered probability measure on R which is absolutely continuous with
respect to Lebesgue measure or a product of such measures.

(ii) If µ is a centered log-concave probability measure on Rn and there exists a function
g : [1,∞)→ [1,∞) with limt→∞ g(t)/ ln(t+1) = +∞ such that Z+

t (µ) ⊇ g(t)Z+
2 (µ)

for all t > 2, where {Z+
t (µ)}t>1 is the family of one-sided Lt-centroid bodies of µ.

Again, it seems harder to prove, if true, an analogous result for any centered log-concave
probability measure µ on Rn.

Next we show how one can use the previous results to obtain bounds for %(µ, δ).
We also clarify the role of the parameter β(µ). One would hope that β(µ) is small as
the dimension increases, e.g. β(µ) 6 c/

√
n. If so, then the next general result provides

satisfactory lower bounds for %1(µ, δ).

Theorem 3.4. Let µ be a centered log-concave probability measure on Rn. Assume that

β(µ) < 1/8 and 8β(µ) < δ < 1. If n/L2
µ > c2 ln(2/δ)

√
δ/β(µ) where Lµ is the isotropic

constant of µ, then

%1(µ, δ) >
(

1−
√

8β(µ)/δ
) Eµ(Λ∗µ)

n
.

We are able to give satisfactory upper bounds for %2(µ, δ) in the case where µ = µK

is the uniform measure on a centered convex body K of volume 1 in Rn.

Theorem 3.5. Let K be a centered convex body of volume 1 in Rn. Let β(µK) < 1/2 and

2β(µK) < δ < 1. If n/L2
µK
> c2 ln(2/δ)

√
δ/β(µK) then

%2(µK , δ) 6
(

1 +
√

8β(µK)/δ
) EµK (Λ∗µK )

n
.

Combining these two results we see that, provided that β(µK) is small compared to
a fixed δ ∈ (0, 1), we have a threshold of the order

%(µK , δ) 6
c

n

√
VarµK (Λ∗µK )

δ
.

The above discussion leaves open the question to estimate

βn := sup{β(µ) : µ is a centered log-concave probability measure on Rn}.

15



We illustrate the method that we develop in this work with a number of examples. We
consider first the standard examples of the uniform measure on the unit cube and the
Gaussian measure. As a direct consequence of our results, in both cases we obtain a
bound %(µ, δ) 6 c(δ)/

√
n for the threshold, where c(δ) > 0 is a constant depending on

δ. Finally, we examine the case of the uniform measure on the Euclidean ball Dn of
volume 1 in Rn. Here, we exploit the general fact that, for any centered convex body K
of volume 1 in Rn, if we consider the function ωµK (x) = ln(1/ϕµK (x)) and the parameter

τ(µK) =
Varµ(ωµK )

(Eµ(ωµK ))2

then
β(µK) =

(
τ(µK) +O(L2

µK
/
√
n)
) (

1 +O(L2
µK
/
√
n)
)
.

In the case of the ball Dn, working with ωµDn is easier than working with Λ∗µDn , and we
can check that

τ(µDn) = O(1/n).

This leads to the following sharp threshold for the Euclidean ball.

Theorem 3.6. Let Dn be the centered Euclidean ball of volume 1 in Rn. Then, the

sequence µn := µDn exhibits a sharp threshold with %(µn, δ) 6 c√
δn

and e.g. in the case

where n is even we have that

Eµn(Λ∗µn) =
(n+ 1)

2
Hn

2
+O(

√
n)

as n→∞, where Hm =
∑m

k=1
1
k .
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Μαθαίνοντας πολυώνυµα στον διακριτό κύβο

Αλέξανδρος Εσκενάζης
∗

Οι ανισότητες των Littlewood και Bohnenblust–Hille

΄Εστω K ∈ {R,C} και a1, a2, . . . ∈ K. Τετριµµένα, έχουµε ότι∑
i≥1

|ai| = max
{∣∣∣∑

i≥1

aixi

∣∣∣ : max
i≥1
|xi| ≤ 1

}
.

Με αφορµή την παραπάνω ταυτότητα, ο Daniell έθεσε την εξής ερώτηση.

Ερώτηση. Υπάρχει σταθερά C <∞ ώστε για κάθε {aij}i,j≥1 ⊂ K να έχουµε∑
i,j≥1

|aij | ≤ C sup
{∣∣∣ ∑

i,j≥1

aijxiyj

∣∣∣ : ‖x‖`∞ , ‖y‖`∞ ≤ 1
}

;

Πρέπει να σηµειωθεί ότι δεν τίθεται περιορισµός στο πλήθος των aij , οπότε αναζητούµε
µια ανισότητα στην οποία η σταθερά είναι ανεξάρτητη της διάστασης. Στη διάσηµη ερ-
γασία [11] ο Littlewood απάντησε αρνητικά στην ερώτηση του Daniell και απέδειξε το εξής
σηµαντικό αποτέλεσµα.

Η 4
3 -ανισότητα του Littlewood. Υπάρχει σταθερά C <∞ ώστε για κάθε {aij}i,j≥1,( ∑

i,j≥1

|aij |4/3
)3/4

≤ C sup
{∣∣∣ ∑

i,j≥1

aijxiyj

∣∣∣ : ‖x‖`∞ , ‖y‖`∞ ≤ 1
}
.

Επιπλέον, ο εκθέτης 4
3 είναι ο ελάχιστος για τον οποίο η παραπάνω ανισότητα ισχύει.

Η ανισότητα του Littlewood είναι ειδική περίπτωση µιας πολύ γενικότερης ανισότητας
για πολυώνυµα που µελετήθηκε για πρώτη ϕορά από τους Bohnenblust και Hille [2].
Αν α = (α1, α2, . . .) είναι µια τελικά µηδενική ακολουθία ϕυσικών αριθµών και x =

(x1, x2, . . .), τότε ϑα χρησιµοποιούµε τους συµβολισµούς |α| = |α1|+ |α2|+ · · · και xα =

xα1
1 xα2

2 · · · .

Πολυωνυµική ανισότητα Bohnenblust–Hille. Για κάθε d ∈ N, υπάρχει σταθερά BK
d <

∞ ώστε για κάθε πολυώνυµο της µορφής

∀ x = (x1, x2, . . .), p(x) =
∑
|α|≤d

cαx
α

∗Το παρόν είναι η περίληψη µιας οµιλίας που δόθηκε στο συνέδριο στη µνήµη του ∆. Γατζούρα
(Πανεπιστήµιο Αθηνών, 12-13 Μαρτίου 2022) και ϐασίζεται στις κοινές εργασίες [6, 7] µε τους P. Ivanisvili
και L. Streck.
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να ισχύει ( ∑
|α|≤d

|cα|
2d
d+1

) d+1
2d ≤ BK

d sup
{
|p(x)| : ‖x‖`∞ ≤ 1

}
.

Επιπλέον, ο εκθέτης 2d
d+1 είναι ϐέλτιστος.

Η ακριβής ασυµπτωτική συµπεριφορά των σταθερών BR
d και BC

d παραµένει άγνωστη.
Παρ΄όλα αυτά γνωρίζουµε ότι οι δύο είναι πολύ διαφορετικές µεταξύ τους, ειδικότερα ότι
BC
d ≤ C

√
d log d για µια σταθερά C > 1 ενώ lim supd→∞(BR

d )1/d = 1 +
√

2 (ενδεικτικά
αναφέρουµε τα [4, 1, 3, 5]).

Η ϐάση Walsh

Για έναν ϕυσικό αριθµό n ∈ N και ένα υποσύνολο S ⊆ {1, . . . , n} η αντίστοιχη συνάρτηση
Walsh wS : {−1, 1}n → {−1, 1} ορίζεται ως wS(x) =

∏
i∈S xi, όπου x = (x1, . . . , xn) ∈

{−1, 1}n. Οι 2n το πλήθος συναρτήσεις {wS}S⊆{1,...,n} είναι ανά δύο κάθετες στο χώρο
L2 που ορίζεται από το οµοιόµορφο µέτρο πιθανότητας στο {−1, 1}n και συνεπώς κάθε
συνάρτηση f : {−1, 1}n → R µπορεί να αναπτυχθεί µοναδικά ως

∀ x ∈ {−1, 1}n, f(x) =
∑

S⊆{1,...,n}

f̂(S)wS(x),

όπου
f̂(S) = Ex[f(x)wS(x)].

Λέµε ότι η συνάρτηση f έχει ϐαθµό το πολύ d και γράφουµε deg(f) ≤ d αν f̂(S) = 0 για
κάθε σύνολο S ⊆ {1, . . . , n} µε |S| > d. Το ανάπτυγµα Walsh είναι εξαιρετικά χρήσιµο
στην ανάλυση στο διακριτό κύβο. Σε αυτή την οµιλία ϑα δούµε µερικές εφαρµογές του
στην υπολογιστική ϑεωρία µάθησης (computational learning theory).

Μαθαίνοντας κλάσεις συναρτήσεων στο διακριτό κύβο

΄Εστω n ∈ N, F µια κλάση πραγµατικών συναρτήσεων στο {−1, 1}n και f ∈ F µια άγνωστη
συνάρτηση. Θα µας απασχολήσει το εξής υπολογιστικό πρόβληµα. Ας υποθέσουµε ότι
X1, X2, ... είναι µια ακολουθία ανεξάρτητων τυχαίων µεταβλητών, καθεµία εκ των οποίων
είναι οµοιόµορφα κατανεµηµένη στο {−1, 1}n.

Αναζητούµε το ελάχιστο N ∈ N ώστε γνωρίζοντας τα δεδοµένα

(X1, f(X1)), . . . , (XN , f(XN )),

να µπορούµε να κατασκευάσουµε µια τυχαία h : {−1, 1}n → R η οποία να είναι µια καλή
προσέγγιση της f µε µεγάλη πιθανότητα. Ειδικότερα, σε αυτή την περίληψη ϑα Ϲητήσουµε
η συνάρτηση h να ικανοποιεί ‖h − f‖2L2

≤ ε µε πιθανότητα τουλάχιστον 1 − δ όπου οι
ε, δ ∈ (0, 1) είναι δυο προεπιλεγµένες παράµετροι.
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O Αλγόριθµος Χαµηλού Βαθµού

Το παραπάνω πρόβληµα έχει µελετηθεί στη ϐιβλιογραφία για πολλές διαφορετικές κλάσεις
F συναρτήσεων. Το πρώτο σχετικό αυστηρό µαθηµατικό αποτέλεσµα είναι ο διάσηµος αλ-
γόριθµος (Low-Degree Algorithm) των Linial, Mansour και Nisan [10] οι οποίοι µελέτησαν
την κλάση

Fn,d =
{
f : {−1, 1}n → [−1, 1] : deg(f) ≤ d

}
.

Ο αλγόριθµός τους δίνει το εξής πολυωνυµικό ϕράγµα για την παράµετρο N .

O Αλγόριθµος Χαµηλού Βαθµού. ΄Εστω n ∈ N, d ∈ {1, . . . , n} και ε, δ ∈ (0, 1). Υπάρχει
ένας αλγόριθµος που µαθαίνει κάθε f ∈ Fn,d µε πιθανότητα τουλάχιστον 1 − δ και L2-
σφάλµα το πολύ ε από το πολύ N δείγµατα, όπου N ≤ 2nd

ε log
(

2nd

δ

)
.

Απόδειξη. Η ιδέα είναι να πάρουµε αρκετά δείγµατα ώστε να µπορέσουµε να υπολογί-
σουµε µε µεγάλη ακρίβεια όλους τους συντελεστές στο ανάπτυγµα Walsh της f . Για ένα
υποσύνολο S ⊆ {1, . . . , n} µε |S| ≤ d ϑεωρούµε τον εµπειρικό συντελεστη Walsh

αS =
1

N

N∑
j=1

f(Xj)wS(Xj).

Η τυχαία µεταβλητή αS είναι ένα άθροισµα ανεξάρτητων ϕραγµένων τυχαίων µεταβλητών
και ικανοποιεί E[αS ] = f̂(S), οπότε από την ανισότητα Hoeffding έχουµε την εκτίµηση

∀ b > 0, P
{
|αS − f̂(S)| ≥ b} ≤ 2e−Nb

2/2.

Συνεπώς, αν ορίσουµε

N = N(b) =

⌈
2

b2
log

(
2

δ

d∑
k=0

(
n

k

))⌉
,

ϑα έχουµε

P
{
|αS − f̂(S)| < b,∀ S

}
≥ 1− 2

d∑
k=0

(
n

k

)
e−Nb

2/2 ≥ 1− δ

από την επιλογή του N . ΄Εστω Gb το ενδεχόµενο στο αριστερό µέλος αυτής της ανισότητας
και ϑεωρούµε την τυχαία συνάρτηση h : {−1, 1}n → R που ορίζεται ως

∀ x ∈ {−1, 1}n, h(x) =
∑

S⊆{1,...,n}

αSwS(x).

Τότε, από την ταυτότητα Parseval, στο ενδεχόµενο Gb έχουµε

‖h− f‖2L2
=
∑
S

(αS − f̂(S))2 <

d∑
k=0

(
n

k

)
b2 ≤ ε

για b2 ≤ ε/
∑d

k=0

(
n
k

)
. Αντικαθιστώντας αυτή την τιµή του b στο N έχουµε το αποτέλεσµα.

�
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Μια καλύτερη εκτίµηση

Η εκτίµηση των Linial, Mansour και Nisan ήταν το µόνο γνωστό ϕράγµα για αυτή την
ποσότητα µέχρι που πρόσφατα οι Iyer, Rao, Reis, Rothvoss και Yehudayoff [8] απέδειξαν
πως Od,ε,δ(nd−1 log n) δείγµατα αρκούν ϐασιζόµενοι σε µια ιδέα των Kushilevitz και Man-
sour [9]. Το κύριο αποτέλεσµα αυτής της οµιλίας είναι µια λογαριθµική εκτίµηση από το
[6]. Θα συµβολίζουµε µε B{±1}

d την ελάχιστη σταθερά για την οποία ισχύει το εξής : για
n ≥ d και κάθε συνάρτηση f : {−1, 1}n → R ϐαθµού το πολύ d, έχουµε( ∑

|S|≤d

|f̂(S)|
2d
d+1

) d+1
2d ≤ B{±1}

d ‖f‖L∞ .

Ταυτίζοντας την f µε την πλειογραµµική της επέκταση στο συνεχή κύβο [−1, 1]n, έπεται
ότι

max
x∈[−1,1]n

|f(x)| = max
x∈{−1,1}n

|f(x)|

και συνεπώς B{±1}
d ≤ BR

d . Είναι γνωστό [5] ότι υπάρχει C > 1 ώστε B{±1}
d ≤ C

√
d log d.

Θεώρηµα. ΄Εστω ε, δ ∈ (0, 1), n ∈ N, d ∈ {1, . . . , n} και µια συνάρτηση f ∈ Fn,d. Αν το
N ∈ N ικανοποιεί

N ≥ e8d2

εd+1
(B
{±1}
d )2d log

(n
δ

)
,

τότε N ανεξάρτητα και οµοιόµορφα τυχαία δείγµατα της µορφής (x, f(x)), όπου x ∈
{−1, 1}n, αρκούν για να κατασκευαστεί µια τυχαία συνάρτηση h : {−1, 1}n → R που
ικανοποιεί ‖h− f‖2L2

< ε µε πιθανότητα τουλάχιστον 1− δ.

Απόδειξη. ΄Οπως πριν, σταθεροποιούµε b > 0 και ορίζουµε

N = N(b) =

⌈
2

b2
log

(
2

δ

d∑
k=0

(
n

k

))⌉
,

ώστε αν

αS =
1

N

N∑
j=1

f(Xj)wS(Xj),

τότε το ενδεχόµενο Gb έχει πιθανότητα

P(Gb) = P
{
|αS − f̂(S)| < b,∀ S

}
≥ 1− 2

d∑
k=0

(
n

k

)
e−Nb

2/2 ≥ 1− δ.

΄Εστω µια νέα παράµετρος a > b και ϑεωρούµε την τυχαία οικογένεια συνόλων Σa που
ορίζεται ως

Σa = {S : |αS | > a}

και την τυχαία συνάρτηση ha,b : {−1, 1}n → R, όπου

∀ x ∈ {−1, 1}n, ha,b(x) =
∑
S∈Σa

αSwS(x).
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Στο ενδεχόµενο Gb έχουµε ότι αν S ∈ Σa, τότε |f̂(S)| > a − b, ενώ αν S /∈ Σa, τότε
|f̂(S)| < a + b. Συνεπώς, συµπεραίνουµε από την ανισότητα Bohnenblust–Hille στο
διακριτό κύβο ότι

|Σa| ≤ (a− b)−
2d
d+1

∑
S∈Σa

|f̂(S)|
2d
d+1 ≤ (B

{±1}
d )

2d
d+1 (a− b)−

2d
d+1 .

΄Ετσι, συνδυάζοντας την ταυτότητα του Parseval µε µια ακόµη εφαρµογή της ανισότητας
Bohnenblust–Hille καταλήγουµε πως η τυχαία συνάρτηση ha,b ικανοποιεί

‖ha,b − f‖2L2
=
∑
S∈Σa

(αS − f̂(S))2 +
∑
S/∈Σa

f̂(S)2 < b2|Σa|+ (a+ b)
2
d+1

∑
S/∈Σa

|f̂(S)|
2d
d+1

≤ (B
{±1}
d )

2d
d+1
(
b2(a− b)−

2d
d+1 + (a+ b)

2
d+1
)
.

∆ιαλέγοντας τις ϐέλτιστες παραµέτρους a, b για τις οποίες το δεξί µέλος ειναι µικρότερο του
ε, έπεται το συµπέρασµα του ϑεωρήµατος. �

Κάτω ϕράγµατα

Η πρόσφατη εργασία [7] περιλαµβάνει κάτω ϕράγµατα για τον ελάχιστο αριθµό δειγµάτων
που απαιτούνται για να µάθει κανείς µια γενική συνάρτηση f ∈ Fn,d. Το κεντρικό
αποτέλεσµα του άρθρου δείχνει πως Ωd,ε,δ(log n) δείγµατα είναι απαραίτητα για αυτό το
σκοπό, κάτι που αποδεικνύει πως το ϑεώρηµα της προηγούµενης ενότητας είναι ϐέλτιστο
καθώς n → ∞. Η ιδέα είναι πως αν µια κλάση F περιλαµβάνει k Boolean συναρτή-
σεις που απέχουν πολύ ανά δύο, τότε κανένας αλγόριθµος δεν µπορεί να τις ξεχωρίσει
χρησιµοποιώντας λιγότερα από Ω(log k) δείγµατα. Συνεπώς, το αποτέλεσµα έπεται επειδή
η µετρική εντροπία της κλάσης (Fn,d, ‖ · ‖L2) συµπεριφέρεται λογαριθµικά στο n καθώς
n → ∞. Το κύριο τεχνικό αποτέλεσµα του [7] είναι µια νέα εκτίµηση της µετρικής εν-
τροπίας αυτής της κλάσης που είναι ϐέλτιστη καθώς n → ∞ και καθώς d → ∞, για
d ≤ log2 n.
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Joint ergodicity of sequences - An exposition

Nikos Frantzikinakis
∗

Abstract

A collection of integer sequences is jointly ergodic if for every ergodic measure
preserving system the multiple ergodic averages, with iterates given by this col-
lection of sequences, converge in the mean to the product of the integrals of the
functions involved. Convenient necessary and sufficient conditions for joint ergod-
icity were given in [11] and this exposition uses a simplified version of the argument
in [11] in order to recover its main results under somewhat stronger assumptions.
The argument we give is rather short and avoids deep tools from ergodic theory. The
main result can be used to prove new ergodic theorems and give vast simplifications
of older results that depended on deep machinery from ergodic theory.

1 Introduction

The polynomial Szemerédi theorem of Bergelson and Leibman [1] states that if Λ is a set
of integers with positive upper density and p1, . . . , p` ∈ Z[t] are polynomials with zero
constant term, then there exist m,n ∈ N such that

m,m+ p1(n), . . . ,m+ p`(n) ∈ Λ.

This generalizes the theorem of Szemerédi [28] on arithmetic progressions that corre-
sponds to the case where p1(n) = n, p2(n) = 2n, . . . , p`(n) = `n. The proof of Bergelson
and Leibman uses ergodic theory and up to this day it is the only proof that covers the
full generality of this result. Using the correspondence principle of Furstenberg [14, 15]
it turns out that it suffices to verify the following: For every measure preserving system
(X,X , µ, T ) and set A ∈ X with positive measure, there exists n ∈ N such that

µ(A ∩ T−p1(n)A ∩ · · · ∩ T−p`(n)A) > 0.

The proof of this multiple recurrence property proceeds by analyzing the limiting behav-
ior in L2(µ) of the following multiple ergodic averages (see our notation for averages in
Section 1.1)

En∈[N ] T
p1(n)f1 · . . . · T p`(n)f`. (1.1)

Finding an explicit formula for this limit for all polynomials is still an unresolved prob-
lem, but in some cases the limit takes a particularly simple form, namely, it is the
product of the integrals of the functions f1, . . . , f`. Due to congruence obstructions
this can only be the case for totally ergodic systems, which is the reason why we are
particularly interested in this class of systems. The prototypical result was established

∗The author was supported by the Hellenic Foundation for Research and Innovation, Project No: 1684.
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by Furstenberg and Weiss [16] and states that in a totally ergodic system for every
f, g ∈ L∞(µ) we have

lim
N→∞

En∈[N ] T
nf · Tn2

g =

∫
f dµ ·

∫
g dµ (1.2)

in L2(µ). The proof of this result is rather involved and its most difficult component is
the analysis of a special class of two step distal systems, called Conze-Lesigne systems
(introduced in [7]), that control the limiting behavior of these averages. Conze-Lesigne
systems are particular examples of systems with nilpotent structure, a concept that
has played an important role in subsequent developments in the field. By combining
the Host-Kra theory of characteristic factors [17] and equidistribution results on nil-
manifolds from [22], the author and Kra extended in [13] the result of Furstenberg and
Weiss by showing that in a totally ergodic system if the polynomials p1, . . . , p` ∈ Z[t] are
rationally independent,1 then for all f1, . . . , f` ∈ L∞(µ) we have

lim
N→∞

En∈[N ] T
p1(n)f1 · . . . · T p`(n)f` =

∫
f1 dµ · · ·

∫
f` dµ (1.3)

in L2(µ). If the polynomials are rationally dependent, then easy examples of totally
ergodic circle rotations show that the previous limit formula fails. In fact, when p1(n) =

n, p2(n) = 2n, . . . , p`(n) = `n, the limit can be computed using the results in [17, 30, 31]
and it turns out that it genuinely depends on the (`−1)-step nilsystems that are factors
of the original system. So in order to obtain an explicit limit formula for the averages (1.1)
for dependent polynomials, the use of deep structural results from ergodic theory and
equidistribution results on nilmanifolds seems unavoidable. This is not the case though
for rationally independent polynomials, and it has been a tantalizing open problem for
quite a while to get an ‘‘elementary’’ proof for the limit formulas (1.2) and (1.3). The
main purpose of this note is to reproduce a simplified version of an argument from [11]
that accomplishes this goal. Moreover, as in [11], our main result (Theorem 2.1) gives
a rather general statement that applies to a variety of sequences, not just polynomials,
and this allows to prove some new convergence results and establish some conjectures.
We record a few examples from recent literature in Section 2.3. As in [11], our argument
was motivated by techniques of Peluse [24] and Peluse and Prendiville [26] of finitary
nature that were originally devised to give quantitative estimates for special cases of the
polynomial Szemerédi theorem.

1.1 Definitions and notation

With N we denote the set of positive integers and with Z+ the set of non-negative
integers. For t ∈ R we let e(t) := e2πit. With T we denote the one dimensional torus
and we often identify it with R/Z or with [0, 1). With <(z) we denote the real part
of the complex number z. For N ∈ N we let [N ] := {1, . . . , N}. If a : Ns → C is a
bounded sequence for some s ∈ N and A is a non-empty finite subset of Ns, we let
En∈A a(n) := 1

|A|
∑

n∈A a(n).

1A collection of integer polynomials is rationally independent, if every non-trivial linear combination of
the polynomials is non-constant.
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2 Main results

2.1 Definitions

In order to facilitate our exposition we reproduce some definitions from [11].

Definition. We say that the collection of sequences a1, . . . , a` : N→ Z is jointly ergodic

for the ergodic system (X,X , µ, T ), if for all f1, . . . , f` ∈ L∞(µ) we have

lim
N→∞

En∈[N ] T
a1(n)f1 · . . . · T a`(n)f` =

∫
f1 dµ · . . . ·

∫
f` dµ (2.1)

in L2(µ).

If a collection of sequences is jointly ergodic for every ergodic system, then an er-
godic decomposition argument shows that the limit formula (2.1) holds for every system
(X,X , µ, T ) (not necessarily ergodic), if we use in place of the integrals

∫
fi dµ the con-

ditional expectations E(fi|I(T )) (I(T ) is the σ-algebra of T -invariant sets). This implies
that the following strong multiple recurrence property holds

lim
N→∞

En∈[N ] µ(A ∩ T−a1(n)A ∩ · · · ∩ T−a`(n)A) ≥ (µ(A))`+1,

for every system (X,X , µ, T ) and every A ∈ X . It is then a consequence of the corre-
spondence principle of Furstenberg [15] that every set of integers with positive upper
density contains patterns of the form m,m+ a1(n), . . . ,m+ a`(n), for some m,n ∈ N.

Definition. If (X,X , µ, T ) is a system we defined its spectrum as follows

Spec(T ) := {t ∈ [0, 1) : Tf = e(t) f for some non-zero f ∈ L2(µ)}.

For the definition of the seminorms ||| · |||s we refer the reader to Section 3.2.

Definition. We say that the collection of sequences a1, . . . , a` : N→ Z is:

(i) good for seminorm estimates for the system (X,X , µ, T ), if there exists s ∈ N such
that if f1, . . . , f` ∈ L∞(µ) and |||fi|||s = 0 for some i ∈ {1, . . . , `}, then

lim
N→∞

En∈[N ] T
a1(n)f1 · . . . · T a`(n)f` = 0

in L2(µ);

(ii) good for equidistribution on S ⊂ [0, 1), if for all t1, . . . , t` ∈ S, not all of them 0, we
have

lim
N→∞

En∈[N ] e(a1(n)t1 + · · ·+ a`(n)t`) = 0. (2.2)

It is known [18, 23] that if p1, . . . , p` : N → Z are polynomials with pairwise non-
constant differences, then they are good for seminorm estimates for every ergodic sys-
tem. They are also good for equidistribution for all totally ergodic systems if and only
if the polynomials are rationally independent; this follows easily from a well known
equidistribution result of Weyl. If c1, . . . , c` are positive distinct non-integers, then it
can be shown [9] that the collection of sequences [nc1 ], . . . , [nck ] is good for seminorm
estimates and good for equidistribution for all ergodic systems.
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2.2 Main result

We are now ready to state our main result (in applications we are going to use it for
S = [0, 1) and S = ([0, 1) \Q) ∪ {0}.).

Theorem 2.1. Let S be a susbet of [0, 1) with countable complement in [0, 1). The

collection of sequences a1, . . . , a` : N→ Z is jointly ergodic for all systems with spectrum

in S if and only if it is good for seminorm estimates and equidistribution for these systems.

Remarks. • The necessity of the conditions is easy to establish, the interesting part is
the sufficiency.
• Theorem 1.1 in [11] uses somewhat weaker assumptions. The stronger assumption

we use here allows to simplify the proof in [11].
• Theorem 1.4 in [11] shows that under weaker equidistribution hypothesis, which

are satisfied by collections of rationally independent integer polynomials, the rational
Kronecker factor controls the limiting behavior of the associated multiple ergodic aver-
ages. One can deduce this result from Theorem 2.1 as in [11, Section 5].

In order to facilitate understanding, we are going to first prove Theorem 2.1 for ` = 2

in Section 4 and then explain the necessary changes needed for the proof of the general
case in Section 5.

Since for totally ergodic systems (X,X , µ, T ) we have Spec(T ) ⊂ ([0, 1) \ Q) ∪ {0},
an immediate consequence of Theorem 2.1 (for S = ([0, 1) \ Q) ∪ {0}) is the following
result:

Corollary 2.2. The collection of sequences a1, . . . , a` : N → Z is jointly ergodic for all

totally ergodic systems if and only if it is good for seminorm estimates for all totally

ergodic systems and (2.2) holds for all t1, . . . , t` ∈ [0, 1) that are either irrational or zero

but not all of them zero.

This applies to collections of rationally independent polynomials p1, . . . , p` ∈ Z[t],
hence we recover the limit formulas (1.2) and (1.3).

2.3 Applications

Theorem 2.1 can be used to give significantly simpler proofs of results in [3, 9, 13, 16,
20] (the parts that correspond to joint ergodicity properties). But it also gives access
to convergence results not previously known. The main reason why Theorem 2.1 is
advantageous for these applications, is that it enables us to bypass some difficult and
often inaccessible equidistribution results on nilmanifolds that need to be established in
order to use the Host-Kra theory of characteristic factors. We record a few instances of
these applications below. We remark that in all these cases the most difficult component
is to verify the good seminorm property; verifying the needed good equidistribution
property is usually a simple matter.

Theorem 2.1 was used in [12] to prove the following joint ergodicity result for se-
quences given by fractional powers of primes.
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Theorem 2.3 ([12]). Let c1, . . . , c` be distinct positive non-integers. Then the collection of

sequences [pc1n ], . . . , [pc`n ] is jointly ergodic for every ergodic system.

Previously this was only known for ` = 1 and for ` = 2 it was not even known for
nilsystems or weakly mixing systems.

Another very interesting application of Theorem 2.1 was recently obtained by Tsinas
[29] who verified a conjecture of the author from [9] (see also [10, Problem 23]).

Theorem 2.4 ([29]). Let a1, . . . , a` : [1,∞) → R be functions from a Hardy field
2

that

have polynomial growth. Then the collection of sequences [a1(n)], . . . , [a`(n)] is jointly

ergodic for all ergodic systems if whenever a(t) is a non-trivial linear combination of the

functions a1, . . . , a` we have

lim
t→∞

|a(t)− p(t)|
log t

=∞

for all polynomials p ∈ Z[t].3

Previously this was known for ` = 1 (it follows easily from [6]) and for general `
partial progress was made in [4, 9, 20, 27].

Theorem 2.1 was also used in [11] in order to address a problem of Bergelson,
Moreira, and Richter [4, Conjecture 6.1]. It establishes an extension of the limit formula
(1.3) that covers iterates given by polynomials with fractional powers.

Theorem 2.5. Let a1, . . . , a` : R+ → R be linearly independent functions of the form∑k
i=1 αit

ci where α1, . . . , αk ∈ Q and c1, . . . , ck ∈ (0,+∞). Then the collection of se-

quences [a1(n)], . . . , [a`(n)] is jointly ergodic for all totally ergodic systems.

Lastly, Theorem 2.1 was recently extended by Best and Moragues [5] to a large
class of countable Abelian group actions, and this extension was subsequently used
by Donoso, Koutsogiannis, and Sun [8] to prove joint ergodicity results for commuting
transformations with polynomial iterates under some ergodicity assumptions.

3 Background

3.1 Measure preserving systems

A measure preserving system, or simply a system, is a quadruple (X,X , µ, T ) where
(X,X , µ) is a Lebesgue probability space and T : X → X is an invertible, measurable,
measure preserving transformation. Throughout, for n ∈ N we denote by Tn the com-
position T ◦ · · · ◦ T (n times) and let T−n := (Tn)−1 and T 0 := idX . Also, for f ∈ L2(µ)

and n ∈ Z we denote by Tnf the function f ◦ Tn.
2This class includes all linear combinations of the functions ta(log t)b(log log t)c, a, b, c ∈ R, and more

generally, all functions defined on some half-line [c,∞) using a finite combination of the symbols +,−,×, :
, log, exp, operating on the real variable t and on real constants.

3This condition is close to being necessary, in the sense that if it fails for some non-linear p, then
the collection of sequences a1, . . . , a` is not going to be jointly ergodic for some ergodic rotation on the
`-dimensional torus.
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We say that the system (X,X , µ, T ) is ergodic if the only functions f ∈ L2(µ) that
satisfy Tf = f are the constant ones. It is totally ergodic if (X,X , µ, T d) is ergodic for
every d ∈ N, or equivalently, if the system is ergodic and Spec(T ) ⊂ ([0, 1) \Q) ∪ {0}.

A function f ∈ L2(µ) is an eigenfunction of the system if Tf = e(α)f for some α ∈ R.
We denote with E(T ) the set of all eigenfunctions of the system with unit modulus.

3.2 Gowers-Host-Kra seminorms

Throughout, we use the following notation:

Definition. Let (X,X , µ, T ) be a system and f ∈ L∞(µ). If n = (n1, . . . , ns) ∈ Zs,
n′ = (n′1, . . . , n

′
s) ∈ Zs, ε = (ε1, . . . , εs) ∈ {0, 1}s, and z ∈ C, we let

(i) ε · n := ε1n1 + · · ·+ εsns;

(ii) |n| := |n1|+ · · ·+ |ns|;

(iii) Clz := z if l is even and Clz = z if l is odd;

(iv) ∆nf := Tnf · f , n ∈ Z;

(v) ∆nf := ∆n1 · · ·∆nsf =
∏
ε∈{0,1}s C|ε|T ε·nf .

For instance, we have

∆(n1,n2)f = f · Tn1f · Tn2f · Tn1+n2f, n1, n2 ∈ Z.

Given an ergodic system (X,X , µ, T ) we will make extensive use of the seminorms
||| · |||s, s ∈ N, on L∞(µ), that were introduced in [17]. They are often refereed to as
Gowers-Host-Kra seminorms, or uniformity seminorms, and are defined inductively for
f ∈ L∞(µ) as follows:

|||f |||1 :=
∣∣∣ ∫ f dµ

∣∣∣,
and for s ∈ Z+ we let

|||f |||2s+1

s+1 := lim
N→∞

En∈[N ]|||∆nf |||2
s

s . (3.1)

For instance, we have

|||f |||42 = lim
N→∞

En∈[N ]

∣∣∣ ∫ f · Tnf dµ
∣∣∣2.

An application of the mean ergodic theorem shows that

|||f |||42 = lim
N1→∞

En1∈[N1] lim
N2→∞

En2∈[N2]

∫
f · Tn1f · Tn2f · Tn1+n2f dµ. (3.2)

Likewise, by successive applications of the mean ergodic theorem, it can be shown that
the limit in (3.1) exists and for f ∈ L∞(µ) and s ∈ Z+ we have that (see [17] or [19,
Chapter 8])

|||f |||2ss = lim
N1→∞

· · · lim
Ns→∞

En1∈[N1] · · ·Ens∈[Ns]

∫
∆(n1,...,ns)f dµ. (3.3)
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For s′ ∈ [s] it can be shown that we can take any s′ of the iterative limits to be simulta-
neous limits (i.e. average over [N ]s

′
and let N →∞) without changing the value of the

limit. This was originally proved in [17] and for a much simpler proof see [2]. Taking
s′ = s gives

|||f |||2ss = lim
N→∞

En∈[N ]s

∫
∆nf dµ. (3.4)

For s ≥ 2 taking s′ = s− 1 and using the mean ergodic theorem gives

|||f |||2ss = lim
N→∞

En∈[N ]s−1

∣∣∣ ∫ ∆nf dµ
∣∣∣2. (3.5)

Lastly, for s ≥ 3 taking s′ = s− 2 gives

|||f |||2ss = lim
N→∞

En∈[N ]s−2 |||∆nf |||42. (3.6)

3.3 Soft inverse theorems

Recall that if (X,X , µ, T ) is a system, with E(T ) we denote the set of its eigenfunctions
with unit modulus.

Proposition 3.1. Let (X,X , µ, T ) be an ergodic system and f ∈ L∞(µ) be 1-bounded.

Then

|||f |||42 ≤ sup
χ∈E(T )

<
(∫

f · χdµ
)
.

Proof. Let K(T ) be the closed subspace of L2(µ) spanned by all eigenfunctions of the
system. It is not hard to prove (see for example [19, Chapter 8, Theorem 1]) that

|||f |||2 = |||f̃ |||2

where f̃ := E(f |K(T )). Since the system is ergodic and the underlying probability space
is Lebesgue, the subspace K(T ) has an orthonormal basis of eigenfunctions of modulus
one, say (χj)j∈N. Then f̃ =

∑∞
j=1 cj χj where

cj :=

∫
f̃ · χj dµ =

∫
f · χj dµ, j ∈ N.

We have

|||f̃ |||42 =
∞∑
j=1

|cj |4 ≤ sup
j∈N

(|cj |2)
∞∑
j=1

|cj |2 = sup
j∈N

(|cj |2) ‖f‖2L2(µ) ≤ sup
j∈N

∣∣∣ ∫ f · χj dµ
∣∣∣,

where the first identity follows by orthonormality and direct computation using (3.2),
the second identity follows by the Parseval identity, and the last estimate holds since all
functions involved are 1-bounded. The result now follows since the set E(T ) is invariant
under multiplication by unit modulus constants.

Proposition 3.2. Let (X,X , µ, T ) be an ergodic system and f ∈ L∞(µ) be such that

|||f |||s+2 > 0 for some s ∈ Z+.

(i) If s = 0, then there exists χ ∈ E(T ) such that <
( ∫

f · χdµ
)
> 0.
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(ii) If s ≥ 1, then there exist χn ∈ E(T ), n ∈ Ns, such that

lim inf
N→∞

En∈[N ]s<
(∫

∆nf · χn dµ
)
> 0.

Proof. If s = 0, then the conclusion follows immediately from Proposition 3.1.
Suppose that s ≥ 1. By (3.6) we have that

lim
N→∞

En∈[N ]s |||∆nf |||42 > 0.

Using Proposition 3.1 we deduce that

lim inf
N→∞

En∈[N ]s sup
χ∈E(T )

<
(∫

∆nf · χdµ
)
> 0.

This immediately implies the asserted estimate.

3.4 Gowers-Cauchy-Schwarz estimates

We will use the following variant of the so called Gowers-Cauchy-Schwarz inequality:

Lemma 3.3. Let (X,X , µ, T ) be a system, for s ∈ N let fε ∈ L∞(µ), ε ∈ {0, 1}s, be

1-bounded functions, and gn ∈ L∞(µ), n ∈ Ns. Let also 1 := (1, . . . , 1). Then for every

N ∈ N we have∣∣∣En∈[N ]s

∫ ∏
ε∈{0,1}s

T ε·nfε · gn dµ
∣∣∣2s ≤ En,n′∈[N ]s

∫
∆n−n′f1 · T−|n|gn,n′ dµ,

where for every n, n′ ∈ Ns the function gn,n′ is equal to a product of 2s functions that

belong to the set {gn, gn, n ∈ Ns}.

Proof. For notational simplicity we give the details only for s = 2. The general case can
be proved in a similar manner by successively applying the Cauchy-Schwarz inequality
with respect to the variables ns, . . . , n1, exactly as we do below for s = 2. We have that∣∣∣En1,n2∈[N ]

∫
f0 · Tn1f1 · Tn2f2 · Tn1+n2f3 · gn1,n2 dµ

∣∣∣2
is bounded by (we use that f0, f1 are 1-bounded)

En1∈[N ]

∫ ∣∣∣En2∈[N ]T
n2f2 · Tn1+n2f3 · gn1,n2

∣∣∣2 dµ.
After expanding the square we find that this expression is equal to

En1∈[N ]

∫
En2,n′2∈[N ] T

n2f2 · Tn
′
2f2 · Tn1+n2f3 · Tn1+n′2f3 · gn1,n2 · gn1,n′2

dµ.

After composing with T−n2 , exchanging En1∈[N ] with En2,n′2∈[N ], using the Cauchy-
Schwarz inequality, and that f2 is 1-bounded, we get that the square of the last expres-
sion is bounded by

En2,n′2∈[N ]

∫ ∣∣∣En1∈[N ] T
n1f3 · Tn1+n′2−n2f3 · T−n2(gn1,n2 · gn1,n′2

)
∣∣∣2 dµ.
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As before, we expand the square, and compose with T−n1 . We arrive at the expression

En1,n2,n′1,n
′
2∈[N ]∫

f3 ·Tn
′
1−n1f3 ·Tn

′
2−n2f3 ·Tn

′
1+n′2−n1−n2f3 ·T−n1−n2(gn1,n2 · gn1,n′2

· gn′1,n2
· gn′1,n′2) dµ,

which is equal to the right hand side of the asserted estimate when s = 2 (for n :=

(n1, n2), n′ := (n′1, n
′
2)). Combining the previous two estimates gives the asserted bound

for s = 2.

4 Proof of the main result for ` = 2

The goal of this section is to give a proof for the sufficiency of the conditions in Theo-
rem 2.1 for ` = 2 (the necessity is simple). It suffices to prove the following:

Theorem 4.1. Let S be a susbet of [0, 1) with countable complement in [0, 1). Suppose

that the sequences a, b : N→ Z are good for equidistribution on S and seminorm estimates

for the system (X,X , µ, T ) with Spec(T ) ⊂ S. Then for all f, g ∈ L∞(µ) we have

lim
N→∞

En∈[N ] T
a(n)f · T b(n)g =

∫
f dµ ·

∫
g dµ (4.1)

in L2(µ).

The proof of Theorem 2.1 for general ` is similar to the case ` = 2 but involves an
additional induction and is notationally more complicated; we describe the modifications
needed to get the more general statement in Section 5.

4.1 Preparation

In order to ease the exposition of the proof of Theorem 4.1 we use this subsection to
gather some preparatory results. We are going to complete the proof of Theorem 4.1 in
Section 4.2.

4.1.1 The case where g is an eigenfunction

We are going to make essential use of the good equidistribution assumption for the
sequences a, b : N→ Z to prove the next result.

Proposition 4.2. Theorem 4.1 holds if g is an eigenfunction of the system.

Proof. If f is constant, then the conclusion easily follows from our equidistribution
assumption. Thus, it suffices to show that if

∫
f dµ = 0 and χ ∈ E(T ), then

lim
N→∞

En∈[N ] T
a(n)f · T b(n)χ = 0

in L2(µ).
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Suppose that the eigenvalue of χ is e(α) for some α ∈ Spec(T ). Then T b(n)χ =

e(b(n)α)χ, so it suffices to show that

lim
N→∞

En∈[N ] cn T
a(n)f = 0 (4.2)

in L2(µ) where cn := e(b(n)α), n ∈ N. To this end, we invoke the theorem of Herglotz
(see for example [21, Section 7.6]) for the positive definite sequence a(n) :=

∫
f ·Tnf dµ,

n ∈ Z. It gives that there exists a positive bounded measure σ on T (thought of as [0, 1))
such that ∫

f · Tnf dµ =

∫
e(nt) dσ(t), n ∈ Z. (4.3)

Note that σ does not have a point mass on 0 because f has integral 0, or on any other
number on the complement of Spec(T ) (we leave these standard facts as an exercise for
the reader). A simple computation that uses (4.3) shows that∥∥∥En∈[N ] cn T

a(n)f
∥∥∥
L2(µ)

=
∥∥En∈[N ] cn e(a(n)t)

∥∥
L2(σ)

, N ∈ N.

Using this identity, the bounded convergence theorem, and the fact that the bounded
measure σ does not have point masses on 0 and on the countable set [0, 1) \ S (since it
is contained on the complement of Spec(T )), we get that (4.2) would follow if we show
that for every non-zero t ∈ S we have

lim
N→∞

En∈[N ] e(a(n)t+ b(n)α) = 0.

Since α ∈ Spec(T ) ⊂ S, this follows from our assumption that the pair of sequences
a, b : N→ Z is good for equidistribution on S.

4.1.2 Positivity for g implies positivity for an averaged function g̃

Our next goal is to show that if the positivity property (4.4) below holds, then it also
holds when we replace g with an averaged function g̃. This is a simple but crucial
observation because uniformity properties of g̃ are easier to analyse than those of g.

Proposition 4.3. Let (X,X , µ, T ) be a system and f, g ∈ L∞(µ) be such that

lim sup
N→∞

∥∥∥En∈[N ] T
a(n)f · T b(n)g

∥∥∥
L2(µ)

> 0. (4.4)

Then there exist Nk →∞ and 1-bounded gk ∈ L∞(µ), k ∈ N, such that for

g̃ := lim
k→∞

En∈[Nk] T
−b(n)gk · T a(n)−b(n)f, (4.5)

where the limit is a weak limit (note that then g̃ ∈ L∞(µ)), we have

lim sup
N→∞

∥∥∥En∈[N ] T
a(n)f · T b(n)g̃

∥∥∥
L2(µ)

> 0. (4.6)

Proof. We can assume that both f and g are 1-bounded. For fixed f ∈ L∞(µ) we let
C = C(f) be the L2(µ) closure of all linear combinations of all subsequential weak-limits
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of sequences of the form En∈[N ] T
−b(n)gN · T−b(n)+a(n)f, where gN ∈ L∞(µ), N ∈ N, are

1-bounded functions.
We first claim that if g is orthogonal to the subspace C, then

lim
N→∞

En∈[N ] T
a(n)f · T b(n)g = 0

in L2(µ). Indeed, if this is not the case, then there exist a > 0 and Nk →∞ such that∥∥∥En∈[Nk] T
a(n)f · T b(n)g

∥∥∥
L2(µ)

≥ a, k ∈ N.

If we define the 1-bounded functions gk := En∈[Nk] T
a(n)f · T b(n)g, k ∈ N, we deduce

that
En∈[Nk]

∫
gk · T a(n)f · T b(n)g dµ ≥ a2, k ∈ N. (4.7)

By passing to a subsequence, we can assume that the sequence of 1-bounded functions
En∈[Nk] T

−b(n)gk · T a(n)−b(n)f , k ∈ N, converges in the weak topology of L2(µ) to a
function h ∈ C. Then composing with T−b(n) in (4.7) we deduce that

∫
g · h dµ 6= 0,

contradicting our assumption that g is orthogonal to the subspace C. This proves our
claim.

From the previous claim we conclude that

lim
N→∞

En∈[N ] T
a(n)f · T b(n)(g − E(g|C)) = 0

in L2(µ), where E(g|C) denotes the orthogonal projection of g onto the closed subspace
C. Hence, if (4.4) holds, then

lim sup
N→∞

∥∥∥En∈[N ] T
a(n)f · T b(n)E(g|C)

∥∥∥
L2(µ)

> 0.

Using the definition of C and an approximation argument, we get that there exist Nk →
∞ and 1-bounded functions gk ∈ L∞(µ), k ∈ N, such that for g̃ as in (4.5) we have that
(4.6) holds. Lastly, since f and gk, k ∈ N, are 1-bounded functions, the same holds for
g̃. This completes the proof.

4.1.3 Seminorms of averaged functions

Our next goal is to use Lemma 3.3 in order to show that if the uniformity seminorm of
an average of functions is positive, then some positiveness property holds for iterated
differences of the individual functions. Note that we do not impose any assumptions on
the sequences a, b : N→ Z here.

Proposition 4.4. Let (X,X , µ, T ) be an ergodic system, and g̃ ∈ L∞(µ) be as in (4.5)
and satisfy |||g̃|||s+2 > 0 for some s ∈ Z+.

(i) If s = 0, then there exists χ ∈ E(T ) such that

lim sup
k→∞

En∈[Nk]<
(∫

gk · T a(n)f · T b(n)χdµ
)
> 0.
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(ii) If s ≥ 1, then there exist χn,n′ ∈ E(T ), n, n′ ∈ Ns, such that

lim inf
N→∞

En,n′∈[N ]s lim sup
k→∞

En∈[Nk]<
(∫

(∆n−n′gk)·T a(n)(∆n−n′f)·T b(n)χn,n′ dµ
)
> 0.

Remark 1. The key point is that positivity properties of expressions involving ∆ng̃,
n ∈ Ns+2, imply positivity properties of expressions involving ∆nf , n ∈ Ns.

Proof. Suppose that s ≥ 1, the argument is similar if s = 0. Proposition 3.2 gives that
there exist χn ∈ E(T ), n ∈ Ns, such that

lim inf
N→∞

En∈[N ]s <
(∫

∆ng̃ · χn dµ
)
> 0.

Since ∆ng̃ =
∏
ε∈{0,1}s C|ε|T ε·ng̃, n ∈ Ns, and g̃ = limk→∞ En∈[Nk] fk,n (the limit is a

weak limit) where
fk,n := T−b(n)gk · T a(n)−b(n)f, k, n ∈ N, (4.8)

we deduce that

lim inf
N→∞

lim
k→∞

En∈[Nk]<
(
En∈[N ]s

∫ ∏
ε∈{0,1}s\{1}

C|ε|T ε·ng̃ · Tn1+···+nsfk,n · χn dµ
)
> 0.

For fixed k, n ∈ N, we apply Lemma 3.3 with f1 := fk,n, fε := C|ε|f for ε ∈ {0, 1}s \ 1,
and gn := χn, n ∈ Ns, and deduce that

lim inf
N→∞

lim sup
k→∞

En∈[Nk] En,n′∈[N ]s

∫
∆n−n′fk,n · χn,n′ dµ > 0

for some χn,n′ ∈ E(T ), n, n′ ∈ Ns (we used that E(T ) is closed under products and
composition with iterates of T ). Note that ∆n(w · z) = ∆n(w) ·∆n(z) and ∆n(T kw) =

T k∆n(w) for all w, z ∈ L∞(µ) and k ∈ N, n ∈ Zs. Using this, equation (4.8), and
keeping in mind that the limsup of a sum is at most the sum of the limsups, the
asserted estimate follows from the last one after composing each function inside the
integral with T b(n).

4.2 Proof of Theorem 4.1

We are now ready to prove Theorem 4.1.

4.2.1 Reduction to a degree lowering property

Since the sequences a, b : N → Z are good for seminorms estimates for the system
(X,X , µ, T ), there exists s ∈ Z+ such that the seminorms ||| · |||s+2 control the averages
(4.1), in the sense that if f, g ∈ L∞(µ) are such that |||f |||s+2 = 0 or |||g|||s+2 = 0, then

lim
N→∞

En∈[N ] T
a(n)f · T b(n)g = 0 (4.9)

in L2(µ). Our goal is to show that a similar property holds with s − 1 in place of s.
Namely, using terminology from [26], we are going to establish the following ‘‘degree

lowering property’’:
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Proposition 4.5. Let S be a susbet of [0, 1) with countable complement in [0, 1). Let

a, b : N→ Z be good for equidistribution for S and (X,X , µ, T ) be an ergodic system with

spectrum in S. If for some s ∈ Z+ the seminorms ||| · |||s+2 control the averages (4.1), then

also the seminorms ||| · |||s+1 control the averages (4.1).

This ‘‘degree lowering property’’ is the heart of the proof of Theorem 4.1. Iterating
this property s+ 1 times we deduce that the seminorms ||| · |||1 control the averages (4.1).
Since |||f |||1 = |

∫
f dµ|, this proves Theorem 4.1.4 So we get the following:

Proposition 4.6. In order to verify Theorem 4.1 it suffices to verify Proposition 4.5.

4.2.2 Proof of Proposition 4.5

We work under the assumption of Proposition 4.5 and our aim is to show that if f ∈
L∞(µ) satisfies |||f |||s+1 = 0, then (4.9) holds (similarly we show that if g ∈ L∞(µ)

satisfies |||g|||s+1 = 0, then (4.9) holds). Equivalently, it suffices to show that if (4.4)
holds, then |||f |||s+1 > 0.

Suppose that s ≥ 1, the argument is similar if s = 0 (in this case the conclusion is
that

∫
f dµ 6= 0). Using (4.4) and Proposition 4.3, we deduce that

lim sup
N→∞

∥∥∥En∈[N ] T
a(n)f · T b(n)g̃

∥∥∥
L2(µ)

> 0,

where
g̃ := lim

k→∞
En∈[Nk] T

−b(n)gk · T a(n)−b(n)f, (4.10)

for some sequence of integers Nk → ∞ and 1-bounded functions gk ∈ L∞(µ), k ∈ N,
where the limit is a weak limit. Since, by assumption, the seminorms ||| · |||s+2 control
the averages in (4.9) we get that

|||g̃|||s+2 > 0. (4.11)

Using Proposition 4.4 we deduce that

lim inf
N→∞

En,n′∈[N ]s lim sup
k→∞

En∈[Nk]<
(∫

(∆n−n′gk) · T a(n)(∆n−n′f) · T b(n)χn,n′ dµ
)
> 0

for some χn,n′ ∈ E(T ), n, n′ ∈ Ns. Using the Cauchy-Schwarz inequality we get

lim inf
N→∞

En,n′∈[N ]s lim sup
k→∞

∥∥∥En∈[Nk] T
a(n)(∆n−n′f) · T b(n)χn,n′

∥∥∥
L2(µ)

> 0.

The advantage now is that since χn,n′ ∈ E(T ), n, n′ ∈ Nd, the average over n is much
simpler to analyse than the original one in Theorem 4.1. In fact, using Proposition 4.2 we
get that it converges in L2(µ) to the product of the integrals of the individual functions.
We deduce that

lim inf
N→∞

En,n′∈[N ]s

∣∣∣ ∫ ∆n−n′f dµ ·
∫
χn,n′ dµ

∣∣∣ > 0

and as a consequence

lim inf
N→∞

En,n′∈[N ]s

∣∣∣ ∫ ∆n−n′f dµ
∣∣∣2 > 0.

4We use here that Theorem 4.1 holds if f or g is constant, which follows from Proposition 4.2.
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Since |
∫

∆nf dµ| remains the same if we change the sign of some of the coordinates of
n, we deduce using a simple computation that

lim inf
N→∞

En∈[N ]s

s∏
j=1

(
1− nj

N

)
·
∣∣∣ ∫ ∆nf dµ

∣∣∣2 > 0.

It follows that
lim
N→∞

En∈[N ]s

∣∣∣ ∫ ∆nf dµ
∣∣∣2 > 0

(the limit exists by (3.5)). Hence, by (3.5) we have that

|||f |||s+1 > 0

as required. This concludes the proof of Proposition 4.5 and by Proposition 4.6 the proof
of Theorem 4.1.

5 Proof of the main result for general `

We now give a summary of the proof of Theorem 2.1 for general `, the reader should
find it easy to fill in the missing details.

Let S be a susbet of [0, 1) with countable complement in [0, 1). Suppose that collec-
tion of sequences a1, . . . , a` : N→ Z is good for seminorm estimates and equidistribution
for the ergodic system (X,X , µ, T ) with specrum in S. Our goal is to show that for all
f1, . . . , f` ∈ L∞(µ) we have

lim
N→∞

En∈[N ] T
a1(n)f1 · . . . · T a`(n)f` =

∫
f1 dµ · . . . ·

∫
f` dµ in L2(µ). (5.1)

Our proof will deviate slightly from the argument given in the case ` = 2, because a
statement analogous to Proposition 4.2 cannot be proved directly when only one of the
functions is in E(T ) (the theorem of Herglotz is no longer applicable). As a substitute
for this we are going to use an induction that we describe next.

We consider ` ≥ 2 fixed and we are going to show the following property by finite
induction on m ∈ {1, . . . , `}:
(Pm) If fj ∈ E(T ) for at least `−m values of j ∈ [`], then (5.1) holds.

If we show this, then taking m = ` gives that (5.1) holds for all functions f1, . . . , f` ∈
L∞(µ) (and as a consequence Theorem 2.1 holds).

For m = 1 we can show that (P1) holds as in Proposition 4.2 using the good equidis-
tribution assumption of the sequences a1, . . . , a` and the theorem of Herglotz.

Suppose now that property (Pm−1) holds for some m ∈ {2, . . . `}. We are going to
show that property (Pm) holds. To this end, we assume, without loss of generality, that
fj ∈ E(T ) for j = m + 1, . . . , `, and we are going to show that (5.1) holds by employing
a degree lowering argument, similar to the one we used in the previous section. More
precisely, our plan is to show that if for some s ∈ Z+ the seminorms ||| · |||s+2 control the
averages in (5.1), in the sense that if |||fi|||s+2 = 0 for some i ∈ {1, . . . , `} and fj ∈ E(T ) for
j = m + 1, . . . , `, we have that the averages in (5.1) converge to 0, then the seminorms
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||| · |||s+1 also control these averages. Since, by our good seminorm assumption, the
seminorms ||| · |||s+2 control the averages (5.1) for some s ∈ N, iterating this degree
lowering property s+ 1 times we deduce that the seminorms ||| · |||1 control the averages
in (5.1), and this easily implies that property (Pm) holds.

So suppose that

lim sup
N→∞

∥∥∥En∈[N ] T
a1(n)f1 · . . . · T a`(n)f`

∥∥∥
L2(µ)

> 0 (5.2)

for some 1-bounded functions f1, . . . , f` ∈ L∞(µ) with fj ∈ E(T ) for j = m + 1, . . . , `.
Then arguing as in the proof of Proposition 4.3 we get that (5.2) continues to hold if in
place of the function f1 we use the function f̃1 defined by

f̃1 := lim
k→∞

En∈[Nk] T
−a1(n)gk ·

∏̀
j=2

T aj(n)−a1(n)f j , (5.3)

for some Nk → ∞ and 1-bounded functions gk ∈ L∞(µ), k ∈ N, where the limit is a
weak limit (note that then f̃1 ∈ L∞(µ)). Since, by our assumption, the seminorms |||·|||s+2

control the averages (5.1) we deduce that |||f̃1|||s+2 > 0. As in the proof of Proposition 4.4
we get for s ≥ 1 that there exist χn,n′ ∈ E(T ), n, n′ ∈ Ns, such that

lim inf
N→∞

En,n′∈[N ]s lim sup
k→∞

En∈[Nk]<
(∫

(∆n−n′gk)·T a1(n)χn,n′ ·
∏̀
j=2

T aj(n)(∆n−n′f j) dµ
)
> 0,

and a somewhat simpler statement for s = 0 that can be dealt in a similar fashion. The
advantage now is that since for all n, n′ ∈ Ns we have χn,n′ ∈ E(T ) and ∆n−n′f j ∈ E(T )

for j = m+1, . . . , `, property (Pm−1) applies and gives that the average over the variable
n converges in L2(µ) to the product of the integrals of the corresponding functions. We
then deduce as in the proof of Proposition 4.6 that

|||fj |||s+1 > 0 for j = 2, . . . `.

Furthermore, since l ≥ 2 we can apply the same argument for the second position
instead of the first and deduce in a similar fashion that |||f1|||s+1 > 0. We conclude that
the seminorms ||| · |||s+1 control the averages (5.1). This shows that property (Pm) holds
and concludes the proof of the induction and the proof of Theorem 2.1.
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A sharp upper bound for the Hausdorff dimension

of the set of exceptional points for the strong

density theorem

Panagiotis Georgopoulos and Constantinos Gryllakis

Abstract

Given an E ⊆ Rm, Lebesgue measurable, we construct a real function
ψ : R+ → R+ (depending on E) increasing, with lim

t→0+
ψ(t) = 0 such that

lim
x∈R

d(R)→0

|R ∩ Ec|
|R| · ψ(d(R))

= 0 for a.e. x ∈ E

(where R is an interval in Rm and d stands for the diameter). This gives a new
constructive proof of a problem posed by S. J. Taylor (1959) [5, p. 314]. Further-
more, the constructive method we use, gives a sharp upper bound for the Hausdorff
dimension of the set of exceptional points, for the strong density theorem of Saks.

Introduction

S. Ulam in [3, Problem 146, p. 228] (see also [8, p.78]) posed the following problem:
Suppose that E is any Lebesgue measurable set on the real line. Does there exist a real
function ψ : R+ → R+ (depending on E) increasing such that lim

t→0+
ψ(t) = 0 and

lim
x∈I
|I|→0

|I ∩ Ec|
|I| · ψ(|I|)

= 0 a.e. in E ?

(here I denotes an interval in R, Ec is the complement of E and | · | stands for the
Lebesgue measure).

The affirmative answer to this question was given by S. J. Taylor in [5] and of course
this is a strengthening of the Lebesgue density theorem. However, the problem, whether
does there exist a function ψ independent of E, has a negative solution (see [5, Theorem
4, p. 312]). Also, in [5], the problem for a similar strengthening of the strong density
theorem of Saks was posed (for Saks’ strong density theorem, see [4, p. 129]).

Problem ([5, p. 314]). Given an m-dimensional Lebesgue measurable set E, does
there exist a real function ψ(t) increasing with lim

t→0+
ψ(t) = 0 such that

lim
x∈R

d(R)→0

|R ∩ Ec|
|R| · ψ(d(R))

= 0 for a.e. x ∈ E ?
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(R is an interval in Rm, d is the diameter).
As S. J. Taylor remarked, the direct methods in [5] did not give this strongest form

of the density theorem in m-space.
The affirmative answer to this problem was given by S. J. Taylor in [6], assuming

the usual form of the strong density theorem and applying an ingenious strengthening
of Egoroff’s theorem. The answer given is not constructive and gives no information on
how the function ψ depends on the set E.

In [9] we give a new constructive answer to the problem of S. J. Taylor in [5], that
gives a function ψ not only for a particular set, but for an uncountable class of sets.

To be precise, given a sequence {(wn, un): n ∈ N} in R2 with wn > 0, un > 0 for

n ∈ N such that the series
∞∑
n=1

wn · un converges, we say that a set E ⊆ R2
belongs

to {(wn, un): n ∈ N} if E =
∞⋃
n=1

(In × Jn), where In × Jn are disjoint intervals in R2

with |In| = wn, |Jn| = un for n ∈ N. Clearly, every bounded open set belongs to some
sequence as above and there are uncountably many sets belonging to a given sequence
(this kind of definition in one dimension is also considered in [1] for a different purpose).
As a result we have that, given a sequence {(wn, un): n ∈ N} as above, we construct
a ψ : R+ → R+ (depending on {(wn, un): n ∈ N}) increasing, with lim

t→0+
ψ(t) = 0 such

that for every set E belonging to {(wn, un): n ∈ N}

lim
x∈(A×B)
d(A×B)→0

|(A×B) ∩ Ec|
|A×B| · ψ(d(A×B))

= 0 for a.e. x ∈ E

(where A×B is an interval in R2). (We remark that the Problem in [5,p.314] is somewhat
misstated, since the ratio following the limit is not uniquely determined, for given d(A×
B).)

It should be noted that, this kind of result can be obtained in one dimension by the
direct methods of [5]. Also, our method equally works in any dimension, but we restrict
to R2 for notational simplicity.

Furthermore, the constructive method we use, gives a sharp upper bound of the
Hausdorff dimension of the set of exceptional points, for the strong density theorem of
Saks.

To be precise, in [2] A. S. Besicovitch proved that, given a perfect set E ⊂ [0, 1] and
denoting by ϕ the sequence a1, a2, . . . of the lengths of interior complementary intervals
of E, then the Hausdorff dimension of the set of exceptional points, for the Lebesgue
density theorem (for E), is bounded above by the Besicovitch-Taylor index (or exponent
of convergence) of the sequence {an : n ∈ N} (defined as

eBT {an : n ∈ N} := inf{c > 0 :

∞∑
n=1

acn converges} (see [7, p. 34]))

and this bound is sharp. In this paper we prove that, given a bounded, open set E ⊆ R
(R is an open interval in R2) and if E is written as a countable union of disjoint intervals,

i.e. E =
∞⋃
n=1

(In× Jn), then the Hausdorff dimension of the set of exceptional points, for
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the strong density theorem (for E), is bounded above by

1 + min{eBT {|In| : n ∈ N}, eBT {|Jn| : n ∈ N}}

and this bound is sharp. Also, working in higher dimensions we have analogous bounds.
It should be noted that, clearly this bound is non-trivial, only in case that at least one

of the series
∞∑
n=1
|In|,

∞∑
n=1
|Jn| converges.

A final remark. The problem, (in the classical proofs of the strong density theorem),
of estimating the Hausdorff dimension of the set of exceptional points is that the sections
of this set vary. So, there is no effective way of estimating its Hausdorff dimension. The
advantage of the present proof is that the set of exceptional points is ‘‘placed’’ as a subset
of a cartesian product of R and a null set. So, after estimating the Hausdorff dimension
of this null set, we can estimate that of the set of exceptional points, by standard results
of the theory.
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Harmonic functions, crossed products and

approximation properties

Aristides Katavolos

In memory of Dimitris Gatzouras

Abstract

The space of harmonic functions on a locally compact group G is the fixed point
space of a certain Markov operator. Its ‘quantization’, the corresponding fixed point
space of operators on L2G, coincides with the weak* closed bimodule over the group
von Neumann algebra generated by this space. We examine the analogous spaces
of jointly harmonic functions and their quantized operator bimodules. This leads
to two different notions of crossed product of operator spaces by actions of G which
coincide when G satisfies a certain approximation property.

The talk is a survey of joint work with M. Anoussis and I. G. Todorov, and of more

recent work by D. Andreou.

1 Appetizer: The diagonal problem

Let Γ be a (discrete) group. Any φ ∈ `∞Γ defines a multiplication operator f 7→ φf :

`2Γ→ `2Γ which we denote by the same symbol φ (here (φf)(s) = φ(s)f(s) for s ∈ Γ).

This multiplication operator is ‘‘diagonal’’ with respect to the orthonormal basis
{δs : s ∈ Γ} of `2Γ.

For r ∈ G, if λr is the translation operator δs 7→ δrs, the operator φλr ∈ B(`2Γ)

‘‘lives’’ on the r-th diagonal. Thus the space of operators with finitely many nonzero
diagonals is {

n∑
i=1

φiλri : φi ∈ `∞Γ, ri ∈ Γ, n ∈ N

}
.

It is not hard to show that this space contains the set of ‘‘matrix units’’ {Er,s : r, s ∈ Γ}
and hence is dense in B(`2Γ) for the w∗-topology (recall that B(`2Γ) is the dual of the
Banach space S1(`2Γ) of trace class operators). But,

Question 1.1. Is it true that every X ∈ B(`2Γ) is the ‘‘sum of its diagonals’’? More
precisely, is it true that if Dr(X) ∈ B(`2Γ) denotes the r-th diagonal of X, then

lim
F⊂⊂G

∑
r∈F

Dr(X)→ X in some sense? (⊂⊂: finite subset)

An incorrect answer appears in more than one classic book...
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Question 1.2. What if we introduce ‘‘multipliers’’ u ∈ `∞Γ (more general than χF )? Can
we find, for each X ∈ B(`2Γ), a net (ui) of finitely supported functions on Γ (possibly
depending on X), so that

lim
i

∑
r

ui(r)Dr(X)→ X ??

2 Harmonic functions

Let µ ∈M(G) be a probability measure on a locally compact group G.

• A function φ : G→ C is said to be µ-harmonic if∫
G
φ(st)dµ(t) = φ(s) . Write φ ∈ H(µ) .

We studied the notion of µ-harmonic functions, and its connection to random walks,
in a seminar [10] with Dimitris Gatzouras and others.

Here, we will limit ourselves to the functional analysis approach.

Thus a µ-harmonic function φ is a fixed point of the map Pµ given by

(Pµφ)(s) =

∫
G
φ(st)dµ(t) .

The map Pµ is positive, unital, w∗-continuous on L∞(G).

3 The (classical) Poisson boundary

The space H(µ) of µ-harmonic functions is the range of a positive unital projection
defined on L∞G. This projection can be obtained by averaging over iterates of Pµ, as
follows:

Note that, since L∞G is a dual Banach space, so is B(L∞G), and hence its unit ball
is w∗-compact.

Define

En :=
1

n

(
I + Pµ + (Pµ ◦ Pµ) + · · ·+ Pn−1

µ

)
∈ ballB(L∞G)

and let Eµ ∈ B(L∞G) be a w∗-cluster point of {En}.

Then it can be shown that Eµ is a unital positive projection onto H(µ).

The space H(µ) is not an algebra under pointwise multiplication. But, using the
projection Eµ, it can be equipped with an associative multiplication �, by defining

φ � ψ := Eµ(φψ), φ, ψ ∈ H(µ) .

Then (H(µ), �) becomes a C*-algebra; since it is w∗-closed, it is a von Neumann
algebra; and since it is abelian, it is an L∞ space:

Thus there exists a probability space (Ω, ν), called the Poisson boundary of µ so
that H(µ) ' L∞(Ω, ν).

Let us remark that the von Neumann algebra structure on (H(µ), �) is independent
of the choice of cluster point for {En} (see section 5).
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4 From Harmonic functions to Harmonic operators

Recall that an φ ∈ L∞G is a µ-harmonic function if∫
G
φ(st)dµ(t) = φ(s) .

If we consider φ ∈ L∞G as a multiplication operator acting on L2G, we may write the
previous equality as an operator-valued integral

Pµφ =

∫
G
ρtφρ

−1
t dµ(t) ∈ B(L2G)

which should be interpreted in the ‘‘weak’’ sense. Here ρ is the right regular represen-
tation Gy L2G given by

(ρrf)(s) = ∆(r)1/2f(sr), f ∈ L2(G), s, r ∈ G

where ∆ : G→ R+ is the modular function, defined by d(tr) = ∆(r)dt.

This interpretation allows us to extend the notion of harmonic functions to operators
(quantisation):

• Let us call an operator T ∈ B(L2G) a µ-harmonic operator if∫
G
ρtTρ

−1
t dµ(t) = T . Write T ∈ H̃(µ) .

So µ-harmonic operators are fixed points of the map

Θµ : B(L2G)→ B(L2G) : T →
∫
G
ρtTρ

−1
t dµ(t)

which is an extension of Pµ and a weak* continuous unital and completely positive map.
(Such maps are sometimes called Markov operators.)

Complete positivity means that, not only does Θµ map positive operators to positive
operators, but for all n its n-th ampliation has the same property: If an n × n matrix
[Tij ] of operators defines a positive operator on (L2G)(n), then [Θµ(Tij)] also defines a
positive operator on (L2G)(n).

5 The non-commutative Poisson boundary

The following construction is due to Arveson [5] and Izumi [7]:

Let Ẽµ ∈ B(B(L2G)) be a w∗-cluster point of {Ẽn}, where

Ẽn :=
1

n

(
I + Θµ + · · ·+ Θn−1

µ

)
: B(L2G)→ B(L2G) .

(This uses the fact that B(L2G) is a dual Banach space, and hence so is B(B(L2G)).)
Then Ẽµ is a unital completely positive projection onto H̃(µ).

Using Ẽµ, we can equip H̃(µ) with an associative multiplication � by defining

T � S := Ẽµ(TS), T, S ∈ H̃(µ) .
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Then the space Nµ := (H̃(µ), �) is a (non abelian) von Neumann algebra and (H(µ), �)
is an abelian *-subalgebra.

As in the classical case, the von Neumann algebra structure on Nµ is independent
of the choice of cluster point for {Ẽn}: indeed every completely positive isometric linear
isomorphism between von Neumann algebras must be a *-isomorphism.

The algebra Nµ is called the non-commutative Poisson boundary of µ.

We would like to find a more ‘‘concrete’’ description. Perhaps the subalgebraH(µ) '
L∞(Ω, ν) may provide a ‘‘coordinate representation’’ for Nµ.

6 Left Ideals of L1(G) and VN(G) bimodules

Observe that the preannihilator Jµ of H(µ), given by

Jµ := H(µ)⊥ =

{
f ∈ L1G :

∫
G
φ(t)f(t)dt = 0∀φ ∈ H(µ)

}
⊆ L1G

is invariant under left translations by G (because H(µ) is) so Jµ is a left (convolution)
ideal.

More generally, consider any closed left ideal J ⊆ L1G.
Then J⊥ ⊆ L∞G ⊆ B(L2G) is annihilated by the maps Θνf for all f ∈ J (here

dνf (t) := f(t)dt); hence J⊥ lies in

ker Θ(J) =

{
T ∈ B(L2(G)) :

∫
G
ρtTρ

−1
t f(t)dt = 0 for all f ∈ J

}
=
⋂
f∈J

ker Θνf .

But each Θνf commutes with left or right multiplication by left-translation operators
{λt, t ∈ G} on L2(G). Thus ker Θ(J) is a bimodule over the w∗-closed linear span of
{λt, t ∈ G}, which is known as the von Neumann algebra VN(G) of G. It follows that
ker Θ(J) also contains the w∗-closed space

Bim(J⊥) := spanw
∗{φλt : φ ∈ J⊥, t ∈ G}

which is a bimodule over VN(G) (since λsφλt = φsλst where φs(t) = φ(s−1t)).

Thus for every closed left ideal J ⊆ L1G we have the inclusion

Bim(J⊥) ⊆ ker Θ(J) .

We think of the elements of Bim(J⊥) as w∗-limits of ‘‘polynomials’’
∑
φiλti whose coef-

ficients φi ∈ L∞G are annihilated by all f ∈ J . On the other hand, ker Θ(J) consists of
all operators annihilated by {Θνf , f ∈ J}.

When can we approximate such operators by suitable polynomials
∑
φiλti?

Theorem 6.1. If G has the Approximation Property AP of Haagerup-Kraus, then the

equality

Bim(J⊥) = ker Θ(J) .

holds for every left ideal J ⊆ L1(G).
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(See section 8 for the Approximation Property).
Thie validity of this equality was first proved for G abelian, or compact, or weakly

amenable discrete with M. Anoussis and I.G. Todorov [3]. The general case was then
proved by J. Crann and M. Neufang [4].

7 Application to jointly harmonic operators

Given a family Λ ⊆M(G) of (complex valued) measures, the setH(Λ) of jointly harmonic

functions is the set
⋂
µ∈ΛH(µ) consisting of all φ ∈ L∞G which are µ-harmonic for all

µ ∈ Λ.
Correspondingly, we define the set of all jointly harmonic operators to be

H̃(Λ) := {T ∈ B(L2(G)) : µ-harmonic for all µ ∈ Λ}
= {T ∈ B(L2(G)) : Θ(µ)(T ) = T for all µ ∈ Λ} .

Clearly, H̃(Λ) ⊇ Bim(H(Λ)) where Bim(H(Λ)) is the w∗-closed linear space generated
by {φλt : φ ∈ H(Λ), t ∈ G}.

Theorem 6.1 is applicable not only to ideals J ⊆ L1(G) which are preannihilators of
µ-harmonic functions, but also to preannihilators of jointly Λ-harmonic functions:

Theorem 7.1. Suppose G has the Approximation Property.

For any Λ ⊆M(G),

H̃(Λ) = Bim(H(Λ)) .

Remark In the special case of functions which are µ harmonic for a probability
measure, the equality H̃(µ) = Bim(H(µ)) holds for all groups. This was shown for
discrete groups by M. Izumi [7], and then for general locally compact groups by W.
Jaworski and M. Neufang [8] using completely different methods.

The crucial point, in this special case, is that the space H(µ) is linearly and covari-
antly completely isometrically isomorphic to a von Neumann algebra, namely L∞(Ω, ν)

where (Ω, ν) is the Poisson boundary.

8 Interlude: the approximation property AP

Very roughly, a locally compact G has the approximation property AP of Haagerup-
Kraus when the Fourier algebra A(G) contains an (unbounded) approximate identity
of a weak form. The Fourier algebra of G consists of all functions u : G → C of the
form u(s) = 〈λsf, g〉 where f, g ∈ L2G. Every such fuction defines a bounded mutiplier
Mu : VN(G)→ VN(G) satisfying Mu(λs) = u(s)λs for all s ∈ G.

The following can be taken as the definition: G has the AP if and only if there
is a net (ui) of compactly supported functions in A(G) such that (Mui) converges in
the stable point-weak* topology to the identity, i.e. (Mui ⊗ id)(a) → a weak* for all
a ∈ VN(G)⊗̄B(`2) [6, Theorem 1.9].

The AP is a weak form of amenability.
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Examples Groups with the AP: Amenable groups, such as abelian or compact groups, but

also some non-amenable, such as Fn.

Groups without the AP: SL(3,Z), SL(3,R).

Under the AP, we can answer Question 1.2:

Proposition 8.1. If Γ is a discrete group with the AP, every operator in B(`2Γ) can be

w∗-approximated by linear combinations of its own diagonals.

Indeed the Mui mentionned above extend to operators defined on the whole of
B(L2G) and provide the required multipliers.

9 Change of perspective: The crossed product

Let us return to the space H(Λ) of functions in L∞G which are jointly harmonic for a
family Λ of complex measures on G, together with its ‘‘quantised’’ cousin H̃(Λ) of jointly
harmonic operators. Note that G acts on H(Λ) by left translations. We wish to use
H(Λ) together with this action to describe the space H̃(Λ).

More generally: Let V ⊆ B(H) be a w∗-closed linear space of operators on some
Hilbert space H (a dual operator space) and let s 7→ αs be an action of G on V by weak*
continuous complete isometries.

We wish to represent both G and V simultaneously and covariantly on the same
space. For this, we ‘‘create more space’’ by enlarging H to accomodate both:

Consider
V⊗̄L∞G ⊆ V⊗̄B(L2G) ⊆ B(H ⊗ L2G)

(we use ⊗̄ for the w∗-closure of the algebraic tensor product).
We represent V onH⊗L2G as follows: thinking of V⊗̄L∞G as consisting of V-valued

L∞ functions on G, we associate to each v ∈ V the function s 7→ α−1
s (v).

More precisely, for each v ∈ V, we define πα(v) ∈ V⊗̄L∞(G) by duality:

〈πα(v), ω ⊗ h〉 :=

∫
G
〈α−1

s (v), ω〉h(s)ds, ω ∈ V∗, h ∈ L1(G) .

(Here V∗ is the space of all w∗-continuous linear forms on V, and we are using the fact
that the projective tensor product of simple tensors of V∗ and L1(G) has V⊗̄L∞G as its
dual.)

We also define a map

λ̃ : G→ B(H ⊗ L2G) : s 7→ λ̃s := IdH ⊗ λs .

So we have the representations

πα : V → V⊗̄B(L2G) ⊆ B(H ⊗ L2G)

λ̃ : G→ B(H ⊗ L2G).

The point is that now the action α becomes ‘‘inner’’: it is implemented by the unitary
group λ̃:

πα(αs(v)) = λ̃sπα(v)λ̃−1
s .
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This setup allows us to define two versions of the crossed product:

• The spatial crossed product V oα G is defined to be the weak* closed subspace of
V⊗̄B(L2G) generated by all ‘‘polynomials’’ in {λ̃s : s ∈ G} with ‘‘coefficients’’ from πα(V):
it is the weak* closed space

V oα G := span{πα(v)λ̃s, v ∈ V, s ∈ G}
w∗
⊆ V⊗̄B(L2G).

• The Fubini crossed product VoF
αG is defined to be the following fixed point subspace

of V⊗̄B(L2G):

V oF
α G := {T ∈ V⊗̄B(L2G) : (αs ⊗Adρs)(T ) = T ∀s ∈ G}

Here α̃s := αs ⊗Adρs acts on a simple tensor T = x⊗ y as follows:
α̃s(T ) = αs(x)⊗ ρsyρ−1

s .

It is not hard to see that πα(V) and λ̃(G) are both elementwise fixed by the action
α̃; hence so is the spatial crossed product generated by them;

V oα G ⊆ V oF
α G .

But do we have equality? In other words, can every α̃-fixed point bew∗-approximated
by ‘‘polynomials’’ of the above form?

It is a classical result (see, for example, [9, Corollary X.1.22]) that these two crossed
products coincide in case V is a von Neumann algebra. However, for more general dual
operator spaces, they can be distinct.

Theorem 9.1 (D. Andreou, [1]). The equality VoαG = VoF
αG holds for all dual operator

spaces V if and only if the group G has the AP.

Note that the ‘‘if’’ direction was also proved by Crann - Neufang [4] using a different
approach.

This Theorem can be viewed as a dynamical characterization of the AP.

10 Bimodules and Crossed products

We now apply these concepts to the Kernel-Bimodule problem. The key is the following:
In the special case where V = L∞G and G acts by left translation (we write G

αGy
L∞G) both crossed products can be represented on L2(G):

Proposition 10.1 (D. Andreou, [1]). There is an isometric normal *-morphism Ψ : B(L2G)→
B(L2G)⊗̄B(L2G) such that: for any closed left ideal J of L1(G), we have

Bim(J⊥)
Ψ' J⊥ oαG G and ker Θ(J)

Ψ' J⊥ oF
αG

G.

Therefore, applying Theorem 9.1, we obtain a conceptually different proof of Theorem
6.1:

Under the AP, the equality Bim(J⊥) = ker Θ(J) holds for all closed left ideals J ⊆ L1G. In

particular, for any Λ ⊆M(G), the space H̃(Λ) of jointly harmonic operators is (isomorphic
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to) the spatial crossed product of the space H(Λ) of jointly harmonic functions by the

translation action of G.

Concluding Remarks We have seen that if a group G has the AP, then

J⊥ oαG G = J⊥ oF
αG

G for all closed left ideals J of L1(G) (∗)

but we do not know whether the converse holds:

Question: Is the AP necessary for the validity of (∗)?
Or is some weaker approximation property sufficient?

Or is (∗) valid for all locally compact bgroups G?

Acknowledgment. Thanks are due to D. Andreou and M. Anoussis for their help in
the preparation of this survey.
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Simultaneous tiling

Mihail N. Kolountzakis
∗

Dedicated to the memory of Dimitris Gatzouras

Abstract

We discuss problems of simultaneous tiling. This means that we have an object
(set, function) which tiles space with two or more different sets of translations. The
most famous problem of this type is the Steinhaus problem which asks for a set
simultaneously tiling the plane with all rotates of the integer lattice as translation
sets.
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1 Tiling by translation

For the purposes of this paper 1 tiling is by translation only [16]. We have an object
T (the tile) which may be a set or a function on some abelian group G (usually the
Euclidean space but it may be Zd or a finite group) which we are translating around

∗Supported by the Hellenic Foundation for Research and Innovation, Project HFRI-FM17-1733 and by
grant No 4725 of the University of Crete.

1This is a survey paper which contains no new results. Many of the results and questions in this paper
are from [21] on parts of which this paper is heavily based.
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Figure 1: An L-shaped tile. The red point is the origin

by a set of translations Λ, in such a way that everything in the group G is covered
exactly once, with the possible exception of a set of zero Haar measure, to account for
such irrelevant things such as boundaries overlapping, which we generally do not care
about. One convenient way to define tiling by a function f (which can be an indicator

Figure 2: A translational tiling by the L-shaped region. The red points are the translation set.

function, if we want tiling by a set) when translated at the locations Λ is to demand that∑
λ∈Λ

f(x− λ) = const., (1.1)

for almost all x ∈ G. To avoid most issues of convergence it makes sense to ask that
f ≥ 0, though some interesting problems do arise with signed f [20].

2 Tiling in Fourier space

It is easy to see that (1.1) may be rewritten as a convolution

f ∗ δΛ = const. (2.1)

where δΛ =
∑

λ∈Λ δλ is the measure that encodes the locations Λ by placing a unit mass
on each of them. Taking the Fourier Transform of this we obtain

f̂ δ̂Λ = Cδ0. (2.2)

This implies that the tempered distribution δ̂Λ is supported on the zeros of f̂ plus the
origin

supp δ̂Λ ⊆
{
f̂ = 0

}
∪ {0}. (2.3)
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Figure 3: The collection δΛ of point masses that encodes the set Λ

Let us now restrict ourselves to the case of G = Rd and Λ ⊆ Rd being a lattice Λ = AZd,
where A is a non-singular d× d matrix. The Poisson summation formula reads

δ̂Λ =
1

|detA|
δΛ∗

in this case, where Λ∗ = A−>Zd is the dual lattice of Λ, so the tiling of f with Λ becomes
equivalent to

f̂(λ∗) = 0 for all λ∗ ∈ Λ∗ \ {0}.

Figure 4: A lattice Λ and its dual Λ∗

3 The Steinhaus tiling problem

In the Steinhaus tiling problem we are seeking a tile that can tile simultaneously with
many different sets of translations. The most important case is: can we find a subset
of the plane which can tile (by translations) with all rotates of the integer lattice Z2? In
some sense we are asking for a set in the plane that can behave simultaneously like all
these rotated squares (Fig. 5). There are two major variations of the Steinhaus problem:
the measurable and the set-theoretic case. In the measurable case we demand our
tile to be a Lebesgue measurable subset of Rd and we are, at the same time, relaxing
our requirements and are allowing a subset of measure 0 of space not to be covered
exactly once by the translates of the tile. In the set-theoretic case we allow the tile to
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Figure 5: The rotated squares are fundamental domains of all rotates of Z2

by any subset and we typically ask that every point is covered exactly once, allowing no
exceptions.

Komjáth [22] answered the Steinhaus question in the affirmative in R2 when tiling
by all rotates of the set B = Z × {0} showing that there are such Steinhaus sets (but
such a set A cannot be measurable as was shown recently in [18]). Sierpinski [26]
showed that a bounded set A which is either closed or open cannot have the lattice
Steinhaus property (that is, intersect all rigid motions of Z2 at exactly one point –
another way to say that A tiles precisely with all rotates of Z2). Croft [5] and Beck [1]
showed that no bounded and measurable set A can have the lattice Steinhaus property
(but see also [23]). Kolountzakis [14, 13] and Kolountzakis and Wolff [19] proved that
any measurable set in the plane that has the measurable Steinhaus property must
necessarily have very slow decay at infinity (any such set must have measure 1). In
[19] it was also shown that there can be no measurable Steinhaus sets in dimension
d ≥ 3 (tiling with all rotates ρZd, where ρ is in the full orthogonal group) a fact that was
also shown later by Kolountzakis and Papadimitrakis [17] by a very different method.
See also [3, 24, 4, 27]. Kolountzakis [15] looks at the case where we are only asking
for our set to tile with finitely many lattices, not all rotates as in the original problem,
which we are also doing in this paper. In a major result Jackson and Mauldin [11, 10]
proved the existence of Steinhaus sets in the plane which tile with all rotates of Z2 (not
necessarily measurable). Their method does not extend to higher dimension d ≥ 3. See
also [25, 12]. It was also shown in [18] that a set A which tiles with all rotates of a finite
set B cannot be measurable.

4 Steinhaus problem in Fourier space

Most of the results on the measurable Steinhaus problem start by observing that if
E ⊆ R2 is Steinhaus then every rotate RθE of E tiles with Z2, which means that for
every angle θ the Fourier Transform 1̂RθE vanishes on Z2 \ {0} since Z2 is the dual
lattice of itself. This implies that 1̂E vanishes on all rotates of Z2. In other words 1̂E

vanishes on all circles centered at the origin that go through at least one integer lattice
point. The number of these circles is large. There are a little less than O(R2) such
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Figure 6: The Fourier Transform of any Steinhaus set must vanish on all circles centered at
the origin that go through at least one integer lattice point

circles of radius ≤ R. Many zeros of a function sometimes imply decay at infinity, and,
by the usual uncertaintly principle (both f and f̂ cannot decay fast at infinity), since
1̂E is small at infinity it follows that 1E is large (e.g., E cannot be bounded).

5 Allowing functions instead of sets in the Steinhaus problem

Let us now relax our requirements and allow our tile to be a function instead of a
set (instead of indicator function, in other words). Satisfying the requirements of the
Steinhaus tiling problem with a function is generally much easier than with a set. The
problem becomes interesting only if one asks for further properties that this function
should have. Therefore we try to find a function with small support, or to prove that
the support of such a function must necessarily be large. Asking for f to have a small
support goes against f having the ability to tile space, especially with many different
sets of translations T . The reason is that for f to tile by translations with T its Fourier
transform must contain a rich set of zeros [16]. This set of zeros must be able to
support the Fourier transform of the measure δT =

∑
t∈T δt (which encodes the set of

translations). By the well known uncertainty principle in harmonic analysis a rich set
of zeros for f̂ usually requires (in various different senses) a large support for f [9].

It is very easy to take f̂ to vanish on the required circles, but one must do it in a way
that ensures that f is itself small in some sense, such as the diameter of its support or
the volume of its support.
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6 Small diameter of the support: lower bounds

The first thing that comes to mind is to take f to be a convolution. It takes a moment to
verify that if f tiles with a set of translates T then so does g ∗ f for any g ∈ L1(Rd). One
can either verify this by checking the definition of tiling for g ∗ f or observe that tiling is
a condition that can be checked on the Fourier side [16] and ĝ ∗ f = ĝ · f̂ has an even
richer set of zeros that f̂ .

So, since f̂ has to vanish on the dual lattices Λ∗i \ {0} we can take

f = 1D1 ∗ 1D2 ∗ · · · ∗ 1DN , (6.1)

where Di is a fundamental parallelepiped of Λi. Since Di + Λi is a tiling it follows that
1̂Di vanishes on Λ∗i \ {0} and that f vanishes on their union and hence tiles with all
Λi. This can be slightly generalized by taking, instead if the indicator functions 1Di any
function fi that tiles with Λi

f = f1 ∗ f2 ∗ · · · fN . (6.2)

Figure 7: The fundamental domains of several lattices. A constant fraction of them project to
a set of large diameter onto one of the coordinate axes.

The following observation (see detailed proof in [21]) was already made in [19] in the
case fi = 1Di .

Theorem 1. If Λ1, . . . ,ΛN are lattices in Rd of volume c1 ≤ vol Λi and f = f1∗f2∗· · ·∗fN
then

diam supp f ≥ CdN. (6.3)

The reason is that a constant fraction of the supports of the fi project onto a constant
fraction of their diameter onto some line, say one of the axes. This implies (obvious if
the fi are nonnegative; one needs the Titchmarsh convolution theorem in the general
case) that so does the support of the convolution f = f1 ∗ · · · ∗ fN (shown in Fig. 7 for
the fi being the indicator functions of fundamental parallelepipeds of the lattices).

If the lattices Λi satisfy some ‘‘roundness’’ assumption, e.g. if each Λi is assumed to
have a fundamental domain of diameter bounded independent of N (as in the important
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case when all the lattices are rotates of Zd), then the convolution tile (6.1) has diameter
which is also at most C ·N .

On the other hand we have the following rather general lower bound for the diameter
of the support [19] assuming only a certain genericity assumption (6.4) on the Λi.

Theorem 2. If Λ1, . . . ,ΛN ⊆ Rd, d ≥ 1, are lattices of volume equal to 1 such that

Λi ∩ Λj = {0} for all i 6= j, (6.4)

then if f tiles with all these lattices we have

diam supp f ≥ CdN1/d. (6.5)

The main question is therefore:

Question 1. Can the gap between the lower bound (6.5) and the linear upper bound
O(N) achievable by the convolution tile (6.1) (in the case of ‘‘round’’ lattices, having
fundamental domains bounded in diameter by a constant) be bridged?

Are there examples of lattices Λi, i = 1, 2, . . . , N , satisfying (6.4) and a non-zero
function f ∈ L1(Rd) that tiles with all Λi and such that

diam supp f = o(N)?

In other words, do there exist collections of lattices for which a common tile f can
be found which is diameter-wise more efficient than the convolution construction (6.1)?

7 A case of large diameter

We observe now [21] that for some collections of lattices the linear upper bound can-
not be improved. The lattices given are both ‘‘round’’ (have a fundamental domain
bounded independent of N ) and satisfy the genericity assumption (6.4). There are how-
ever collinearities so, in some sense, this is not a generic situtation.

Theorem 3. For d ≥ 1 and for each N there are lattices Λ1, . . . ,ΛN ⊆ Rd, of volume 1,
such that if f ∈ L1(Rd),

∫
f 6= 0, tiles with all of them then

diam supp f ≥ CdN.

Proof. We give the proof in the case d = 2. It works with obvious changes in all dimen-
sions d > 2 and it is even easier in dimension d = 1.

Take Λ∗i to be generated by the two vectors

ui = (0, ai), vi = (1/ai, 0),
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Figure 8: The fundamental rectangles of the lattices of Theorem 7 which have only very long
common tiles.

where the numbers a1, . . . , aN are linearly independent over Q and

0.9 < ai < 1.

If f tiles with all Λi then f̂ vanishes on all points of the form

(0, k · ai), i = 1, 2, . . . , N, k ∈ Z \ {0}.

Since all these points are different it follows that the density of zeros on the y-axis is
≥ C ·N . This implies that

diam suppπ2(f) ≥ C ·N

(say, by Jensen’s formula) where π2(f) is the one-variable function

π2(f)(y) =

∫
R
f(x, y) dx.

(This is not an identically zero function by our assumption on the integral of f .) This in
turn implies

diam supp f ≥ C ·N.

8 Small volume of the support

Another measure of the size of the support is its volume. Can we construct a common
tile f for the lattices Λi such that |supp f | is small?

In the case of f given by (6.1) it is clear that

supp f = D1 +D2 + . . .+DN .

To keep things concrete let us assume that all |Di| = 1 in (6.1) (unimodular lattices).
Then the Brunn-Minkowski inequality [7] says that

|supp f | = |D1 + · · ·+DN | ≥
(
|D1|1/d + · · ·+ |DN |1/d

)d
≥ Nd.
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This lower bound
|supp f | ≥ CNd

clearly holds also for functions of the form

f = f1 ∗ f2 ∗ · · · ∗ fN , fi ≥ 0, (8.1)

where for all i = 1, 2, . . . , N we assume that the nonnegative function f tiles with Λi.

We have proved [21]:

Theorem 4. For any collection of lattices Λ1, . . . ,ΛN in Rd of volume at least 1 and any
common tile f for them of the form

f = f1 ∗ f2 ∗ · · · ∗ fN , fi ≥ 0,

with fi tiling with Λi, we have
|supp f | ≥ Nd.

But when the functions f are signed (or complex) we only have

supp f ⊆ supp f1 + · · · supp fN ,

not necessarily equality, which brings us to the next question.

Question 2. If f is given by (8.1), is it true that

|supp f | ≥ CNd? (8.2)

If one requires that the lattices Λ1,Λ2, ...,ΛN ⊂ Rd have the same volume, say 1,
and the sum Λ∗1 + Λ∗2 + ... + Λ∗N of their dual lattices is direct, then, by [15, Theo-
rem 2], they possess a measurable common almost fundamental domain E (generally
unbounded).See Fig. 9.

In this case, |E| = vol(Λi) = 1. So then one can take f = 1E , which tiles with all
Λi, i = 1, 2, ..., N , with |supp f | = |E| = 1.

Motivated by the previous observation, but now dropping the equal volume assump-
tion, we ask the following:

Question 3. Consider the lattices Λ1,Λ2, ...,ΛN , with 1
2 ≤ vol(Λi) ≤ 2. Is there a

function f that tiles with all Λi, such that

|supp f | = o(Nd)?

Question 4. In the case when Λ1, . . . ,ΛN all have volume 1 and satisfy some sort of
genericity condition, such as Λ∗1 + · · ·Λ∗N being a direct sum, as in [15, Theorem 2], can
the common fundamental domain of the Λi be bounded? In the construction of [15,
Theorem 2] the unboundedness is unavoidable, but is it in the nature of things?
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Move by λ1 Move by λ2

Figure 9: How to rearrange the fundamental domains of two lattices so that they agree almost
everywhere [15, Theorem 2]. One breaks up the two domains into smaller and smaller parts,
then moves each by a vector in its own lattice so that they agree almost completely.

9 Small length of the support in d = 1

In the simplest case in dimension d = 1, and for two lattices only, a basic question is
to ask if the convolution (8.1) is best in terms of the length of the support. Here we can
give [21] a simple lower bound assuming a nonnegative function.

Theorem 5. Suppose the nonnegative f : R → R≥0 is measurable and tiles with both
Λ1 = Z and with Λ2 = αZ, where α ∈ (0, 1):∑

n∈Z
f(x− n) = 1,

∑
n∈Z

f(x− nα) =
1

α
, for almost every x ∈ R. (9.1)

Then

|supp f | ≥
⌈

1

α

⌉
α ≥ 2α. (9.2)

Remark 2. If we assume the first equation in (9.1) then the constant in the second
equation is forced to be 1/α. This is because

∫
f = 1 (from the first equation), so

repeating f at a set of translates of density 1/α will give a constant (assuming it tiles)
at that level.

Remark 3. Notice that if α is just a little less than 1 then (9.2) gives a lower bound of
2α, which shows that the convolution 1[0,1] ∗1[0,α] is almost optimal in this case, having
support of size 1 + α.

But if, on the other hand, α is just over 1/2 then the lower bound is just over 1 but
the convolution upper bound is just over 3/2, a considerable gap.

Proof. From the first equation in (9.1) it follows that f(x) ≤ 1 for almost every x. For
the second equation to be true it therefore follows that for almost every x ∈ R there are
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at least d1/αe different values of n ∈ Z such that f(x− nα) > 0. Using this for almost
all x ∈ [0, α) (which ensures that for different x the locations x − nα are also different)
gives (9.2).

Question 5. What is the least possible length of the support of f for a nonnegative f
that tiles with both Z and αZ?

10 Very small diameter of the support with relations among

the lattices

If we have N lattices
Λ1, . . . ,ΛN ⊆ Rd

we can find a function that tiles with them all, namely the function f in (6.1). If
our lattices are assumed to each have a fundamental domain bounded by ∼ 1 then
diam supp f = O(N), and this cannot be improved for functions f arising from (6.1).
We show here [21] that we can choose the lattices Λj so that a common tiling function
exists which is much more tight than that, tighter even than what Theorem 6 imposes.
Of course our lattices will not satisfy the genericity condition (6.4) of Theorem 6, but will
satisfy a lot of relations (their intersection will be a large lattice, in terms of density).

Fix a large prime p and consider the group Zdp. Any nonzero element g of this group
generates a cyclic subgroup of order p. It follows that Zdp has

pd − 1

p− 1
∼ pd−1 =: N

different cyclic subgroups. For each such subgroup G, which we now view as a subset
of {0, 1, . . . , p− 1}d, consider the lattice

ΛG = (pZ)d +G.

This contains the lattice Λ = (pZ)d and has volume

Figure 10: How we construct the (pZ)d-periodic set ΛG from the subgroup G of Zdp

vol ΛG =
vol(pZ)d

|G|
= pd−1 = N.
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The function f = 1[0,p)d , [0, p)d being a fundamental domain of Λ, tiles with Λ and,
therefore, with any larger group, so f is a common tile of all ΛG.

In order to make the volume of the ΛG equal to 1 we shrink everything by N1/d:

Λ′G = N−1/dΛG, f ′(x) = f(N1/dx).

So we have ∼ N lattices Λ′G of volume 1 and a common tile f ′ for them with

diam supp f ′ = diam supp f ·N−1/d =
√
d pN−1/d =

√
dN

1
d−1
− 1
d =
√
dN

1
d(d−1) .

We have proved:

Theorem 6. In dimension d ≥ 2 and for arbitrarily large N we can find N lattices of
volume 1 and a common tile f for them with

diam supp f = Od

(
N

1
d(d−1)

)
,

and, consequently, with
|supp f | = Od

(
N

1
d−1

)
. (10.1)

Question 6. Derive a lower bound for diam supp f , for f tiling with Λ1, . . . ,ΛN ⊆ Rd and
with f ≥ 0 (or just

∫
f > 0) under no algebraic conditions for the lattices Λj , assuming

only that vol Λj ∼ 1.

Question 7. In Theorem 10 we have used the cyclic subgroups of Zdp because they are
easier to count. However the same argument could be carried out using a larger class
of subgroups, perhaps all of them. What is the estimate that can be achieved this way
to replace (10.1)?

11 Almost matching upper and lower bounds for the diame-

ter, d = 1

The construction that we used to prove Theorem 10 gives nothing in dimension d = 1.
Yet, we can prove [21] that, if we allow relations among the lattices, we can achieve
diam supp f = o(N) in dimension 1 as well.

Let us start by defining

λj =
1

N + j
, Λj = λjZ, (j = 1, 2, . . . , N).

We will first construct a function f which tiles with all the Λj , j = 1, 2, . . . , N , such that

diam supp f = o(1).

The Fourier transform of such an f must vanish on the dual lattices

Λ∗j = λ−1
j Z = (N + j)Z, (j = 1, 2, . . . , N)
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except at 0. Write

U =
N⋃
j=1

(N + j)Z \ {0}.

By a result of Erdős [6] U , the set of integers which are divisible by one of the integers
in {N + 1, N + 2, . . . , 2N}, has density tending to 0 with N . Tenenbaum [28] has given
the estimate that this density is at most

1

logδ−o(1)N
, (11.1)

where δ = 0.086071 · · · is an explicit constant.

It is an important result of Beurling [2] that if Λ is a uniformly discrete set of real
numbers of upper density ρ then for any ε > 0 we can find a continuous function f ,
not identically zero, supported by the interval [0, ρ+ ε] such that f̂(λ) = 0 for all λ ∈ Λ.
We can even ask that f̂(0) = 1 if 0 /∈ Λ. By Tenenbaum’s estimate (11.1) we can take
ρ = log−δ+o(1)N and the set U , being a set of integers and thus uniformly discrete,
satisfies the assumptions of Beurling’s theorem, so there is a function f supported in
the interval [0, log−δ+o(1)N ], with integral 1, such that f̂ = 0 on U . It follows that f
tiles with all Λj .

We now scale by a factor of N

f ′(x) = f(x/N), Λ′j = NΛj , diam supp f ′ = O(N log−δ+o(1)N)

and obtain the first half of the following theorem.

Theorem 7. We can find N lattices Λj ⊆ R of with vol Λj ∼ 1 and a function f with∫
f > 0 and supported in an interval of length

N

logδ−o(1)N)

which tiles with all Λj .

Furthermore, for any ε > 0 any such function f must have

diam supp f &ε N
1−ε.

Arguing similarly we can also prove the lower bound for diam supp f in Theorem 11.
If we assume that f tiles with all Λj = λjZ, with, say, 1 ≤ λj ≤ 2, j = 1, 2, . . . , N , then
f̂ vanishes on

N⋃
j=1

λ−1
j Z \ {0}.

If this set is large then Jensen’s formula implies that diam supp f is also large. It was
proved in [8, Theorem 1.1, special case ` = n] that, for any ε > 0, the above union of
arithmetic progressions contains at least cεN2−ε points in [0, 2N ]. By Jensen’s formula
then we have diam supp f &ε N1−ε and this completes the proof of Theorem 11.

Question 8. Can we ensure f ≥ 0 in the first half of Theorem 11?
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Prime Orbits and Möbius Randomness

Giorgos Kotsovolis

In memory of Dimitris Gatzouras

1 Introduction

The celebrated Prime Number Theorem was proved in 1896 independently by both
Hadamard and de la Vallée Poussin. It constituted a major breakthrough in the field of
number theory. It states that the number of prime numbers up to some integer N is
asymptotically equal to N

logN . If we denote by π(N) the number of prime numbers ≤ N ,
then it states

π(N) =

∫ N

0

dt

log t
+O

(
Ne−c

√
logN

)
,

for some absolute constant c. (Note that throughout this transcript the Big O notation
f(x) = O(g(x)) means that there is some constant C such that −Cg(x) ≤ f(x) ≤
Cg(x).) Improving the error term of this asymptotic formula has proven to be one of
the biggest obstacles in all of mathematics and it is related to the notorious Riemann
Hypothesis. In particular, the Riemann Hypothesis is equivalent to the statement that
for every ε > 0,

π(N) =

∫ N

0

dt

log t
+O

(
N

1
2

+ε
)
.

This is not the only interesting version of the Prime Number Theorem though. In the
study of prime numbers one of the most important function is the Möbius function,
which is the function µ : N→ {−1, 0, 1} such that

µ(n) =

0, if n is not square-free

(−1)r, if n is square free
,

where r is the number of primes appearing in the prime decomposition of n. An equiva-
lent form of the Prime Number Theorem is the following equation concerning the Cesàro
Averages of the Möbius function:

1

N

N∑
n=1

µ(n)→ 0.

Again, the Riemann Hypothesis is related to the ‘‘speed’’ of that convergence, and it
predicts that for every ε > 0,

N∑
n=1

µ(n) = O(N
1
2

+ε).

Another theorem connected to the distribution of the prime numbers is Dirichlet’s the-
orem regarding arithmetic progressions.
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Theorem (Dirichlet). For all pairs of integers (a, b) with gcd(a, b) = 1, the arithmetic pro-

gression an+ b contains infinitely many prime numbers. Regarding the Möbius function,

a closely related theorem states that

1

N

N∑
n=1

µ(n)e2πina → 0,

for all a ∈ Q.
The purpose of this expository article is to explain the dynamical interpretations of

these results and to generalize them in different settings, where one can hope to have
generalized Prime Number Theorems.

2 Dynamical Interpretations

The aforementioned results carry dynamical interpretations. The function µ is a mul-
tiplicative function and one of the main principles of number theory is that additive
structures and multiplicative structures behave independently. Say that two sequences
an, bn are independent if

lim
1

N

N∑
n=1

anbn = lim
1

N

N∑
n=1

an lim
1

N

N∑
n=1

bn.

It then happens that the equation 1
N

∑N
n=1 µ(n)e2πina → 0 can be translated in that the

Möbius sequence is independent from rational rotations. Hence, comes the question:
What is an appropriate class of sequences that we can expect the Möbius function to be
independent from? We need some definitions first (see [4]).

Definition. We say the the four-tuple (X ,A, ν, T ) is a dynamical system if (X ,A, ν) is
a measure space and T : X → X is a measure preserving function (i.e. for every A ∈ A
we have that ν(T−1(A)) = ν(A)).

The measure ν is called ergodic for the dynamical system (X ,A, ν, T ) iff for every
set A ∈ A s.t. T−1(A) = A we have that ν(A) ∈ {0, 1}. It probably seems like it is
a lot to ask for a dynamical system to have this property, but it can easily be proved
that if we consider the space M of measures ν that make T be measure preserving,
then under the weak∗ topology, X is a compact, convex space with extreme points the
ergodic measures. Hence, using functional analytic tools (such as the Krein-Milman
Theorem), we see that most of the times assuming ergodicity is just a mild condition,
simply because extreme points are the ‘‘building blocks’’ of a convex compact space.

The branch of mathematics that deals with the evolution of dynamical systems is
called Ergodic Theory, and it has proven to be very closely related to Number Theory.
Pick any function f in C(X )(i.e. the space of continuous functions assuming some
topology on X ) and some x ∈ X . Form the sequence an(x) = f(Tn(x)) (We will of-
ten be forgetting about the x-dependence). The nature of these sequences is additive
(i.e. an+m(x) = an(Tm(x))) and one could expect that they are independent from the
Möbius function. It has been proved that this is false. Every dynamical system can be
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associated with a non-negative number the entropy which is heuristically the measure
of how random the system is in its evolution. In particular, when systems have zero
entropy they are called deterministic, and when the systems have positive entropy they
demonstrate random-like behaviour.

It has been proven that there are dynamical systems of positive entropy that have
correlations with the Möbius function and hence cannot be orthogonal from it. However,
for zero entropy systems there is a widely open conjecture due to P. Sarnak.

Möbius Disjointness Conjecture (P. Sarnak). The Möbius function is orthogonal from

every zero-entropy Dynamical System.

This has proved to be an amazingly hard problem and only very few cases are known.
A very interesting class of dynamical systems are systems that come from Lie Groups,

homogeneous spaces. The branch that deals with them is called Homogeneous Dynam-

ics and is interesting from a number theoretical point of view.
Let G be some Lie Group and let Γ be a lattice that is a discrete subgroup such that
the volume of a fundamental domain of G/Γ evaluated using the Haar measure of
G is finite. If a ∈ G we call a system of the form (G/Γ, A, µhaar, xΓ → gxΓ) a
homogeneous system. Examples of these systems are the torus R/Z or the space
SL2(R)/SL2(Z). These two systems are in some sense the prototypes, since for a ran-
dom Lie Group G we have the two structural opposites that G can be nilpotent (like R)
and G can be semisimple (like SL2(R)).

When a Homogeneous system originates from a nilpotent group G, it is called a
nilmanifold, and nilmanifolds always have zero entropy. The Möbius Disjointness Con-
jeture was proven in 2008 in the case of nilmanifolds by B. Green and T. Tao [6], [5].
For semisimple homogeneous systems (i.e. when G is a semisimple Lie Group), the
problem seems much harder and only a few cases are known. In 2011, J.Bourgain,
P. Sarnak and T. Ziegler proved the first case for semisimple systems [1]. They proved
Sarnak’s conjecture for systems of the form SL2(R)/Γ, where Γ is any lattice. In 2015,
in his PhD thesis, R. Peckner generalized this result to higher dimensions, proving the
conjecture for connected Real Groups, under a unipotent action (i.e. the element a in
the definition of the translation of the homogeneous system is a unipotent element) [9].

3 Why should this conjecture hold?

Even though there have been some cases proved, why should one believe this conjec-
ture? For one, P. Sarnak proved that the Chowla conjecture [2] would imply, if proved,
the Möbius Disjointness Conjecture.

Chowla’s Conjecture. For any fixed integer m and exponents a1, a2, . . . , am ≥ 0, with at

least one of the ai odd, we have

1

x

∑
n≤x

µ(n+ 1)a1µ(n+ 2)a2 · · ·µ(n+m)am → 0.

Furthermore, a simpler version of Möbius Disjointness conjecture was proved in 2018,
a result of B. Host and N. Fratzikinakis [3].
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Theorem. For every zero dynamical system (X , A, ν, T ) with zero entropy and at most

countably many ergodic components (i.e. viewing ν as a point in the convex, compact

space M of T−invariant measures, it can be written as an integral on countably many

extreme points) and every y ∈ X , we have that

1

logN

N∑
n=1

g(Tn(y))µ(n)

n
→ 0.

4 Why is Möbius Disjointness Important?

In one sentence, the Möbius Disjointness conjecture is the obstacle to allow us to have
prime number theorems for dynamical systems and study the distribution of prime
numbers in those systems.

Suppose we are given a dynamical system (X ,A, ν, T ), a function f ∈ C(X ). Birkhoff
showed [4] that the sums of the form

1

N

N∑
n=1

f(Tn(x))

converge for ν-almost all points x ∈ X . If the measure ν is an ergodic one, then it
converges to

∫
f(y) dν(y) for ν-almost all x ∈ X . If, furthermore, the space M of

invariant measures is a single set {ν}, that is there exists a unique measure that makes
T measure invariant, then the system is called uniquely ergodic and Birkhoff’s result
holds for all x ∈ X .

A natural question to ask is the following: What if we restrict the summation only
on prime numbers? Is a prime number theorem for the system X true? Will that also
converge to

∫
f(y) dν(y) even assuming that the system is uniquely ergodic? We restrict

ourselves to 0 entropy systems, in order to have a chance to succeed. In mathematical
terms, is it true that

logN

N

∑
p≤N

f(T p(x))→
∫
f(y) dν(y)?

We refer to results of this type as prime number theorems because for example if we
take X to be the trivial 1-point system then this results is equivalent to the prime
number theorem. If we look at the 1−dimensional torus with a rational rotation this is
equivalent with the prime number theorem on arithmetic progressions.

The next system we can look at is irrational rotations of the torus. In this case,
Vinogradov managed to prove that the sequence apn is equidistributed, proving the
conjecture and also providing an error term for the convergence. This proof is a part
of his proof of the ternary Goldbach problem; which states that every big enough odd
number is a sum of three primes. A key point of the proof is the notion of Type I and
Type II sums.
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5 Type I and Type I sums

For a dynamical system (X ,A, ν, T ) we call sums of the form

1

N

N∑
n=1

f(T kn(x))

Type I sums, and sums of the form

1

N

N∑
n=1

f(T kn(x))f(T ln(x)),

Type II sums. Essentially thus, Type II sums are Type I sums for the system

(X × X , σ(A×A), ν, T k × T l).

In principle, good error terms for Type I and Type II sums can help prove the Möbius
Disjointness Conjecture for the system X and a prime number theorem for the system.

B. Green and T. Tao in their series of papers managed in 2008 to prove that for
all nilmanifolds (G/Γ,A, dg, x → gx) one can get a logarithmic saving in Type I sums,
meaning that assuming f is bounded by 1, 1

N

∑N
n=1 f(T kn)(x) can be bounded by

1
(logN)c .

However, the product of two nilmanifolds is again a nilmanifold and thus this also
holds for Type II sums. Hence, they proved the two conjectures for these spaces.

The situation is fundamentally different in semisimple systems. For example, as
mentioned before, J. Bourgain, P. Sarnak and T. Ziegler proved Möbius Disjointness for

SL2(R)/Γ under the action of the horocycle flow (x→

(
1 1

0 1

)
x) and R. Peckner proved

it for SLn(R)/Γ. However, the distribution of prime orbits (i.e. the orbit restricted only
on prime times) is still an open problem. Why?

Well, the answer is simply that we don’t have good error terms. Actually, we do not
have any error terms:

For example lets consider the example SL2(R)/Γ or even with Γ = SL2(Z). In their
2011 paper P. Sarnak and A. Ubis give good error terms for Type I sums in this case.

By computing effective equidistribution Theorems for Type I sums and using sieve
methods they managed to prove that the closure of a generic prime orbit has volume at
least 0, 1. That means that, at the very least the closure of the orbit under prime times
is not too ‘‘weird’’, in the sense that it is not a null set. Of course, for a generic point x
the expected result is that the prime orbit will be dense and even more, equidistributed.

However, Type II sums are a very different story and that is because the space
SL2(R) × SL2(R) is not that well understood. The only tools, so far, we have to study
Type I sums on that space are Marina Ratner’s Theorems [10], that can reduce Type II
sums to the study of commensurator groups. At this points it should be mentioned that
Elon Lindenstrauss and Amir Mohammadi managed to give an effective density theorem
for type II sums on SL2(R)/Γ when Γ is an arithmetic lattice [8]. This gives hope for
effective equidistribution results.
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6 Horocycle flows

Among the homogeneous spaces one might try to understand in order to prove the
aforementioned conjectures, horocycles flows are certainly one of the most interesting
classes. We define what a horocycle flow is now. Suppose we have a homogeneous
space G/Γ and a point x ∈ G . Define

U = {a ∈ G, gnag−n → e}.

U is called a horosphere and the reason for the name is that if G = SL2(R) and g

is a non-trivial point of the geodesic flow, such as

(
2 0

0 1
2

)
, the orbit Ux for x ∈ G

looks like a generalized circle (could be a line in some cases). Horocycle flows, that
is one parameter families inside horospheres are examples of unipotent elements, as
it can easily be noticed by the defining equations that all points in such a flow have
eigenvalues 1, when treated as groups of matrices. Unipotent flows are of central role
because of Ratner’s theorems [10](See next section).

The action of such groups is also a great place to look at because they always
have zero entropy. The dynamics of such spaces are particularly beautiful and better
understood than general actions.

Take once more the example of X = SL2(R)/SL2(Z). In this space, the action of

ut =

(
1 t

0 1

)
is ergodic and also mixing:

If H is a group acting on a space L2(X ), we call the action mixing if for any f, g ∈
L2(X ), ∫

X
f(utx)g(x) dg(x)→

∫
X
g(x) dg(x)

∫
X
f(x) dg(x).

This is a much stronger property than ergodicity. Even further, this mixing convergence
can be made effective and in fact it is known that the decay is at least exponential[7],
[13], [12]: ∣∣∣∣ ∫

X
f(utx)g(x) dg(x)−

∫
X
g(x) dg(x)

∫
X
f(x) dg(x)

∣∣∣∣� e−tκ.

The decay is linked with the spectral gap of the space, that is the first eigenvalue of
the Laplacian. Big questions related to this problem are the Selberg and Ramanujan
Conjectures.

7 Unipotent Orbits and Ratner

In the case of SL2(R), two of the most interesting transformations one can consider to
make the space into a dynamical system are the geodesic flow and the horocycle flow.

The geodesic flow is the transformation gt : x →

(
e−t 0

0 et

)
x. However, this system

has positive entropy. It is thus not to interest for us. The horocycle flow is the system
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with transformation ut : x →

(
1 t

0 1

)
x This system does have zero entropy. Actions

like that coming from unipotent elements are particularly beautiful as explained by the
rigidity theorems of Marina Ratner, as in the following.

Theorem (Marina Ratner). Let G/Γ a homogeneous spaces and ut a one parameter

subgroup consisting of unipotent element and x ∈ G/Γ. Then utx is eduidistributed in its

closure and its closure is algebraic in the sense that it is some homogeneous space H/Γ

for some H subgroup of G containing the family {ut}.

Specifically for the case of SL2(R)/Γ, we have that when Γ is cocompact every orbit
is equidistributed (that is, we have unique ergodicity) and when Γ is not cocompact every
orbit is either equidistributed in the whole space or isomorphic to a one dimensional
torus. Which case occurs has to do with whether the orbit touches the real line on an
irrational point or not, respectively.

To understand how much better the unipotent case is from the geodesic one, in the
geodesic case the orbits can be dense but very far from equidistributed or even worse
form very complicated objects.

Unfortunately, effectivization of Ratner’s proof is a very hard task and not much is
known around that problem [8].

As mentioned earlier, P. Sarnak and A. Ubis [11] gave an effective version of Ratner’s
theorem for the space SL2(R) explaining Type I sums for these spaces. However, there
is no effective Ratner theorem for SL2(R)× SL2(R) yet.

It has been proved that most Type II sums are well behaved converging to (
∫
G/Γ f(y)dg)

2,
however nothing is known for the speed of that convergence, forbidding us to pass to
prime orbits.
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From Compressed Sensing to Deep Unfolding:

Redundancy Unites

Vicky Kouni

In Memory of D. Gatzouras

Abstract

We examine Compressed Sensing from a model-based and a data-driven point of
view. In the first part, we solve analysis-sparsity-based Compressed Sensing (anal-
ysis CS), employing spark deficient Gabor frames, and compare numerically our
method with state-of-the-art Gabor transforms. Our results confirm that the high
redundancy provided by spark deficient Gabor frames improves the performance
and reconstruction quality of the CS algorithm. In the second part, we propose a
new deep unfolding network coined DECONET, which jointly learns a redundant
sparsifying analysis operator and solves the analysis CS problem. We deliver mean-
ingful – in terms of sparsifier’s redundancy and number of layers – generalization
error bounds for DECONET, using a chaining technique. Finally, we confirm the
validity of our theoretical results in terms of adequate numerical experiments.

1 Model-based Compressed Sensing

1.1 Introduction to CS & Sparse Data Models

Compressed Sensing (CS) deals with recovering x ∈ Fn (F = R or C) from incomplete,
noisy measurements y = Ax + e ∈ Fm, m < n, ‖e‖2 ≤ ε. CS heavily relies on the
following two principles. First, the measurement matrix A must meet conditions (small
coherence, restricted isometry property [1], etc.) ensuring exact/approximate recon-
struction of x. Random Gaussian matrices have proven to work well. Second, we
impose a sparse data model for x [2], that is, we assume that x has very few non-zero
coefficients.

Sparse data models are split in synthesis and analysis sparsity. In the former
[1, 2], x is considered to be sparse when x = Ds. D ∈ Fn×n is an orthogonal/unitary
matrix and s – the synthesis representation of x – is sparse. On the other hand, in
the analysis sparsity model [3, 4, 5], we assume there exists a redundant analysis

operator W ∈ RN×n, N > n, so that Wx is sparse. The two models coincide when
W = D−1. But the interesting case is when considering a redundant W , so analysis
sparsity differentiates itself from its ‘‘twin’’. In this paper, we solely focus on analysis
sparsity. The optimization problem that emerges when employing analysis sparsity in
CS is the analysis l1-minimization problem

min
x∈Fn

‖Wx‖1 subject to ‖Ax− y‖2 ≤ ε. (1.1)
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As mentioned earlier, we prefer to employ analysis sparsity in CS, due to some ad-
vantages it has compared to its synthesis counterpart. For example, analysis sparsity
provides flexibility in modelling sparse signals, since it leverages the redundancy of
the involved analysis operators [6]. Moreover, it is computationally more appealing to
solve the optimization algorithm of analysis CS since a) the actual optimization takes
place in the ambient space b) the algorithm may need less measurements for perfect
reconstruction [3].

1.1.1 Related Work, Motivation & Contributions

We are inspired by [3, 4], which propose analysis operators associated with full spark

frames (=overcomplete bases) [7]. However, the full spark property is not beneficial for
analysis l1-minimization, since it restricts the amount of linear dependencies in W ,
which in turn could be leveraged by (1.1). To overcome this obstacle, we need analysis
operators exhibiting more linear dependencies among their rows. To that end, we employ
spark deficient Gabor frames [8], which have enhanced linear dependencies and are little
explored in terms of analysis CS. We associate to such a frame a redundant analysis
operatorW . In the end, we present numerical comparisons of the proposed operator to 3
famous Gabor analysis operators and explore an interesting number-theoretic outcome.

1.2 Spark Deficient Gabor Frames

Definition. A discrete Gabor system (g, a, b) is defined as a collection of time-frequency
shifts of the so-called window vector g ∈ Cn, expressed as

gp,q(k) = e2πiqbk/ng(k − pa), k = 0, . . . n− 1, (1.2)

a, b denoting time and frequency (lattice) parameters respectively, p = 0, . . . , n/a − 1

(n/a ∈ N) and q = 0, . . . , n/b − 1 (n/b ∈ N) denoting time and frequency shift indices,
respectively. If (g, a, b) with elements as in (1.2) spans Cn, then it is a Gabor frame for
Cn and ab < n.

Remark 4. Due to (1.2), the number of elements in (g, a, b) is N = n2/ab. Furthermore,
a, b play a crucial role in a signal’s good time-frequency resolution w.r.t. a Gabor frame,
but they are typically chosen through experiments.

Definition (Gabor Transform). Wg : Cn 7→ CN denotes the Gabor analysis operator

– also known as digital Gabor transform (DGT) – whose action on a signal x ∈ Cn is
defined as

Wg : x 7→Wgx = (〈x, gl〉)N−1
l=0 . (1.3)

Definition (Spark of a frame in Cn). The spark of a set Φ –denoted by sp(Φ)– of N
vectors in Cn is the size of the smallest linearly dependent subset of Φ. A frame Φ is full

spark if and only if every set of n elements of Φ is a basis, or equivalently sp(Φ) = n+ 1,
otherwise it is spark deficient.

We state here the following auxiliary definition.
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Definition. The symplectic group SL(2,Zn) consists of all matrices

G =

(
α β

γ δ

)
(1.4)

such that α, β, γ, δ ∈ Zn and αδ − βγ ≡ 1(modn). To each such matrix corresponds a
unitary matrix given by the explicit formula

UG =
exp(iθ)√

n

n∑
u,v=1

τβ
−1(α(v−1)2−2(u−1)(v−1)+δ(u−1)2)euev, (1.5)

where θ is an arbitrary phase, ββ−1 ≡ 1modn and τ = − exp( iπn ).

We restrict ourselves to a specific Z ∈ SL(2,Zn), that is, the Zauner matrix

Z =

(
0 −1

1 −1

)
≡

(
0 n− 1

1 n− 1

)
, (1.6)

with corresponding unitary UZ (produced by combining (1.5) and (1.6)).

Theorem 1.1 ([9]). Let n ∈ N such that 2 - n, 3 | n and n is square-free. Then, any

eigenvector of the Zauner unitary matrix UZ , generates a spark deficient Gabor frame for

Cn.

Remark 5. A simple way to choose n relies on prime factorization: take k prime numbers
pα1

1 , . . . , pαkk , with α1, . . . , αk not all a multiple of 2 and p1 = 3, pi 6= 2, i = 2, . . . , k, such
that n = 3α1pα2

2 · · · · · p
αk
k . Since a, b | n, we may also choose a = 1 and b = pαii , i =

1, . . . , k. Otherwise, both a, b can be taken from the prime factorization of n. We have
seen empirically that this method for fixing (n, a, b) produces satisfying results.

1.3 Numerical Experiments

We compare star-DGT to 3 other DGTs generated by state-of-the-art window vectors
(Gaussian, Hann, Hamming) in time-frequency analysis on:

• 2 synthetic real-valued signals: Cusp & Sing (Wavelab),

• 2 real-world speech signals (TIMIT),

by solving four different instances of (1.1) (one for each DGT) and report the results in
Fig. 1 and Table 1.

1.3.1 Discussion

As illustrated in Fig. 1, star-DGT outperforms all DGTs based on state-of-the-art window
vectors. Furthermore, we observe in Table 1 that for different pairs of (a, b) for a given
x ∈ Rn, star-DGT outperforms the rest of DGTs. Interestingly, all DGTs achieve the
smallest relative error when a, b are chosen as the two largest factors in the prime
factorization of n. Overall, our results indicate improved performance of analysis l1-
minimization when employing Wg∗ .
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(a) Cusp with (L, a, b) = (33, 1, 11) (b) Sing with (L, a, b) = (45, 1, 9)

Figure 1: Rate of approximate success for synthetic signals, with a randomly subsampled

identity A ∈ Rm×n and additive zero-mean Gaussian noise with std= 0.001. Red: Gaussian,

magenta: Hann, black: Hamming, blue: proposed.

Relative Error ‖x̂− x‖2/‖x‖2
Parameters SI2141, n = 21735 SX224, n = 24633

Windows
(a, b)

(5, 7) (9, 21) (7, 23) (7, 17) (17, 23) (21, 23)

Gaussian 0.8916 0.8904 0.8897 0.8918 0.8910 0.8835

Hann 0.8917 0.8905 0.8897 0.8933 0.8925 0.8939

Hamming 0.8917 0.8905 0.8897 0.8932 0.8923 0.8940

star 0.8759 0.8743 0 .8734 0.8881 0 .8828 0.8835

Table 1: Fixed m = n
4 with varying (a, b), for two example speech signals. Bold letters

indicate the best performance among all windows. Italic letters indicate the min. rel.
error achieved by star window among all pairs (a, b).

1.4 Conclusion and Future Work

In this paper, We took advantage of a window vector to generate a spark deficient Gabor
frame and associated to it a (highly) redundant analysis operator, namely star-DGT.
We numerically compared star-DGT to 3 other DGTs generated by common window
vectors in the field of Gabor Analysis, by solving the analysis l1-minimization problem,
for synthetic and real-world data. Our experiments confirm improved performance: the
increased amount of linear dependencies provided by this SDGF, yields in all cases a
lower relative reconstruction error, as m increases. As future direction, we would like to
develop a mathematical framework explaining why star-DGT benefits more when (a, b)

are chosen as the two largest primes in the prime factorization of n.

2 Deep Learning in Compressed Sensing

2.1 Introduction to Deep Unfolding Networks

Model-based CS has the advantage of being well-studied in the last 16 years, with many
theoretical guarantees explaining its success. Nevertheless, the employed optimization
algorithms typically need many iterations to converge to a solution of the problem and
the quality of the reconstructed signal may be low, even for m = n/2. A plausible recent
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alternative relies on Deep Neural Networks (DNNs), which offer higher reconstruction
quality in a significantly faster way.

Definition (DNN). A Deep Neural Network with L layers is a tuple

Φ = ((T1, σ1), . . . , (TL, σL)), (2.1)

where T` : RN`−1 7→ RN` , with T`(x) = W`x + b`, are affine maps and σ` : RN` 7→ RN` ,
` = 1, . . . , L, are (nonlinear) activation functions. For ` = 1, . . . , L, we call W` weights,
b` biases and the output of the `th layer of Φ has the form σ`(W`x + b`). The function
h : RN0 7→ RNL given by h = σL ◦ TL ◦ · · · ◦ σ1 ◦ T1 is the realization of Φ.

Definition. A deep residual network with L layers and shared parametersW, b is a DNN
with the same W`, b` and σ` across all layers, i.e.,W` ≡W, b` ≡ b, σ` ≡ σ, ∀` = 1, . . . , L.
The `th layer of such a DNN has the form σ(Wx+ b) + x.

The task of a DNN is the approximation of a function f : RN0 7→ RNL , based on a
given training set S = {(xi, yi)}si=1 = {(xi, f(xi)}si=1, drawn i.i.d. from an (unknown)
distribution Ds. In optimization language, this pertains to finding/learning the un-
known parameters mθ` = (W`, b`) that minimize the training mean-squared error (MSE)

MSEtrain(h) =
1

s

s∑
i=1

‖h(mθ1,...,mθL)(xi)− f(xi)‖22. (2.2)

A new line of research lies on merging DNNs and optimization algorithms, leading to the
so-called deep unfolding/unrolling [10]. The latter pertains to interpreting the iterations
of well-studied optimization algorithms for analysis CS as layers of a DNN – called deep
unfolding network (DUN) – which implements a decoder: given measurements y ∈ Rm,
we get h(y) = x̂ ≈ x ∈ Rn.

2.2 Relater Work, Motivation & Contribution

State-of-the-art (SotA) DUNs jointly learn a decoder for CS and a sparsifying transform
[11], [12], [13]. Moreover, there exists few recent studies on the generalization error [14]
of proposed unfolding networks [11]. The drawback of [11, 12] is that the learnable
sparsifiers satisfy some orthogonality constraint, so CS is solved under the synthesis
sparsity model. On the other hand, [13] employs its handier analysis counterpart;
but it provides no generalization analysis of the proposed framework. Similarly, we
propose a new DUN dubbed DECONET, based on an optimal analysis-l1 algorithm [15].
DECONET jointly learns a decoder for CS and a redundant sparsifying analysis operator;
thus, we address the CS problem under the analysis sparsity model. Our novelty
lies on estimating the generalization error of the proposed analysis-based unfolding
network. To that end, we upper bound the generalization error of DECONET in terms
of the Rademacher complexity [16] of the associated hypothesis class. In the end, we
numerically confirm the validity of our theoretical findings.
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2.3 Derivation of a New Unfolding Network for CS

As stated in [15], the analysis l1-minimization problem (1.1) transforms into

min
x∈Rn

‖Wx‖1 +
µ

2
‖x− x0‖22 s. t. ‖y −Ax‖2 ≤ ε, (2.3)

where µ is a smoothing parameter and x0 is an initial guess on x. Then, (2.3) is associ-
ated to the dual

maximize 〈y, z2〉 − ε‖z2‖2
s. t. AT z2 −W T z1 = 0, ‖z1‖∞ ≤ 1.

(2.4)

Finally, after a collection of arguments and calculations, Algorithm 1 is presented (we
call it analysis conic form (ACF) from now on), with S(·) and T (·) being soft-thresholding
and truncation operators, respectively. ACF also involves step sizes {t1k}, {t2k} > 0 and a
step size multiplier 0 < {θk}, with typical update rules giving 0 < {t1k}k≥0, { t2k}k≥0 ≤ 1,
0 < {θk}k≥0 ≤ 1.

Algorithm 1: ACF
Input : x0 ∈ Rn, z1

0 ∈ RN , z2
0 ∈ Rm, µ ∈ R+, step sizes {t1k}, { t2k}

Output: solution x̂µ of (2.3)
1 θ0 ← 1, u1

0 = z1
0 , u

2
0 = z2

0 ;
2 for iterations k = 0, 1, . . . do

3 xk ← x0 + µ−1((1− θk)W Tu1
k + θkW

T z1
k − (1− θk)ATu2

k − θkAT z2
k);

4 z1
k+1 ← T ((1− θk)u1

k + θkz
1
k − θ

−1
k t1kWxk, θ

−1
k t1k);

5 z2
k+1 ← S((1− θk)u2

k + θkz
2
k − θ

−1
k t2k(y −Axk), θ

−1
k t2kε);

6 u1
k+1 ← (1− θk)u1

k + θkz
1
k+1;

7 u2
k+1 ← (1− θk)u2

k + θkz
2
k+1;

8 θk+1 ← 2/(1 + (1 + 4/(θk)
2)1/2);

9 end for

Remark 6. According to [15], ACF is guaranteed to converge to a solution x̂µ of (2.3),

for which x̂µ
µ→0−→ x̂, with x̂ being an optimal solution of (1.1). Furthermore, the optimal

solution x̂ is identified to this uniquely determined x̂µ and it is argued that there are
situations where x̂ and x̂µ coincide. Henceforward, we stick to the formulation of [15]
and speak about the solution x̂.

We consider a standard scenario for ACF with z1
0 = u1

0 = 0, z2
0 = u2

0 = 0, t10 =

t20 = θ0 = 1, 0 < {t1k}, { t2k}, {θk} ≤ 1, µ > 1, x0 = AT y, with A ∈ Rm×n being an
appropriately normalized random matrix, with ‖A‖2→2 ≈ 1. We concatenate the dual
variables in one vector, i.e., vTk = (z1

k, z
2
k, u

1
k, u

2
k)
T ∈ R1×(2N+2m) for k ≥ 0, with v0 = 0,

and do the calculations, so that

vk+1 = Dkvk + Θk


T (G1

kvk − b1k, θ
−1
k t1k)

S(G2
kvk − b2k, θ

−1
k t2kε)

T (G1
kvk − b1k, θ

−1
k t1k)

S(G2
kvk − b2k, θ

−1
k t2kε)

 , k ≥ 0, (2.5)
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where Dk, Θk ∈ R(2N+2m)×(2N+2m) depend on θ0, θk; G1
k ∈ RN×(2N+2m) depends on

W, A, t1k, θk, µ; G2
k ∈ Rm×(2N+2m) depends on W, A, t2k, θk, µ; b1k ∈ RN depends on W ,

t1k, θk, x0; b2k ∈ Rm depends on A, t2k, θk, x0 and y. As one may notice, (2.5) resembles
a DNN. In order to enable learning, we assume that W is unknown and learned from
a training sequence S = {(xi, yi)}si=1

i.i.d.∼ D, with unknown Ds. Hence, the trainable
parameters are the entries of W . Moreover, we consider W to be bounded with respect
to the operator norm ‖ · ‖2→2 by some Λ > 0, so we write W ∈ BΛ.

Based on (2.5), we formulate ACF as a neural network with L layers/iterations and
output of the kth layer defined as

f1(y) = σ(y), (2.6)

fk(v) = Dk−1v + Θk−1σ(v), k = 2, . . . , L, (2.7)

where

σ(y)T = (T (−t10Wx0, t
1
0),S(t20(y −Ax0), t20ε),

T (−t10Wx0, t
1
0),S(t20(y −Ax0), t20ε))

T , (2.8)

σ(v)T = (T (G1
kv − b1k),S(G2

kv − b2k), (2.9)

T (G1
kv − b1k),S(G2

kv − b2k))T , k = 2, . . . , L.

We denote the composition of L such layers (all having the same W ) as

fLW (y) = fL ◦ fL−1 ◦ · · · ◦ f1(y). (2.10)

The intermediate decoder of (2.10) constitutes the realization of a DNN with L layers,
that reconstructs v from y. Now, we apply

• an affine φ : R(2N+2m)×1 7→ Rn, so that x̂ := φ(fLW (y)),

• a truncating ψ : Rn → Rn to push φ(fLW (y)) inside a l2-ball of radius Bout, for
some constant Bout > 0.

For a fixed number of layers L, the learnable decoder is

decLW (y) = ψ(φ(fLW (y))). (2.11)

We call Decoding Network (DECONET ) the DNN that implements such a decoder, which
is parameterized by W .
We introduce the hypothesis class of DECONET

HL = {h : Rm 7→ Rn : h(y) = ψ(φ(fLW (y))), W ∈ BΛ}, (2.12)

consisting of all the functions/decoders that DECONET can implement. Given HL and
S (with |S| = s), DECONET yields a decoder hS ∈ HL that aims at reconstructing x
from y. In order to measure the reconstruction error of a hypothesis h ∈ HL on S, we
employ the train MSE (2.2). The true loss is

L(h) = E(x,y)∼D(‖h(y)− x‖22). (2.13)
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We are interested in the generalization error, given as the difference between the train
MSE and the true loss

GE(h) = |L̂train(h)− L(h)|. (2.14)

The generalization error is important, because it tells us how well a DNN performs on
unseen data. But since D is unknown, wwe estimate (2.14) in terms of the empirical

Rademacher complexity [16] associated to HL:

RS(HL) = E sup
h∈HL

s∑
i=1

n∑
k=1

εikhk(xi), (2.15)

ε being a Rademacher vector. We do so in a series of steps, described in the following
subsections. The proofs of all our results can be found in [17].

2.4 Theoretical Results

2.4.1 Boundedness of DECONET’s Outputs

We make some typical (for the machine learning literature) assuptions for S, i.e., we
assume that ‖x‖2 ≤ Bin for some constant Bin > 0 and ‖h(y)‖2 ≤ Bout for some
constant Bout > 0; thus, ‖h(y) − x‖2 ≤ ‖x‖2 + ‖h(y)‖2 ≤ Bin + Bout. We now take
into account the number of training samples and pass to matrix notation. Hence,
‖Y ‖F ≤

√
sBin and

‖h(Y )‖F = ‖ψ(φ(fLW (Y )))‖F ≤
√
sBout. (2.16)

We upper-bound the output fkW (Y ) with respect to the Frobenius norm, after any
number of layers k and especially for k < L, so that φ and ψ are not applied after the
final layer L.

Lemma 2.1. Let k ∈ N. For any W ∈ BΛ, step sizes 0 < {t1k}, {t2k} ≤ 1 with t10 = t20 = 1,

t1−1 = t2−1 = 0, step size multiplier 0 < {θk} ≤ 1 with θ0 = θ−1 = 1, and smoothing

parameter µ > 1, the following holds for the output of the functions fkW defined in (2.6) -

(2.7):

‖fkW (Y )‖F ≤ 2µ‖Y ‖F

[
k−1∑
i=0

((
‖A‖2→2(c1,i−1Λ + c2,i−1‖A‖2→2) + c2,i−1

)

·
k−1∏
j=i

Γj

)
+ ‖A‖2→2(c1,k−1Λ + c2,k−1‖A‖2→2) + c2,k−1

]
, (2.17)

where {c1,k}k≥0, {c2,k}k≥0 ≤ 1 with c1,−1 = c2,−1 = 0, and

Γk = 2
[
c1,kΛ

2 + c2,k‖A‖22→2 + 2‖A‖2→2Λ(c1,k + c2,k)
]

+ 1, (2.18)

Moreover, if c1,kΛ ≤ 1, c1,kΛ
2 ≤ 1, c2,k‖A‖22→2 ≤ 1, then we have the simplified upper

bound

‖fkW (Y )‖F ≤ 2µ‖Y ‖F (‖A‖2→2 + 1)(ζk + 1), (2.19)

where ζk = γk−1
γ−1 , with γ = 4(Λ + ‖A‖2→2 + 1) + 1. In fact, it can be proven that Γk ≤ γ

for all k ≥ 0.
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2.5 Lipschitzness Results

We prove that the intermediate decoder (2.10) is Lipschitz continuous w.r.t. W and
explicitly calculate the Lipschitz constants, which depend on L.

Theorem 2.2. Let fLW defined as in (2.10), L ≥ 2, dictionary W ∈ BΛ, step sizes 0 <

{t1k}k≥0, {t2k}k≥0 ≤ 1 with t10 = t20 = 1, t1−1 = t2−1 = 0, step size multiplier 0 < {θk}k≥0 ≤ 1

with θ0 = θ−1 = 1, and smoothing parameter µ > 1. Then, for any W1,W2 ∈ BΛ, we

have

‖fLW1
(Y )− fLW2

(Y )‖F ≤ KL‖W1 −W2‖2→2, (2.20)

where

KL = 2µ‖Y ‖F

(
µ−1‖A‖2→2 +

L∑
k=2

((
max

0≤l≤L−1
Γl

)L−k

·
k−2∑
i=0

2

((
‖A‖2→2(c1,i−1Λ + c2,i−1‖A‖2→2) + c2,i−1

)
k−2∏
j=i

Γj

)
+ 2

(
‖A‖2→2(c1,k−2Λ + c2,k−2‖A‖2→2) + c2,k−2

)

· (2Λc1,k−1 + ‖A‖2→2(c1,k−1 + c2,k−1)) + c1,k−1‖A‖2→2

))
, (2.21)

with {Γk}k≥0, {c1,k}k≥0, {c2,k}k≥0 defined as in Lemma 2.1 and c1,−1 = c2,−1 = 0.

Moreover, if c1,kΛ ≤ 1, c1,kΛ
2 ≤ 1, c2,k‖A‖22→2 ≤ 1, for all k ≥ 0, then we have the

simplified upper bound

KL ≤ 2µ‖Y ‖F
(
‖A‖2→2(L− 1 + µ−1) + 2(‖A‖2→2 + 1)(‖A‖2→2 + 3)κL

)
, (2.22)

where

κL = γL
(

L− 1

γ(γ − 1)
+
γ(γ − 2)

(γ − 1)2

)
− γ2(γ − 2)

(γ − 1)2
, (2.23)

with γ as in Lemma 2.1.

We can now prove the Lipschitzness of the main decoder defined in (2.11).

Corollary 2.3. Let h ∈ HL defined as in (2.12) with L ≥ 2 and dictionaryW ∈ BΛ. Then,

for any W1,W2 ∈ BΛ, we have:

‖ψ(φ(fLW2
(Y ))) − ψ(φ(fLW1

(Y )))‖F ≤ µ−1(Λ + ‖A‖2→2)KL‖W2 − W1‖F , (2.24)

with KL as in Theorem 2.2.

2.6 Covering numbers and Dudley’s inequality

For a fixed number of layers L ∈ N, we define the setM ⊂ Rn×s corresponding to the
hypothesis class HL to be

M : = {(h(y1)|h(y2)| . . . |h(ys)) ∈ Rn×s : h ∈ HL}
= {ψ(φ((fLW (Y ))) ∈ Rn×s : W ∈ BΛ}. (2.25)
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The column elements of each matrix in M are the reconstructions given by a decoder
h ∈ HL when applied to the measurements yi. SinceM is parameterized by W like HL

is, we have

RS(HL) = RS(M) = E sup
M∈M

1

s

s∑
i=1

n∑
k=1

εikMik. (2.26)

We employ Dudley’s inequality [1] in order to upper bound the right hand side of
(2.26) in terms of the covering numbers ofM. Therefore,

RS(HL) ≤ 16(Bin + Bout)

s

∫ √
sBout

2

0

√
logN (M, ‖ · ‖F , ε)dε. (2.27)

We estimate N (M, ‖ · ‖F , ε) by means of

Proposition 2.4. The following estimate holds for the covering numbers ofM:

N (M, ‖ · ‖F , ε) ≤
(

1 +
2Λ(Λ + ‖A‖2→2)KL

µε

)Nn
. (2.28)

2.7 Generalization Error Bounds

We are now in position to deliver generalization error bounds for DECONET.

Theorem 2.5. LetHL be the hypothesis class defined in (2.12). Then, for δ ∈ (0, 1), with

probability at least 1− δ, for all h ∈ HL, the generalization error is bounded as

L(h) ≤ L̂(h) + 8(Bin +Bout)Bout

√
Nn

s

√
log

(
e

(
1 +

4Λ(Λ + ‖A‖2→2)KL√
sBoutµ

))
+ 4(Bin +Bout)

2

√
2 log(4/δ)

s
, (2.29)

with KL defined in (2.21).

Under some additional, simplifying assuptions, similar to the ones presented in
Section 2.4.1, we obtain

Corollary 2.6. LetHL be the hypothesis class defined in (2.12) and assume that c1,kΛ ≤
1, c1,kΛ

2 ≤ 1, c2,k‖A‖22→2 ≤ 1, for all k ≥ 0, with {c1,k}, {c1,k} ≤ 1 defined as in Lemma

2.1. Then, for δ ∈ (0, 1), with probability at least 1− δ, for all h ∈ HL, the generalization

error is bounded as

L(h) ≤L̂(h) + 8(Bin +Bout)

(
Bout

√
Nn

s

√
log

(
e

(
1 +
‖Y ‖F (p+ qL+ rκL)√

sBout

))

+

√
2 log(4/δ)

s

)
, (2.30)

with κL as in Theorem 2.2 and p, q, r > 0 constants depending on ‖A‖2→2,Λ, µ.

All the previous results are summarized in
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Theorem 2.7. LetHL be the hypothesis class defined in (2.12). Assume there exist pair-

samples {(xi, yi)}si=1, with yi = Axi + e, ‖e‖2 ≤ ε, for some ε > 0, that are drawn i.i.d.

according to an unknown distribution D, and that it holds ‖yi‖2 ≤ Bin almost surely with

Bin = Bout in the definition of the truncating function ψ. Let us further assume that for

step sizes 0 < {t1k}k≥0, {t2k}k≥0 ≤ 1, step size multiplier 0 < {θk}k≥0 ≤ 1 and smoothing

parameter µ > 1, we have µ−1θ−1
k t1kΛ ≤ 1, µ−1θ−1

k t1kΛ
2 ≤ 1, µ−1θ−1

k t2k‖A‖2→2 ≤ 1, for all

k ≥ 0. Then, for δ ∈ (0, 1), with probability at least 1−δ, for all h ∈ HL, the generalization

error is bounded as

L(h) ≤L̂(h) + 16B2
out

√
Nn

s

√
log

(
e

(
1 +

p+ qL+ rκL√
sBout

))
+ 16Bout

√
2 log(4/δ)

s
, (2.31)

with κL as in Theorem 2.2 and constants p, q, r > 0 as in Corollary 2.6.

Corollary 2.8 (Informal). According to (2.23), we have thatL enters at most exponentially

in the definition of κL. If we consider the dependence of the generalization error bound

(2.31) only on L,N, s and treat all other terms as constants, we roughly have

|L(h)− L̂(h)| .
√
NL

s
. (2.32)

2.8 Numerical Experiments

We train and test DECONET on real-world image datasets (MNIST and CIFAR10). We
consider the vectorized version of images. We report the test MSE (which approximates
the true loss (2.13))

L̂test(h) =
1

p

p∑
i=1

‖h(ỹi)− x̃i‖22, (2.33)

where P = {(ỹi, x̃i)}pi=1 is a set of p test data, not used in the training phase. We also
report the empirical generalization error (EGE) defined by

Lgen = |L̂test(h)− L̂train(h)|. (2.34)

We use (2.34) – which can be explicitly computed – to evaluate GE.

2.8.1 Discussion

As illustrated in Fig. 2, the test MSEs drop as L and N increase. This is a reasonable
behaviour for a standard analysis CS scenario, since the performance and reconstruc-
tion quality of (1.1) typically benefit from the (high) redundancy of the involved sparsifier
and the increasing number of iterations/layers. Moreover, EGEs appear to grow like√
NL, as L and N increase, which confirms our theoretical findings in Section 2.7.
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Figure 2: Performance plot for 10- and 50-layer DECONET with m = n/4, tested on MNIST

(top) and CIFAR10 (bottom) datasets.

2.8.2 Conclusion & Future Work

In this paper, we derived a new unfolding network coined DECONET with L ∈ N layers.
DECONET jointly learns a decoder for CS and a redundant sparsifying analysis operator
W ∈ RN×n. We estimated DECONET’s generalization error (which roughly scales like√
NL), employing chaining. To our knowledge, we are the first to present generaliza-

tion error bounds of an unfolding network solving analysis CS. Finally, we presented
numerical experiments, which confirmed our theory. As a future direction, we would
like to characterize (e.g. in terms of structure) the redundant sparsifying transform that
DECONET learns.
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Convergence rates to steady states for a heat

conduction model - the chain of oscillators

Angeliki Menegaki

In memory of Dimitris Gatzouras

Abstract

In this summary we present the main results from the works [Men20, BM22]
where we study the long-time behaviour of an out-of-equilibrium heat conduction
model.

1 Introduction

The main objective is to find estimates on the speed of the convergence to a stationary
state for a heat conducting system.

1.1 Motivation

The motivation for this study is the rigorous mathematical understanding of Fourier’s
law. Fourier’s law is a physical macroscopic law that relates the local thermal flux
J(t, x) to small variations of temperature ∇T (t, x) through a proportionality constant
κ(T ) known as thermal conductivity:

J(t, x) = −κ(T )∇T (t, x). (1.1)

At the microscopic scale, matter is made out of particles assumed to evolve according
to the classical laws of mechanics, and one of the goals of statistical physics is to model
heat conductivity through a system of interacting atoms and to achieve a rigorous
derivation of constitutive laws such as Fourier’s law [BLRB00, FB19, Lep16, Dha08].
Understanding macroscopic laws of matter when starting from a microscopic system
of interacting atoms is a challenge addressed to mathematicians by Hilbert in his 6th

problem [Hil02].
A paradigmatic set up where Fourier’s law is observed to hold with high precision is

when one considers a fluid in a cylindrical slab of height h and uniform cross sectional
area A, coupled at the two boundaries, the top and the bottom of the cylinder, to two
heat reservoirs at different temperatures. This is known as the Benard experiment
[BLRB00]. The two heat reservoirs keep the system out of equilibrium and produce a
stationary heat flow. If there is a non-equilibrium steady state (NESS) that is described
by a phase-space measure, one would like to prove that the following limit exists:
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0 < κ(N) := lim
N→∞

〈JN (t, x)〉
(A(∆T/N))

<∞ (1.2)

where N is the microscopic length of the cylinder,

∆T

N
=
T2 − T1

N

is the effective temperature gradient, 〈JN (t, x)〉 is the expectation of the heat flux with
respect to the non equilibrium steady state and where we write JN (t, x) to stress the
dependence of J on N . The above limit allows us to define the thermal conductivity and
the very existence of the limit is a formulation of Fourier’s law.

Our main objective is therefore to investigate how certain quantities, such as the
relaxation rates to the NESS of such systems (the spectral gap of the associated dynam-
ics), scale with the system size, since these are crucial to making sure that the thermal
conductivity has a thermodynamic limit.

1.2 Preliminaries

We give here some definitions in order to state later our main results.

Definition (Entropy and Log-Sobolev Inequalities). For a probability measure µ on some
Borel set Ω the entropy Entµ(F ) of a positive measurable function F : Ω→ R≥0 with∫

Ω
F (x) log+(F (x)) dµ(x) <∞

is defined as

Entµ(F ) :=

∫
Ω
F (x) log

(
F (x)

/∫
Ω
F (y) dµ(y)

)
dµ(x). (1.3)

We say that µ satisfies a logarithmic Sobolev inequality LSI(k) iff

Entµ(f2) ≤ 2
k ‖∇f‖

2
L2(dµ)

for all smooth functions f . The LSI(k) implies [Led99, Prop. 2.1] that µ satisfies a spectral
gap inequality (Poincaré Inequality) SGI(k)

Varµ(f) ≤ 1
k ‖∇f‖

2
L2(dµ) .

Logarithmic Sobolev (and other functional) inequalities are very effective tools to
study the concentration of measure phenomenon and to quantify the relaxation rates,
i.e. the mixing properties, of the dynamics of many-particle systems [Gro93, BE85,
Led99, Led01, GZ03, ABC+00]. This is since the spectral gap (the speed of relaxation)
is known to be determined by the constant in the Log-Sobolev inequalities. We define
the spectral gap to be the size of the gap between 0 and the rest of the spectrum of the
associated generator L which can be also characterized by

λS := inf
f∈C∞

‖∇f‖L2(dµ) 6=0

−〈Lf, f〉L2(dµ)

Varµ(f)

where Varµ is the variance relative to the equilibrium measure µ.
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Figure 1: Homogeneous chain: Spectral gap ∼ N−3.

Figure 2: Chain with impurity: Spectral gap ∼ e−cN .

Figure 3: Disordered chain: Spectral gap ∼ e−cN .

Figure 4: The one-dimensional harmonic chain of oscillators connected to heat baths (big

discs) and with various pinning potentials (differently colored discs indicate different pinning

strengths).

2 Description of the model and state of the art

The model we focus on is a prototypical example of out-of-equilibrium systems and is
a generalized version of the historical Fermi-Pasta-Ulam (FPU) chain. It consists of a
chain of N interacting oscillators on the phase space R2dN , where the variables are qi, pi
for i = 1, . . . , N : the displacements of the particles from their equilibrium positions and
their momenta, respectively. Each particle has its own pinning potential and it interacts
with its nearest neighbours through an interaction potential. We call H the Hamiltonian
energy.

The dynamics of this model is such that the particles at the boundary are coupled to
heat baths, modelled by Langevin (Ornstein-Uhlenbeck) processes at (possibly) different
temperatures β−1

i , i ∈ F and they are subject to friction. F ⊂ {1, . . . , N} here is the
subset of the particles on which we impose friction and noise and we also denote by
γi > 0 the friction strength at the i-th particle.

The time evolution is then for particles i ∈ {1, . . . , N} described by a coupled system
of SDEs:

dqi(t) = (∇piH)dt and

dpi(t) =
(
−∇qiH − γipiδi∈F

)
dt+ δi∈F

√
2γi
βi

dWi

(2.1)

where γi, i ∈ F are the friction coefficients.

The generator of the dynamics, restricting for simplification to the 1-dimensional
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case and when F = {1, N} is:

L =
N∑
i=1

(pi∂qi − ∂qiH∂pi)− γ1p1∂p1 − γNpN∂pN + γ1β
−1
1 ∂2

p1
+ γNβ

−1
N ∂2

pN
.

Note that this operator is neither elliptic nor coercive, facts that make all the classical
tools fail when it comes to the study of the regularity or the long-time behaviour of
solutions.

2.1 In the literature

The non-equilibrium steady state for the purely harmonic chain, i.e. when both poten-
tials are quadratic (harmonic), was made precise in [RLL67]. Anharmonic chains were
studied in various works [JP98, EPRB99a, EPRB99b, Car07, RBT02, CEHRB18], where
existence, uniqueness of a non-equilibrium steady state and exponential convergence
towards it were proven in certain cases. More specifically the existence, uniqueness
of a steady state and exponential convergence, hold under the assumptions that both
the interaction and pinning potentials behave as polynomials near infinity and that the
interaction is stronger than the pinning potential. The last assumption is important as
there are some works which exhibit cases where the relaxation rate is not exponential,
i.e. where there is lack of spectral gap [Hai09, HM09]. The existing results are however
not quantitative, i.e. they do not give information on the scaling of these rates in terms
of N , since compactness arguments are employed. Quantitative results for the spectral
gap are therefore missing and even in the simplest case of the linear (harmonic) chain,
the dependence on the dimension of the spectral gap was not known. Attempts have
been made through hypocoercive techniques to get N -dependent estimates under cer-
tain conditions on the potentials: see the discussion in [Vil09, Section 9.2] where this
question was first raised. The techniques discussed in Villani’s monograph however
only yield non-optimal estimates.

3 Main results

3.1 On the long time behaviour

Regarding the long time behaviour of the system, we provide explicit rates of conver-
gence to the non-equilibrium steady state (with optimal lower bound) in a 1-dimensional
weakly anharmonic scenario, i.e. when both potentials are N -dependent perturbations
of the harmonic ones.

The first statement concerns a contraction property in Wasserstein-2 distance. We
recall the definition of the Kantorovich-Rubinstein-Wasserstein L2-distance W2(µ, ν)

between two probability measures µ, ν:

W2(µ, ν)2 = inf

∫
RN×RN

|x− y|2dπ(x, y)

where the infimum is taken over the set of all the couplings, i.e. the joint measures π
on RN × RN with left and right marginals µ and ν respectively.
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Theorem 3.1. We consider a 1-dimensional chain of coupled oscillators with rigidly fixed

edges so that the dynamics are described by the system (2.1) with

H(p, q) =
N∑
i=1

(
p2
i

2
+ a

q2
i

2
+ UN

pin
(qi)

)
+
N−1∑
i=1

(
c
(qi+1 − qi)2

2
+ UN

int
(qi+1 − qi)

)
+

+ c
q2

1

2
+ c

q2
N

2

(3.1)

for a ≥ 0, c > 0 and under the assumption that

sup
qi
‖∇2UNpin(qi)‖2, sup

ri
‖∇2UNint(ri)‖2 ≤ CN (3.2)

where ri = qi+1 − qi and CN . N−9/2
.

1
For a fixed number of particles N , there is a

unique stationary state, in particular, for initial data f1
0 , f

2
0 we have:

W2(P ∗t f
1
0 , P

∗
t f

2
0 ) ≤ Ca,cN

3
2 e−

λ0
N3 t W2(f1

0 , f
2
0 ) (3.3)

for Ca,c, λ0 dimensionless constants.

The proof relies on

• an application of a generalized version of the Γ2-calculus of Bakry-Emery [BE85]
for elliptic operators recently generalized by Baudoin for hypoelliptic operators
[Bau17] and

• a careful analysis of a high-dimensional matrix equation.

The generalised Γ2-calculus allows us to prove the validity of a Log-Sobolev inequal-
ity for the invariant measure, with constant CN . N3. With this inequality in hand
we also give a convergence to the stationary measure in relative entropy as in [Vil09,
Section 6]. We first recall the definitions of the following functionals:

For two probability measures µ and ν on R2N with ν � µ, we define the Boltzmann
H functional (relative entropy)

Hµ(ν) =

∫
R2N

h log h dµ, ν = hµ (3.4)

and the relative Fisher information

Iµ(ν) =

∫
R2N

|∇h|2

h
dµ, ν = hµ. (3.5)

Theorem 3.2. We consider a weakly anharmonic 1-dimensional chain of coupled oscil-

lators with rigidly fixed edges whose dynamics are described by the system (2.1) under

the same assumptions as in the Theorem 3.1 above. For a fixed number of particles N ,

assuming that (i) µ is the invariant measure for Pt and (ii) that it satisfies a Log-Sobolev

inequality with constant CN > 0, for all 0 < f ∈ L1(µ) with

E(f) <∞, and

∫
fdµ = 1,

we have a convergence to the non-equilibrium steady state in the following sense:

Hµ(Ptfµ) + Iµ(Ptfµ) ≤ λa,cN3e−λ0N−3t
(
Hµ(fµ) + Iµ(fµ)

)
(3.6)

for dimensionless constants λa,c, λ0.

1This is what we call a weakly anharmonic chain of oscillators.
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Figure 5: Spectral gap ∼
N−6.

Figure 6: Spectral gap ∼
N−4.

Figure 7: Spectral gap ∼
N−3.

3.2 On the spectral gap

Furthermore, we study the spectral gap for purely harmonic chains and d-dimensional
grids of oscillators, and proved the optimal lower and upper bounds. We also treat
non-homogeneous scenarios where the coefficients of the pinning potentials are not
identical. In particular we look at chains of oscillators with an impurity (so that the
particle in the middle of the chain has pinning potential significantly weaker than the
pinning potential of all the other particles) as well as at disordered chains of oscillators,
see Fig 1,2,3. As regards the d-dimensional grids, the spectral gap depends on which
particles are exposed to friction, cf. Fig. 5,6,7. These are explained in the statement
below.

Our setting is the following, we look at the system (2.1) with F ⊂ {1, . . . , N}d and

H(q, p) =
〈p,m−1

[N ]d
p〉

2
+ Va,c(q) where Va,c(q) =

∑
i∈[N ]d

ai|qi|2 +
∑
i∼j

cij |qi − qj |2. (3.7)

Theorem 3.3. Let the positive masses mi and interaction strengths ci of all oscillators

coincide, Nd
be the number of oscillators, placed in a square grid with N oscillators on

each side, and d the dimension of the network.

• (Homogeneous chain): Let the pinning strength ai be the same for all oscillators,

then

(i) if two particles located at the corners (1, . . . , 1), (N, . . . , N), see Fig. 5, are

exposed to the same non-zero friction and non-zero diffusion, the spectral gap

of the generator decays at the optimal rate N−3d
:

λN = O(N−3d).

In particular for the one-dimensional chain of oscillators λN = O(N−3).

(ii) if the same non-zero friction and non-zero diffusion for particles located at the

center of two opposite edges of the network

(1, dN/2e, . . . , dN/2e), (N, dN/2e, . . . , dN/2e),

see Fig. 6, the spectral gap of the generator decays at the optimal rate

N−3−(d−1)
: λN = O(N−3−(d−1)).
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(iii) if d = 2 and the particles exposed to the same non-zero friction are located at

opposite edges of the network, the spectral gap satisfies λN ≤ O(N−5/2).

• (Chain with impurity): LetN be even. We assume that all masses and interaction

parameters are positive and coincide and the friction parameters γi of the boundary

particles

∂[N ]d := {i ∈ [N ]d; ∃in : in ∈ {1, N}} of [N ]d := {1, .., N}d

satisfy supi∈∂[N ]d γi ∈ (0, c)where c is independent of N and the friction is non-zero

on at least one boundary edge. Then, if the pinning strength acd(N) at the center

point cd(N) = (N/2, .., N/2) of the network is sufficiently small compared to the

pinning strength of all other oscillators, the spectral gap λN of the generator decays

at least exponentially fast in N , for all d ≥ 1.

In dimension 1 this rate is the optimal one.

• (Disordered chain): We assume that all masses and interaction parameters are

positive and coincide and the friction parameters γi of the particles at the boundary

∂[±N ]d := {i ∈ [±N ]d; ‖i‖∞ = N} of the network [±N ]d := {−N, ..., N}d

satisfy supi∈∂[±N ]d γi ∈ (0, c) where c is independent of N and the friction is non-

zero on at least one boundary edge. Then, if the pinning strengths are iid random

variables distributed according to some compactly supported density ρ ∈ Cc(0,∞),

the spectral gap λN of the generator decays exponentially fast in N , for all d ≥ 1,

for all but finitely many N .

The method of proof relies on a new approach for studying non-symmetric spectral
problems that reduces the problem to a spectral analysis of discrete Schrödinger opera-
tors. Using a Wigner matrix representation we reduce the study of this high dimensional
spectral analysis to the study of resolvents involving only the heat bath sites.
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A generic result on the Hardy space H1

Vassili Nestoridis

In memory of Dimitri Gatzouras

Abstract

According to the Hardy’s inequality, if f is a holomorphic function on the unit
disc of classH1, then the sequence a(f) of the Taylor coefficients of the primitive of f
belongs to the space `1. We show that generically for all f inH1 the sequence a(f) is
outside any `p space smaller than `1 i.e. with 0 < p < 1; thus, a(f) ∈ `1r

( ⋃
0<p<1

`p
)

holds generically for every f in H1.

1 Introduction

We start with a question asked by Dimitri Gatzouras about extendability of ana-
lytic curves in the plane. Next we use Baire’s theorem to prove our main result, that
generically for every function f in the Hardy class H1 in the open unit disc D of the
complex plane C, the sequence a(f) of the Taylor coefficients of the primitive of f lies
in `1 r

( ⋃
0<p<1

`p
)

.

Baire’s theorem was also used to prove generic existence of universal Taylor series
in D or more generally in any simply connected domain Ω in C ([9], [10], [6]). The proof
except Baire’s theorem, uses Mergelyan’s theorem that, for every compact set K ⊂ C
with connected complement, every function f in A(K), (that is, continuous on K and
holomorphic in K0), can be uniformly on K approximated by polynomials. There is no
satisfactory version of Mergelyan’s theorem is several complex variables. That is why
the theory of universal Taylor series in several variables is less developed.

In order to prove generic existence of universal Taylor series on a product Ω =

Ω1×· · ·×Ωn of planar simply connected domainsΩ1, . . . , Ωn, except Baire’s theorem we
need a Mergelyan’s type theorem, asserting that, if the planar compact sets K1, . . . ,Kn

have connected complements, then every function f inA(K1×· · ·×Kn) can be uniformly
approximated by polynomials. Such a statement was claimed to be true in [3]; however,
recently a counterexample was found in [2]. This led to the definition of a new function
algebra AD(K) for K ⊂ Cn compact. This algebra AD(K) contains all uniform on
K limits of polynomials and is contained in A(K). If K1, . . . ,Kn are planar compact
sets with connected complements, then every function f in AD(K1 × · · · × Kn) can,
indeed, be uniformly approximated by polynomials. The algebra AD(K) consists of
all functions continuous on K and holomorphic in every analytic disc in K. Thus,
replacing A(K) by AD(K), we can establish generic existence of universal Taylor series
on products Ω = Ω1 × · · · × Ωn of planar simply connected domains Ω1, . . . , Ωn. The
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universal approximation holds on products K = K1,× · · · ×Kn of planar compact sets
K1, . . . ,Kn with connected complements, such that K ∩ Ω = ∅ and it is realized by
the partial sums of the Taylor development of the universal function according to any
a-priori fixed enumeration of the monomials in the Taylor expansion [4], [5].

2 A question of D. Gatzouras

A curve γ : I → R2, where I is an open interval, is called analytic if γ′(t0) 6= 0 and

γ(t) =
∞∑
n=0

an · (t − t0)n for some an = an(t0) ∈ R2 holds on an open interval around

any point t0 in I. Certainly among all parametrizations of any given curve there are
parametrizations where the previous definition does not hold. If for a parametrization
I 3 t → γ(t) ∈ R2 the above definition holds, then the curve is called analytic and the
parameter t is called a conformal parameter for the curve. In [11] we prove that for any
analytic curve the arclength s is a global conformal parameter. So, if we have an analytic
curve on an open interval in order to investigate if there is an analytic extension one
could consider the parametrization by arc length s and examine if there is an extension
which is analytic with respect to s. Several examples are given in [11] but initially the
curves y = xa, x ∈ (0,+∞), for a > 0 were not examined. D. Gatzouras suggested that
this example should be included in the list of examples and he asked the question if this
curve can be analytically extended beyond the point (0, 0). If a = 1, 2, . . . is a natural
number, then obviously the curve is continued over (−∞,+∞) as the graph of the

function y(x) = xa and x is a conformal parameter. For a =
1

1
,
1

2
,
1

3
, . . . to be the inverse

of a natural number, then writing x = y1/a we see that it has an analytic extension for
y ∈ (−∞,+∞) and y is a conformal parameter. For the remaining values of a > 0, my
feeling was that the curve is not analytically extended beyond (0, 0) but I did not see
how to prove it; that is why I asked for help from John Pardon. Indeed, if the curve is
extendable analytically beyond the point (0, 0), considering the parametrization by arc

length s such that γ(s = 0) = (0, 0) we see that, since
dγ

ds

∣∣∣
s=0

=
(dx
ds

∣∣∣
s=0

,
dy

ds

∣∣∣
s=0

)
6= 0,

at least one of the derivatives
dx

ds

∣∣∣
s=0

and
dy

ds

∣∣∣
s=0

is non zero.

Assume that
dx

ds

∣∣∣
s=0

is non zero. By assumption γ, x and y are expressed as power
series with strictly positive radius of convergence with center s = 0. Thus, the function
s → x(s) defined on one open interval with center s = 0 has a holomorphic extension
on a disc in C = R2 centered at O = (0, 0) = (0 + i · 0). Since the derivative of this
function is not zero at s = 0, it follows that on a smaller disc centered at 0 this function
is invertible and the inverse function is holomorphic, hence representable as a power
series of x. The derivative of this function is non-zero. Since s is a power series of x
in a small interval and γ is a power series of s, it follows that γ is a power series of

x and the derivative
dγ

dx
is not zero on a small interval around x = 0. Thus, on this

small interval around x = 0 the function x → y(x) = Imγ(s(x)) has a holomorphic
extension on a disc centered to O = (0 + i · 0) = (0, 0). Thus, for every natural number

n the derivative
dny

dxn
should converge to a finite value as x → 0+. Since y = xa,
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and
dy

dx
= axa−1, it follows easily that a is equal to a natural number; otherwise for

n = [a] + 1 the lim
x→ 0+

dny

dxn
(x) is equal to∞.

So in this case a is a natural number, which is a contradiction.

If
dy

ds

∣∣∣
s=0
6= 0, then a similar argument shows that a is the inverse of a natural

number, which is also absurd.
Thus, we have proven the following

Proposition 2.1. The curve y = xa, x ∈ (0,+∞) for a > 0 can be analytically continued

beyond the point (0, 0), if and only if, a is a natural number or the inverse of a natural

number.

All this has been added in [11] and in the acknowledgement the names D. Gatzouras
and J. Pardon are included.

3 Main result

In this section we apply Baire’s theorem and we prove our main result which is a
new generic result on the Hardy space H1 on the open unit disc D of the complex plane

C. A function f holomorphic on D belongs to H1 if ‖f‖H1 ≡ sup
0<r<1

1

2π

∫ 2π

0
|f(reiθ)|dθ

is finite. The space H1 endowed with the norm‖ ‖H1 is a complex Banach space. The
set of polynomials is a dense subset of H1 ([1]). According to the Hardy’s inequality, if
f ∈ H1 and a(f) denotes the sequence of the Taylor coefficients of the primitive F (f) of
f satisfying F (f)(0) = 0 (and F ′(f) = f ), then a(f) belongs to `1.

Proposition 3.1. Let 0 < p < 1. Then there exists f = fp in H1
, such that a(f) /∈ `p.

Proof. Let f(z) =
1

(1− z)γ
, γ > 0. Then f ∈ H1 if and only if γ < 1. Developing

in Taylor series f(z) =
∞∑
n=0

δnz
n where δn =

(
n+ γ − 1

n

)
=
γ(γ + 1) · · · (γ + n− 1)

n!
≈

nγ−1

Γ (γ)
[12].

Thus, a(f) =
(
an
)∞
n=0

and a0 = 0, an =
δn−1

n
≈ 1

n2−γ (n > 0, n → +∞) and

|an|p ≈
1

np(2−γ)
.

For
1

2
< p < 1 choose γ ∈

[2p− 1

p
, 1
)

and hence (2− γ)p ≤ 1.

It follows that a(f) /∈ `p.
For 0 < p <

1

2
for any γ ∈ (0, 1) we have a(f) /∈ `p.

The proof is complete. �

Definition 3.2. Let 0 < p < 1. Denote by Λp the set of f ∈ H1, such that, a(f) /∈ `p.

Proposition 3.3. Let 0 < p < 1. Then Λp is a subset of H1
which is dense and Gδ.
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Proof. Proposition 3.1 shows that Λp 6= ∅. Let f ∈ Λp. If P is a polynomial then
f + P ∈ Λp. Since the set of polynomials is dense in H1 ([1]), it follows that the set
{f + P : P polynomial} is dense in H1. Since the last set is contained in Λp, it follows
that Λp is dense in H1.

In order to show that Λp is a Gδ is suffices to prove that H1 r Λp is a denumerable
union of closed subsets of H1.

For M and N natural numbers we consider the set

EM,N =

{
f ∈ H1 : f(z) =

∞∑
n=0

ηn(f)zn,

N∑
n=0

|ηn(f)|p

(n+ 1)p
≤M

}
.

Then H1 r Λp =
⋃
M

[⋂
N

EM,N

]
.

We verify that each set EM,N is a closed subset of H1. Indeed, let fk ∈ EM,N

be a sequence converging in H1 to some f ∈ H1. Then fk converges uniformly on
compacta of D to f , which implies ηn(fk) −−−−→

k →∞
ηn(f) for every n = 0, 1, 2, . . . ([1]).

Since
N∑
n=0

|ηn(fk)|p

(n+ 1)p
≤ M for all k, it follows

N∑
n=0

|ηn(f)|p

(n+ 1)p
≤ M ; that is, f ∈ EM,N and

the set EM,N is closed in H1. The same holds for the intersections
⋂
N

EM,N and their

denumerable union H1 r Λp is an Fσ. The proof is complete. �

Theorem 3.4. The set

⋂
0<p<1

Λp is a Gδ and dense subset of H1
. It follows that for the

generic function f in H1
the sequence a(f) belongs to `1 r

[ ⋃
0<p<1

`p
]
.

Proof. Applying Baire’s theorem to the complete space H1 we find that
∞⋂
n=2

Λ1− 1
n

is a

Gδ and dense subset of H1. Since the family of `p spaces is increasing, it follows that
∞⋂
n=2

Λ1− 1
n

=
⋂

0<p<1

Λp; this gives the first part of the statement of Theorem 3.4. This

combined with the fact that a(f) ∈ `1 for all f ∈ H1 ([1]), completes the proof. �

4 Baire’s theorem, Mergelyan theorem and Universality

Baire’s theorem combined with Mergelyan theorem yields generic existence of uni-
versal Taylor series on simply connected planar domains.

Definition 4.1. Let K be a compact subset of C n, n ≥ 1. Then P (K) denotes the
set of all uniform on K limits of polynomials and A(K) denotes the set of functions
f : K → C continues on K and holomorphic in K0.

If K0 = ∅ then A(K) = C(K). The inclusion P (K) ⊂ A(K) always hold.

Theorem 4.2. (Mergelyan [8]). LetK ⊂ C be a compact set such that CrK is connected.

Then P (K) = A(K).
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Definition 4.3. Let Ω ⊂ C be a simply connected domain and ζ ∈ Ω. A function
f : Ω → C holomorphic on Ω belongs to the class U(Ω, ζ) of universal Taylor series
with center ζ, if for every compact set K ⊂ C r Ω with C r K connected and every
h ∈ A(K), there is a sequence Sλn(f, ζ)(z) of partial sums of the Taylor development of
f with center ζ which converges uniformly on K towards h.

Theorem 4.4. ([9], [10], [6]). If Ω ⊂ C is a simply connected domain and ζ ∈ Ω, then the

class U(Ω, ζ) is a dense and Gδ subset of the space H(Ω) of holomorphic functions on Ω

endowed with the topology of uniform convergence on compacta of Ω.

The proof of Theorem 4.4 uses Baire’s theorem combined with Mergelyan’s theorem.
One of the uses of Mergelyan theorem in this proof is the following.

Let K1 ⊂ Ω be a compact set with C r K1 connected and let ϕ ∈ H(Ω). Let
K2 ⊂ C r Ω be a compact set with C r K2 connected and let h be a polynomial. We

need to find a polynomial P , such that, sup
z∈K1

|P (z)−ϕ(z)| < ε and sup
z∈K2

|P (z)−h(z)| < 1

s
,

where ε > 0 and s > 0 are given.
Indeed, since K1∩K2 = ∅ the union K1∪K2 has also connected complement. Thus

Mergelian’s theorem applies for the compact setK = K1∪K2. The functionH : K → C
defined by H|K1 = ϕ and H|K2 = h belongs to A(K); thus, there exists a polynomnial

P such that sup
z∈K
|P (z)−H(z)| < min

(
ε,

1

s

)
.

This yields the desired result.
As mentioned in the introduction there is no satisfactory Mergelyan’s theorem in

several variables and the theory of universal Taylor series in Cn is less developed. If we
wish to obtain existence of universal Taylor series on products Ω = Ω1 × · · · × Ωn of
planar simply connected domains Ω1, . . . , Ωn, we need a Mergelyan’s type theorem of
the following form.

‘‘If K1, . . . ,Kn are planar compact sets with connected complements C rKi, then
A(K) = P (K) where K = K1 × · · · ×Kn’’.

Counterexample 4.5. Let n = 2, K1 = {0} and K2 = D be the closed unit disc in C.
Then CrK1 and CrK2 are connected. Let h : K1×K2 → C be the function h(z1, z2) =

|z2| for all (z1, z2) ∈ K1 × K2 = {0} × D. We have h ∈ A(K1 × K2) = C(K1 × K2)

because the interior of K1 ×K2 in C2 is empty. We show that h /∈ P (K1 ×K2); indeed,
if a sequence of polynomials converges uniformly on K1 ×K2 to h, then by Wieirstrass
theorem the function |z2| = h(0, z2) should be holomorphic on the open unit disc D,
which is absurd. Thus, h /∈ P (K1 ×K2) and P (K1 ×K2) 6= A(K1 ×K2). �

A careful examination of the previous counterexample leads to the following defini-
tion ([2]).

Definition 4.6. Let K ⊂ Cn be compact. A function f : K → C belongs to the class
AD(K), if it is continuous on K and the following holds:

For every injective holomorphic mapping Φ : D → K on an open disc D ⊂ C the
composition f ◦ Φ is holomorphic on D.
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If n = 1 then AD(K) = A(K). For n > 1, this is no longer true. For instance the
function h in Counterexample 4.5 belongs to A(K1 ×K2) r AD(K1 ×K2). In general
we have the inclusion P (K) ⊂ AD(K) ⊂ A(K). Furthermore, if O(K) denotes the set
of uniform on K limits of functions holomorphic in (varying) open sets containing K,
then we have P (K) ⊂ O(K) ⊂ AD(K) ⊂ A(K). Thus, the algebra AD(K) is better
for approximation than A(K). Mergelyan type theorems will be those giving conditions
assuring that AD(K) coincides with P (K) or O(K).

I tried to prove that if K1, . . . ,Kn are planar compact sets with connected comple-
ments, then AD(K) = P (K), where K = K1×· · ·×Kn, but I failed. My impression was
that we would need several months in order to prove this. However, Myrto Manolaki in
three days at Oberwolfach gave a proof of this ([2]).

Theorem 4.7. LetK1, . . . ,Kn be planar compact sets with connected complements. Then

AD(K) = P (K), where K = K1 × · · ·Kn.

Theorem 4.7 allows to prove generic existence of universal Taylor series on products
Ω = Ω1 × · · · ×Ωn of planar simply connected domain Ω1, . . . , Ωn, ([4],[5]).

Theorem 4.8. Let Ω1, . . . , Ωn be planar simply connected domains and ζ ∈ Ω = Ω1 ×
· · · ×Ωn. If f is holomorphic in Ω, then SN (f, ζ)(z), N = 0, 1, 2, . . . denote the sequence

of partial sums of the Taylor development of f with center ζ following any a-priori given

enumeration of the monomials in this development.

There exists a holomorphic function f on Ω, such that, for every compact planar sets

K1, . . . ,Kn with connected complements, such that K∩Ω = ∅where K = K1×· · ·×Kn,

the sequence SN (f, ζ)(z), N = 0, 1, 2, . . . is uniformly dense on AD(K). The set of such

functions f is a dense and Gδ subset of the space H(Ω) of holomorphic functions on Ω

endowed with the topology of uniform convergence on compacta of Ω.

WhenΩ is planar the functions in the class U(Ω, ζ) have very wild properties; see for
example [6], [7], as well as, the works of Stephen Gardiner at al where potential theory
is used to address these wild properties. It is natural to ask the question, if in several
variables, the functions f of Theorem 4.8 satisfy similar wild properties. For instance
the class U(Ω, ζ) is independent of the center ζ in the simply connected domain Ω. Is
there an analogue in several variables in the frame of Theorem 4.8?

Acknowledgement. I would like to thank A. Siskakis for the proof of Proposition 3.1.
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On the inversion of the Laplace transform

Nickos Papadatos

In Memory of Dimitris Gatzouras

Abstract

The Laplace transform is a useful and powerful analytic tool with applications to
several areas of applied mathematics, including differential equations, probabil-
ity and statistics. Similarly to the inversion of the Fourier transform, inversion
formulae for the Laplace transform are of central importance; such formulae are
old and well-known (Fourier-Mellin or Bromwich integral, Post-Widder inversion).
The present work is motivated from an elementary statistical problem, namely, the
unbiased estimation of a parametric function of the scale in the basic model of a
random sample from exponential distribution. The form of the uniformly minimum
variance unbiased estimator of a parametric function h(λ), as well as its variance,
are obtained as series in Laguerre polynomials and the corresponding Fourier coef-
ficients, and a particular application of this result yields a novel inversion formula
for the Laplace transform.

Key words and phrases: Exponential Distribution, Unbiased Estimation; Laplace Transform; Laguerre

Polynomials.

1 Introduction

For a function u : (0,∞)→ R, its Laplace transform is defined by the integral

φ(λ) =

∫ ∞
0

exp(−λx)u(x)dx, (1.1)

provided that there exists λ0 ≥ 0 such that∫ ∞
0

exp(−λ0x)|u(x)|dx <∞.

There is a second version of the Laplace transform, related to probability measures
µ supported in (a subset of) [0,∞), namely,

φµ(λ) =

∫
[0,∞)

exp(−λx)dµ(x); (1.2)

it is just a matter of notation to express φµ(λ) as E exp(−λX) where the nonnegative
random variable X has distribution function F (x) = µ([0, x]), x ≥ 0, and E denotes
expectation. In this setup, φµ(λ) is denoted as MX(−λ) and it is called the moment

generating function of X. It is clear that formulae (1.1) and (1.2) coincide if X has a
density u (w.r. to Lebesgue measure on [0,∞)). An inversion formula for the probabilistic
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version (1.2) can be found in Billingsley (1995) or Schilling et al (2012), and it is based
on an ingenious application of the law of large numbers. The formula can be written as
(x > 0)

µ
(

[0, x)
)

+
1

2
µ
(
{x}
)

= lim
N

N∑
k=0

(−1)k

k!

(N
x

)k
φ(k)
µ

(N
x

)
. (1.3)

Regarding (1.1), it is known from Lerch (1903) that the transformation u→ φ is one
to one. Furthermore, there are two well-known inversion formulae for (1.1), namely, the
Fourier-Mellin or Bromwich integral (see Boas (1983), Cohen (2007)),

u(x) =
1

2πi
lim
T→∞

∫ γ+iT

γ−iT
exp(sx)φ(s)ds, (1.4)

where γ ≥ 0 is greater than the real part of every pole of (the analytic extension of)
φ, and the Post (1930) or Post-Widder formula (see Widder (1946), Post (1930), Cohen
(2007)),

u(x) = lim
n

(−1)n

n!

(n
x

)n+1
φ(n)

(n
x

)
. (1.5)

The above inversions hold under some mild restrictions, e.g., (1.4) is satisfied for almost
all x ∈ (0,∞) (clearly, this is the best we can expect, but the formula in itself is
complicated and, so, inconvenient for purposes of computation, as can be seen when
applied to trivial exemplary cases), and (1.5) holds at continuity points of u, provided
that u is smooth in pieces and that the growth of |u| at infinity is at most of exponential
order.

The present work is motivated from an elementary statistical inference problem
which, at a first glance, seems to be unrelated to Laplace inversion. The problem is
to find the minimum variance unbiased estimator of a given parametric function h(λ),
based on a random sample X1, . . . , Xn from Exp(λ), with λ > 0 unknown, or, more
generally, from Γ(a, λ) with a > 0 fixed and known and λ > 0 an unknown parameter
(for the definitions see Section 2). The main result provides necessary and sufficient
conditions on h so that a solution of this problem exists, and shows that the solution
(whenever exists) can be presented as a series in Laguerre polynomials,

Ln(x) =

n∑
k=0

(−1)k
( n
k

)xk
k!
. (1.6)

A particular application of the main result yields a novel inversion formula for the
Laplace transform; see Section 3.

2 On the best unbiased estimator of a parametric function of

the scale parameter in exponential/gamma models

2.1 Preliminaries and a simple parametric inference problem

The probability density of the exponential distribution, Exp(λ), is given by

fλ(x) = λ exp(−λx), x > 0,
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while the Gamma distribution, Γ(a, λ), has probability density

fλ(x) =
λa

Γ(a)
xa−1 exp(−λx), x > 0, (2.1)

where a > 0 and λ > 0 are positive constants, so that Exp(λ) ≡ Γ(1, λ).
From now on, we suppose that a > 0 is known (given), and we assume that λ > 0

is the (unique) unknown parameter to be estimated from the data. More generally, we
wish to estimate an arbitrary parametric function h(λ) by using a suitable choice of an
estimator

T = T (X1, . . . , Xn),

where T is a real valued measurable function with domain (0,∞)n and X1, . . . , Xn are
iid (independent, identically distributed) random variables with density (2.1). Of course,
the actual value of T (when X1 = x1, . . . , Xn = xn) must not vary with λ, but T may
depends on n or a (since both are fixed and known).

So, the problem can be formulated as follows:

Problem 1. Let h(λ) : (0,∞)→ R be a given (arbitrary) parametric function and suppose
that X1, . . . , Xn are iid with density (2.1). Under what conditions on h is it possible to
find an estimator T = T (X1, . . . , Xn) such that

(i) EλT = h(λ) for all λ > 0, and

(ii) EλT 2 <∞ for all λ > 0?

And, in case that such a T exists, how can we obtain the best possible estimator for h?

An estimator satisfying condition 1 is called unbiased; as we shall see, unbiased-
ness restricts the class of possible estimators in such a way that the family of permitted
parametric functions h is quite narrow. Condition 2 means that T ∈ ∩λ>0L

2(µn(λ)),
where µn(λ) is the product probability measure of (X1, . . . , Xn) on [0,∞)n. Then, pro-
vided EλT = h(λ), the quantity Eλ(T −h(λ))2 can be written as VarλT = EλT 2−h(λ)2,
and it is called the variance of the estimator T . Even if T is not unbiased, the quantity
Eλ(T −h(λ))2 is called MSE (mean squared error), and it is the most important measure
of closeness between a point estimator T (X1, . . . , Xn) and a parametric function h(λ),
traditionally used in statistics for a long time. The subscript λ in Eλ and Varλ denotes
that the true probability measure of the Xi’s is as in (2.1).

It is clear that, if we restrict ourselves to the class of unbiased estimators, those with
smaller variance are preferable. In the plausible case that we can pick an estimator T ∗

satisfying

(i) EλT ∗ = h(λ) for all λ > 0,

(ii) VarλT
∗ <∞ for all λ > 0, and

(iii) for any unbiased estimator T and for all λ > 0, VarλT
∗ ≤ VarλT ,
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it follows that this is the best we can do. Such an estimator T ∗ is then called uniformly

minimum variance unbiased estimator (UMVUE for short), and this is what we could
name as best. In order to be able to obtain the UMVUE it is necessary and sufficient
that the class

Th = {T : T is an unbiased estimator for h(λ) with finite variance (for all λ > 0)}

is nonempty. This follows from one of the most fundamental result in parametric in-
ference, adapted to the present particular case of Gamma distributions with a known.
Indeed, the following is true; see Lehmann and Gasella (1998).

Theorem 2.1. (Rao-Blackwell / Lehmann-Scheffé). LetX1, . . . , Xn be a random sample

from (2.1) with λ > 0 unknown and a > 0 known. Let also h : (0,∞)→ R be a parametric

function, and suppose that Th is nonempty. Set X = X1 + · · ·+Xn. Then,

(i) The conditional probability distribution of (X1, . . . , Xn) given X is independent of λ.

(ii) For any T ∈ Th, the (unique w.p. 1) UMVUE is given by the conditional expectation

T ∗(X) := E
(
T (X1, . . . , Xn)

∣∣∣ X).
(iii) Equivalently, the UMVUE of h(λ) is the unique (w.p. 1) unbiased estimator in Th which

is a function of X, u = u(X). Hence, u(X) = E
(
T (X1, . . . , Xn)

∣∣∣ X) = T ∗(X).

Remark 2.1. It is well-known that the distribution of X = X1 + · · ·+Xn is Γ(na, λ). In
view of Theorem 2.1, and substituting a for na > 0, Problem 1 reduces to an equivalent,
much simper, reformulation, as follows.

Problem 2. Let h(λ) : (0,∞)→ R be a given (arbitrary) parametric function and suppose
thatX is a random variable having probability density (2.1), with a > 0 fixed and known,
and λ > 0 an unknown parameter. Under what conditions on h does the UMVUE
u = u(X) of h(λ) exists for all λ? And, in case that it exists, how can we obtain its
form?

Since, by definition, Eλψ(X) =
∫∞

0 fλ(x)ψ(x)dx for arbitrary measurable ψ, the
imposed condition of a finite second moment on u for all λ implies that∫ ∞

0
xa−1 exp(−λx)u(x)2dx <∞. (2.2)

In other words, u ∈ L2(λ) for all λ > 0, where L2(λ) is the Lebesgue space of functions
u : (0,∞)→ R satisfying (2.2). Thus, it is reasonable to define

L2
0 :=

⋂
λ>0 L

2(λ). (2.3)

We can rewrite the unbiasedness restriction Eλu(X) = h(λ) as

Γ(a)h(λ)

λa
=

∫ ∞
0

xa−1 exp(−λx)u(x)dx, λ > 0. (2.4)

It is then obvious that the rhs of (2.4) defines a holomorphic function in the right half-
plane C+ = {λ ∈ C : Re(λ) > 0} whenever u ∈ L2

0. This means that the function λ →
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Γ(a)λ−ah(λ) is holomorphic, and hence, h(λ) must be holomorphic in C+. This already
imposes a serious restriction to the allowable parametric functions, e.g., it is necessary
that h ∈ C∞(0,∞); in fact, the analytic extension of h should have no singularities in
the right half-plane. As a simple example, for the C∞(0,∞) parametric function h(λ) =

1/(λ2−2λ+2), no unbiased estimator exist (for all λ > 0), because of the poles 1±i of h.
However, regarding Problem 2, the analyticity of h is not sufficient to provide a positive
answer. To see this, it suffices to observe that for u ∈ L2

0,
∫∞

0 xa−1 exp(−λx)u(x)dx→ 0

as λ→ +∞, by dominated convergence. Then, any holomorphic function h that growths
faster than eλ at infinity, e.g. h(λ) = exp(λ2), cannot be written as the expectation of
some u ∈ L2

0; see (2.4).

2.2 Results

We are now in a position to state the main results.

Theorem 2.2. Assume that X is a random variable with probability density fλ as in

(2.1), with λ > 0 unknown. For a given parametric function h(λ), its UMVUE u(X) exists

in L2
0 if and only if the following two conditions are satisfied.

(1) The function h can be extended to an holomorphic function in C+
, and

(2) For any λ > 0,
∞∑
n=0

βn(λ)2 <∞, (2.5)

where

βn(λ) =
(−1)n√
n![a]n

(
λ

dn

dλn

[
λn−1h(λ)

])
; (2.6)

here, [a]n =
∏n−1
j=0 (a+ j) = Γ(a+ n)/Γ(a) denotes the ascending factorial (Pochhammer

symbol).

Theorem 2.3. Let h be a parametric function satisfying (1) and (2) of Theorem 2.2. For

fixed λ > 0 define the function

Hλ(y) := h
( λ

1− y

)
, |y| < 1. (2.7)

Then, an alternative simplified form of the constants βn(λ) in (2.6) is given by

βn(λ) =
(−1)nH

(n)
λ (0)√

n![a]n
. (2.8)

Theorem 2.4. Assume that (1) and (2) of Theorem 2.2 are satisfied and fix λ0 > 0. Then,

the function u(x) for which u(X) is the UMVUE of h(λ) is given by

u(x) =
∞∑
n=0

βn(λ0)qn;λ0(x) (2.9)

where {qn;λ0(x)}∞n=0 is the complete orthonormal polynomial system corresponding to the

weight function fλ0 , with the convention that each qn;λ0 is of degree n and with strictly
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positive leading coefficient. The series converges a.e. on (0,∞) and in L2(λ) for every

λ ≥ λ0, and the resulting function u(x), given by (2.9), is independent of the choice of λ0.

Furthermore, for any λ > 0, the variance of the UMVUE is given by

Varλu(X) =
∞∑
n=1

βn(λ)2, (2.10)

where the constants βn(λ) are completely determined from h(λ); see (2.6) or (2.8).

Example 1. We compare the expression (2.10) with the classical information inequality,
namely, the famous Cramér-Rao (CR) lower bound (LBCR). Since, as is well-known, the
regularity conditions are satisfied for fλ, the bound states that for a random sample
X1, . . . , Xn (of size n) from fλ, and for any unbiased estimator T = T (X1, . . . , Xn) of
h(λ), the inequality VarλT ≥ h′(λ)2/(nI(λ)) := LBCR is satisfied; here, I(λ) is the
Fisher information, defined as

I(λ) := Eλ

[(
∂

∂λ
log fλ(X1)

)2]
=

a

λ2
.

Thus, the CR-bound reads as VarλT ≥ λ2h′(λ)2/(na). On the other hand, the series
expansion (2.10) (applied with na in place of a; see Problems 1 and 2) yields

Varλu(X) =
∞∑
m=1

λ2

m![na]m

(
dm

dλm

[
λm−1h(λ)

])2

.

Since u(X) is the UMVUE and thus, VarλT ≥ Varλu(X) for any unbiased estimator T ,
it is clear that the CR-bound is implied by the preceding series, on just keeping its first
term.

2.3 Proofs

We first state some auxiliary lemmas.

Lemma 2.2. For x > 0, a > 0 and λ > 0,

dn

dxn

[
xnfλ(x)

]
= λ

dn

dλn

[
λn−1fλ(x)

]
, n = 0, 1, 2, . . . . (2.11)

Proof. By Leibnitz formula and (2.1) it is easily seen that both sides of (2.11) are equal
to

Γ(a+ n)fλ(x)
n∑
k=0

(−1)k
( n
k

) (λx)k

Γ(a+ k)
.

Lemma 2.3. (Rodrigues’ formula; see Afendras and Papadatos (2015)). For x > 0, a > 0

and λ > 0,

dn

dxn

[
xnfλ(x)

]
= (−1)n

√
[a]nn!fλ(x)qn;λ(x), n = 0, 1, 2, . . . , (2.12)

where {qn;λ(x)}∞n=0 is the complete orthonormal system with respect to fλ, standardized

so that qn;λ has degree n and positive leading coefficient. The polynomials qn;λ satisfy

the orthogonality condition

Eλ
[
qn;λ(X)qm;λ(X)

]
=
∫∞

0 fλ(x)qn;λ(x)qm;λ(x) dx =

{
1 if n = m;

0 if n 6= m.
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One important observation is that, as (2.12) and (2.11) show, we may produce the
orthonormal set qn;λ by differentiate w.r. to the parameter λ, instead of x.; more pre-
cisely,

qn;λ(x) =
(−1)n√
n![a]nfλ(x)

dn

dxn

[
xnfλ(x)

]
=

(−1)n√
n![a]nfλ(x)

(
λ

dn

dλn

[
λn−1fλ(x)

])
. (2.13)

Thus, (2.13) obtains the following

Corollary 2.4. For x > 0, a > 0, λ > 0 and n ∈ {0, 1, . . .},

qn;λ(x)fλ(x) =
(−1)n√
n![a]n

(
λ
dn

dλn

[
λn−1fλ(x)

])
. (2.14)

We now proceed to verify the results of Theorems 2.2–2.4.
Assume first that the UMVUE of h(λ) is u(X), and suppose that it has finite variance

for all λ > 0. Multiplying the equation Eλu(X) = h(λ) by λn−1 and then taking n

derivatives w.t. to λ, we subsequently obtain

h(λ) =

∫ ∞
0

fλ(x)u(x)dx,

λn−1h(λ) =

∫ ∞
0

λn−1fλ(x)u(x)dx,

dn

dλn

[
λn−1h(λ)

]
=

∫ ∞
0

(
dn

dλn

[
λn−1fλ(x)

])
u(x)dx,

λ
dn

dλn

[
λn−1h(λ)

]
=

∫ ∞
0

(
λ

dn

dλn

[
λn−1fλ(x)

])
u(x)dx,

(−1)n√
n![a]n

(
λ

dn

dλn

[
λn−1h(λ)

])
=

∫ ∞
0

qn;λ(x)fλ(x)u(x)dx; (2.15)

note that the differentiation can be passed under the integral sign, due to the assumed
(squared) integrability of u with respect to fλ for all λ > 0. We conclude from (2.15) that
the constants βn(λ) of (2.6) are the Fourier coefficients of u with respect to the orthonor-
mal polynomial system {qn;λ}∞n=0, corresponding to the weight function fλ. It should be
noticed that the orthonormal polynomial system corresponding to a probability measure
(having finite moments of any order) is unique, apart from a possible multiplication of
each polynomial by ±1. Moreover, since our system {qn;λ}∞n=0 is complete in L2(λ), see
Afendras et al (2011), Parseval’s identity yields

Eλu(X)2 =

∫ ∞
0

fλ(x)u(x)2dx =

∞∑
n=0

βn(λ)2 <∞.

Thus, assuming that u ∈ L2
0, and since β0(λ) = Eλu(X) = h(λ), we get

Varλu(X) =
∞∑
n=1

βn(λ)2, for all λ > 0.

Conversely, assume that h is holomorphic in C+ and that the series in (2.6) is finite
for all λ > 0. Then we may define the function u(x;λ) as

u(x;λ) :=

∞∑
n=0

βn(λ)qn;λ(x), x > 0, (2.16)

117



where, by Riesz-Fisher, the series converges in L2(λ), that is,∫ ∞
0

(
uN (x;λ)− u(x;λ)

)2
fλ(x)dx→ 0, N →∞,

with uN (x;λ) =
∑N

n=0 βn(λ)qn;λ(x). It remains to show that the limiting function u(x;λ)

does not depend on λ, and that it is the unique UMVUE of h(λ). To this end, choose a
fixed λ0 > 0 with λ0 < λ and write

uN (x) =

N∑
n=0

βn(λ0)qn;λ0(x), x > 0, N = 0, 1, 2, . . . . (2.17)

From the convergence of the series (2.5) (with λ = λ0) it is easily seen that uN (x) is
Cauchy L2(λ0), and hence, it converges (in the norm of L2(λ0)) to a function u(x) ∈
L2(λ0). Moreover, is easy to check that for any λ ≥ λ0, we can find a constant Cλ =

C(λ, λ0) such that fλ(x) ≤ Cλfλ0(x) for all x > 0. This implies that uN is also Cauchy
L2(λ) for any fixed λ ≥ λ0; indeed, if ε > 0 is arbitrary, we can find N(ε) such that∫∞

0 (uN1(x)− uN2(x))2 fλ0(x)dx < ε/Cλ for all N1, N2 > N(ε) and, then,∫ ∞
0

(uN1(x)− uN2(x))2 fλ(x)dx ≤ Cλ
∫ ∞

0
(uN1(x)− uN2(x))2 fλ0(x)dx < ε.

The preceding argument verifies that the limiting function u, defined as the L2(λ0)-
limit of the sequence in (2.17), belongs to L2(λ) for all λ ≥ λ0, in symbols, u(x) ∈⋂
λ≥λ0

L2(λ). From the orthogonality of the polynomials qn;λ0 (n ≥ 1) and q0;λ0 ≡ 1

we immediately see that Eλ0uN (X) = β0(λ0) = h(λ0), and clearly, this is also true
for u, i.e., Eλ0u(X) = h(λ0). However, the situation is different when λ 6= λ0, that is,
the expectation of uN (X) w.r. to fλ varies with both N and λ. More precisely, since
q0;λ(x) ≡ 1,

EλuN (X) = h(λ0) +

N∑
n=1

βn(λ0)Eλqn;λ0(X), N = 1, 2, . . . λ > 0.

On the other hand, we have shown that for λ ≥ λ0, Eλ
(
uN (X)− u(X)

)2
→ 0, so that,

by the Cauchy-Schwarz inequality,∣∣∣EλuN (X)− Eλu(X)
∣∣∣ ≤ Eλ

∣∣uN (X)− u(X)
∣∣ ≤ (Eλ∣∣uN (X)− u(X)

∣∣2)1/2
→ 0.

It follows that Eλu(X) = limN EλuN (X). Hence, the expectation of u(X) w.r. to fλ can
be obtained as the limit of the expectations of uN (X) (w.r. to fλ). Next, we see that
the calculation of EλuN (X) requires evaluation of the expectations Eλqn;λ0(X), that is,
integrals of the polynomials qn;λ0(x) w.r. to a different weight function (fλ instead of
fλ0 ), under which these polynomials are no longer orthogonal.

In order to calculate Eλqn;λ0(X) we proceed as follows. We have

Eλqn;λ0(X) =

∫ ∞
0

fλ(x)

fλ0(x)
fλ0(x)qn;λ0(x)dx

=
( λ
λ0

)a ∫ ∞
0

fλ0(x) exp
(
− (λ− λ0)x

)
qn;λ0(x)dx.
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The last integral can be viewed as the n-th Fourier coefficient of the bounded C∞(0,∞)

function w(x) := exp
(
− (λ − λ0)x

)
, x > 0, with respect to the corresponding or-

thonormal polynomial system {qn;λ0}∞n=0 in L2(λ0). On the other hand, it is known that
the same Fourier coefficients can be conveniently obtained by using the identity (see
Afendras and Papadatos (2015), Afendras et al (2011))

Eλ0

[
qn;λ0(X)w(X)

]
=

1√
n![a]n

Eλ0

[
Xnw(n)(X)

]
,

provided Eλ0

[
Xn
(
w(n)(X)

)2]
< ∞. Since w(n)(x) = (λ0 − λ)n exp

(
− (λ − λ0)x

)
is a

bounded function of x, because λ ≥ λ0, we can apply the preceding formulae to deduce

Eλqn;λ0(X) =
( λ
λ0

)a (λ0 − λ)n√
n![a]n

Eλ0

[
Xn exp

(
− (λ− λ0)X

)]
.

A straightforward computation now yields

Eλ0

[
Xn exp

(
− (λ− λ0)X

)]
=

λa0
Γ(a)

∫ ∞
0

xn+a−1 exp(−λx)dx = [a]n
λa0
λn+a

,

and thus,

Eλqn;λ0(X) = (−1)n
√

[a]n
n!

(
1− λ0

λ

)n
.

Recalling that βn(λ0) is given by (2.6) with λ = λ0, we have

EλuN (X) =

N∑
n=0

(−1)nλ0√
n![a]n

dn

dλn

[
λn−1h(λ)

]∣∣∣∣∣
λ=λ0

(
(−1)n

√
[a]n
n!

(
1− λ0

λ

)n)

=

N∑
n=0

1

n!

(
1− λ0

λ

)n{
λ0

dn

dλn

[
λn−1h(λ)

]∣∣∣∣∣
λ=λ0

}
. (2.18)

Though the preceding formula appears to be quite complicated at a first glance (e.g.,
it seems that it is not an easy task to obtain its limiting value as N → ∞), this is not
the case. In fact, (2.18) represents a Taylor development around y = 0 of the function
Hλ0(y) := h

(
λ0

1−y

)
, |y| < 1. Recall that h(λ) has been assumed to be holomorphic in

Re(λ) > 0, so that Hλ0(y) is analytic in the open disc |y| < 1. Writing H
(n)
λ0

(y) for
dn

dynHλ0(y), we shall verify below the equality

H
(n)
λ0

(0) =

{
λ0

dn

dλn

[
λn−1h(λ)

]∣∣∣∣∣
λ=λ0

}
, n = 0, 1, . . . . (2.19)

Assuming for a while that (2.19) is valid, and substituting it to (2.18), we obtain the
simple formula

EλuN (X) =

N∑
n=0

H
(n)
λ0

(0)

n!

(
1− λ0

λ

)n
.

Since |1−λ0/λ| < 1 (for λ > λ0/2), we conclude from Taylor’s theorem that EλuN (X)→
Hλ0(1 − λ0/λ) = h(λ). Thus, Eλu(X) = limN EλuN (X) = h(λ), and this verifies that
u(X) is the (unique) UMVUE of h(λ), for every λ ≥ λ0. [To see uniqueness, repeat
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the previous construction with λ1 in place of λ0. Then, as we showed, the produced
estimator ũ(X) will satisfy Eλũ(X) = h(λ) = Eλu(X) for all λ ≥ max{λ0, λ1}, so it
must be identical to u(X).] Furthermore, (2.6) shows that u has the same Fourier
coefficients as the function u(x;λ) defined by (2.16); thus u(x) = u(x;λ) is independent
of λ, and Parseval’s identity yields (2.10). The orthogonal polynomials for the weight
function fλ are called generalized Laguerre (Laguerre when a = 1). The a.e. convergence
of the Laguerre series expansion of a function u ∈ L2(λ) is a well-known (Carleson-Hunt
type) result that can be found in Mackenhoupt (1970); see also Uspensky (1927) and
Stempak (2000).

It remains to show (2.19). Using Leibnitz formula we first calculate

λ
dn

dλn

[
λn−1h(λ)

]
= (n− 1)!

n∑
k=1

( n
k

)λkh(k)(λ)

(k − 1)!
, n = 1, 2, . . . , (2.20)

while the lhs equals to h(λ) for n = 0. Next, we define Hλ(y) = h
(
λ/(1−y)

)
, |y| < 1, so

that H(0)
λ (y) = Hλ(y) and H(0)

λ (0) = h(λ). For n = 1, H ′λ(y) = λh′
(
λ/(1−y)

)/
(1−y)2,

and H ′λ(0) = λh′(λ) equals to the sum in the rhs of (2.20) (with n = 1). We shall prove,
using induction on n, the formula (valid for λ > 0, |y| < 1)

H
(n)
λ (y) = (n− 1)!

n∑
k=1

( n
k

) λkh(k)(λ/(1− y))

(k − 1)!(1− y)n+k
, n = 1, 2, . . . , (2.21)

which, setting y = 0, yields the rhs of (2.20); then, the substitution λ → λ0 verifies
(2.19). Noting that (2.21) is true for n = 1, we assume that it is true for some n. Then,

H
(n+1)
λ (y) =

d

dy

{
(n− 1)!

n∑
k=1

( n
k

) λkh(k)(λ/(1− y))

(k − 1)!(1− y)n+k

}

= (n− 1)!

n∑
k=1

( n
k

) λk

(k − 1)!

d

dy

{
h(k)(λ/(1− y))

(1− y)n+k

}

= (n− 1)!

n∑
k=1

( n
k

) λk

(k − 1)!

h(k+1)(λ/(1− y))

(1− y)n+k

λ

(1− y)2

+ (n− 1)!
n∑
k=1

( n
k

) λk

(k − 1)!

h(k)(λ/(1− y))

(1− y)n+k+1
(n+ k)

= (n− 1)!

n+1∑
k=2

(k − 1)
( n

k − 1

) λkh(k)(λ/(1− y))

(k − 1)!(1− y)n+1+k

+ (n− 1)!

n∑
k=1

(n+ k)
( n
k

) λkh(k)(λ/(1− y))

(k − 1)!(1− y)n+1+k

= (n− 1)!
n+1∑
k=1

{
(k − 1)

( n

k − 1

)
+ (n+ k)

( n
k

)} λkh(k)(λ/(1− y))

(k − 1)!(1− y)n+1+k
,

where the last equality follows from
( n
k

)
= 0 for k = n+ 1 and (k − 1)

( n

k − 1

)
= 0 for
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k = 1. It is now obvious that

(k − 1)
( n

k − 1

)
+ (n+ k)

( n
k

)
=

(k − 1)n!

(k − 1)!(n− k + 1)!
+

(n+ k)n!

k!(n− k)!

=
{
k(k − 1) + (n+ k)(n+ 1− k)

} n!

k!(n+ 1− k)!

= n(n+ 1)
n!

k!(n+ 1− k)!

= n
( n+ 1

k

)
.

This shows that (2.21) holds with n + 1 in place of n, and concludes the inductional
argument.

3 A novel inversion formula of the Laplace transform

The results of Section 2 apply to the particular case where a = 1, i.e., when X follows
the exponential distribution with parameter λ > 0, Exp(λ), with probability density

fλ(x) = λ exp(−λx), x > 0. (3.1)

In this case, Lemma 2.3 produces the corresponding orthonormal polynomial system,
namely,

qn;λ(x) =
n∑
k=0

(−1)n−k
( n
k

)(λx)k

k!
.

The preceding polynomials are functions of λx (this is also true for a 6= 1, since it is
easily seen that qn;λ(x) = qn;1(λx)). Hence, it is convenient to define pn(x) = qn;1(x),
so that qn;λ(x) = pn(λx). Then, the polynomial system {pn(x)}∞n=0 is the complete
orthonormal system corresponding to f1 (i.e., Exp(1)), that is,

E
[
pn(X)pm(X)

]
=

∫ ∞
0

e−xpn(x)pm(x)dx =

{
1 if n = m,

0 if n 6= m,

where E stands for E1. Traditionally, the polynomials Ln(x) = (−1)npn(x) (with alter-
nating leading coefficients) are called Laguerre polynomials, see (1.6), and they are also
orthonormal w.r. to f1(x) = e−x, x > 0.

Consider now Problem 2 with a = 1. This reduces in finding the function

u ∈ L2
0 :=

⋂
λ>0L

2
(

(0,∞), e−λx
)

for which
Eλu(X) :=

∫ ∞
0

λ exp(−λx)u(x)dx = h(λ), λ > 0,

provided that h(λ) allows such a construction. Theorem 2.2 provides a necessary and
sufficient condition on h, namely, h(λ) is holomorphic for λ ∈ C+ = {λ ∈ C : Re(λ) > 0}
satisfying

∞∑
n=0

(
(−1)n

n!

(
λ

dn

dλn

[
λn−1h(λ)

]))2

<∞, λ > 0. (3.2)
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In view of Theorem 2.3, the preceding condition can be rewritten as

∞∑
n=0

(
(−1)nH

(n)
λ (0)

n!

)2

<∞, λ > 0, (3.3)

where Hλ(y) = h
(
λ/(1− y)

)
, |y| < 1.

It is obvious that the equation Eλu(X) = h(λ) can be written in terms of the Laplace
transform of u, (1.1), as

λφ(λ) =

∫ ∞
0

λ exp(−λx)u(x)dx = Eλu(X) = h(λ).

Hence, given the (holomorphic in C+) Laplace transform φ, one can check the validity of
either (3.2) or (3.3) for h(λ) := λφ(λ), in order to ensure that the inverse function u(x)

of φ(λ) exists in L2
0; if this is the case, then Theorem (2.4) applies and u is obtained as

a Laguerre polynomial series with constants derived from the derivatives of φ.
Translating Theorems 2.2–2.4 to the Laplace-transform case, we obtain the following

Theorem 3.1. (A) Assume that φ(λ) is an holomorphic function of λ ∈ C+
, such that

∞∑
n=0

(
1

n!

(
λ

dn

dλn

[
λnφ(λ)

]))2

<∞, λ > 0, (3.4)

or, equivalently, ∞∑
n=0

(
Φ

(n)
λ (0)

n!

)2

<∞, λ > 0, (3.5)

where

Φλ(y) =
λ

1− y
φ
( λ

1− y

)
, |y| < 1. (3.6)

Then, φ is the Laplace transform of a function u ∈ L2
0. Moreover, for every fixed λ0 > 0,

the inverse Laplace transform, u, is given by

u(x) =

∞∑
n=0

Φ
(n)
λ0

(0)

n!
Ln(λ0x), (3.7)

where the Laguerre polynomials Ln are given by (1.6). The series converges a.e. and

in L2
(
R+, e

−λx)
for every λ ≥ λ0, and the sum of the series does not dependent on the

particular choice of λ0.

(B) If φ is the Laplace transform of a function u ∈ L2
0 then φ is holomorphic in C+

and

satisfies (3.4) (equivalently, (3.5)).

Since the choice of λ0 does not affect the validity of (3.7), we may set λ0 = 1. Then,
the function Φλ in (3.6) reduces to Φ1(y) = (1−y)−1φ

(
(1−y)−1

)
= Φ(y), say, and from

(3.7) we obtain the (Taylor-like) Laplace inversion formula

u(x) =

∞∑
n=0

Φ(n)(0)

n!
Ln(x), where Φ(y) =

1

1− y
φ
( 1

1− y

)
, (3.8)

which is valid almost everywhere in (0,∞).
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At this point we note that all inversion formulae of φ(λ) provide approximating
functions for u(x) in some sense. For instance, (3.8) says that

uN (x) :=
N∑
n=0

Φ(n)(0)

n!
Ln(x)→ u(x), a.e., (3.9)

while (1.4) can be written in our case as

wN (x) :=
1

2πi

∫ 1+iN

1−iN
exp(sx)φ(s)ds→ u(x), a.e.,

and (1.5) reads as

vN (x) :=
(−1)N

N !

(
N

x

)N+1

φ(N)
(N
x

)
→ u(x) at continuity points x of u(x).

Hence, it would be desirable to compare the degree of approximation of the preceding
formulae; however, this is beyond the scope of the present work. We merely point out
a possible advantage of the new inversion formula: The approximating functions uN
in (3.9) are polynomials, and the formula becomes exact for any polynomial u when
N ≥ deg(u).

Acknowledgement. I would like to cordially thank A. Giannopoulos for organizing this
meeting in memory of our friend and colleague Dimitris, and also for providing me
bibliographic material regarding the a.e. convergence of Laguerre series.
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Systolic inequality and width of metric spaces

Panos Papasoglu

In memory of Dimitris Gatzouras

Abstract

The systole sys(Mn) of a Riemannian manifold Mn is the length of the shortest
non-contractible closed curve on Mn. Lowener showed in 1949 that for the torus
T (with any metric) one has (sysT )2 ≤ 2√

3
areaT . Gromov generalized this result

to all aspherical manifolds in 1983. We give here another approach to Gromov’s
systolic inequality based on a conjecture of Guth about the Uryson width of metric
spaces.

1 Some History

The problem of the existence of closed geodesics in closed Riemannian manifolds Mn

was raised by Poincaré in 1905. It is relatively easy to see (modulo technicalities)
that closed geodesics exist for non-simply connected manifolds, so the first non-trivial
instance of the problem is the case of the 2-sphere. This was resolved by Birkhoff in
1917 [1]. Lusternic-Fet [16] generalized this to all closed manifolds in 1951.

One may ask the finer question of a bound of the length of such a closed geodesic in
terms of the volume of the manifold. This is interesting even for non-simply connected
Riemannian manifolds. In this case the shortest non-contractible geodesic is called the
systole of the manifold.

The first result in this vain is due to Lowener who showed that for the 2-dimensional
torus T (with any metric) one has

(sysT )2 ≤ 2√
3

areaT.

The constant in Lowener’s theorem is optimal. It is natural to ask whether one
can extend Lowener’s result to other surfaces or higher dimensional manifolds. Accola
(1960) and Blatter (1962) gave some weak bounds for surfaces using Complex Analysis,
and their bounds were improved further by Hebda and Burago in 1980. Berger, mo-
tivated by conversations with Thom, popularized the question for general manifolds in
the 60’s and eventually Gromov in 1983 [8] proved two quite general results. He showed
for surfaces of genus g, Sg, that

sys(Sg)
2

areaSg
tends to 0 as g →∞ and that

sysMn ≤ cn n
√

vol(Mn)
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where cn is a constant that depends only on the dimension of the manifold and Mn is
assumed to be aspherical. We recall that Mn is called aspherical if any continuous map
f : Sk → Mn extends continuously to the ball Bk+1 (where Sk is the k-sphere, and
k ≥ 2).

Note that the n-th root is to be expected in any bound of this form as when one
rescales the metric by λ the volume is multiplied by λn. The value of the constant cn is
significant and Gromov gave the bound

cn ≤ 6(n+ 1)nn
√

(n+ 1)!.

Guth in 2010 improved this bound in the case of the n-dimensional torus Tn to 8n.
We remark that there is no lower bound for the systole as one can always ‘pinch’ the

metric making the systole arbitrarily small.
One can not expect a similar result for manifolds that are not aspherical. For

example consider S2 × S1 equipped with a Riemannian metric such that S2 is very
small and S1 is very large, then one can arrange that the volume is 1 while the systole
is arbitrarily large.

Gromov’s proof of the systolic inequality was quite indirect. He used the isometric
embedding Mn → L∞(Mn) given by x → dist (x, ·) to define the filling radius of Mn.
Here we see Mn as an n-cycle in L∞(Mn) and the filling radius is the smallest R such
that Mn bounds an n+ 1-chain in its R-neighborhood. The result follows now from two
inequalities:

sys(Mn) ≤ 6FillRad (Mn)

FillRad (Mn) ≤ cn n
√

vol(Mn).

The second inequality required a quite technical extension of classical isoperimetric
inequalities to the infinite dimensional space L∞(Mn).

We will outline here a more direct proof of Gromov’s systolic inequality relying on
[18]. This new method led to an improvement of the constant cn by Nabutovsky to
cn = n [17].

2 Uryson width and Guth’s conjecture

The Uryson width is a notion of topological dimension theory that was introduced to
Riemannian Geometry by Gromov [8], [9], [10].

Intuitively small k-Uryson width means that an n-dimensional space ‘is close’ to a
k-dimensional space (where we assume k < n). For example if we consider a torus
T 2 = S1 × S1 where one of the S1’s has very small length ε and the other has, say,
length 1 then T 2 is ‘close’ to the circle of length 1-a lower dimensional manifold.

We recall now the precise definition: if X is a metric space we say that X has
q-Uryson width ≤W if there exists a q-dimensional simplicial complex Y and a contin-
uous map π : X → Y such that every fiber π−1(y) has diameter ≤ W . We write then
that UWq(X) ≤W .
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Guth ([4],[5]) proved the following theorem answering a conjecture of Gromov:

Theorem 2.1. There exists εn > 0 so that the following holds. If (Mn, g) is a closed

Riemannian manifold and there exists a radius R such that every ball of radius R in

(Mn, g) has volume at most εnR
n

then UWn−1(Mn, g) ≤ R.

Karasev gave recently [17] an elementary proof of the following:

Theorem 2.2. If (Mn; g) is a closed aspherical Riemannian manifold, then

sys(Mn) ≤ 4UWn−1(Mn, g).

Gromov had shown earlier a similar inequality but his proof used the filling radius
and the inequality was weaker.

Guth’s result implies Gromov’s systolic inequality:
We choose R so that εnRn = vol(Mn). Then

sys(Mn) ≤ 4UWn−1(Mn, g) ≤ 4R =
4
n
√
εn

n
√

vol(Mn)

However Guth’s proof is also quite technical relying on an embedding of Mn in a
high dimensional cube complex, so it does not lead to an improvement of the constant
in the systolic inequality.

Guth formulated a conjecture which would generalize his theorem to metric spaces.
We explain this now.

In order to obtain a bound for the Uryson width of a general metric space, similar to
the above result, one needs a notion of volume. One could use the n-dimensional Haus-
dorff measure HMn (which coincides with Riemannian volume in the case of manifolds
Mn) however this would not work well for general metric spaces. Moreover the results
obtained would be far from optimal. Indeed consider an n-dimensional ε-thickening of
an interval (with small ε). This metric space has a very small 1-Uryson width but its
n − 1-Hausdorff measure is infinite. It turns out that the Hausdorff content is more
appropriate:

Definition 2.1. The n-dimensional Hausdorff content HCn(U) of a subset of a metric
space X is the infimum of

∑∞
i=1 r

n
i over all coverings of U by countably many balls

B(xi, ri).

The Hausdorff content is not a measure, however it provides us with a notion of
volume that is well adopted to Hausdorff width. Moreover clearly HCn(U) ≤ HMn(U)

so a bound on HCn leads to stronger results.

Conjecture (Guth). There exists εn > 0 so that the following holds. If X is a metric

space and there exists a radius R such that every ball B of radius R in X satisfies

HCn(B) ≤ εnRn then UWn−1(X) ≤ R.

Guth’s conjecture was proved by Liokumovich-Lishak-Nabutovsky-Rotman [15] us-
ing a method similar to the one used by Guth.

Our aim here is to outline a direct proof relying only on the co-area inequality.
We note also that Nabutovsky [17] used this method to show that one can take

cn = n in Gromov’s systolic inequality.
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3 Proof of Guth’s conjecture

We give now a sketch of the proof of Guth’s conjecture before going into the details.
Let X be a compact metric space. We argue by induction. The theorem is easy to

see for n = 1 (see Lemma 3.2 below).
The main idea in order to reduce to the lower dimension case, is to consider a subset

Y ⊆ X of minimal n− 1-Hausdorff content separating the space in ‘small’ pieces. One
can show that such a subset has locally small n− 1-Hausdorff content by applying the
co-area inequality.

By induction there is a map f : Y → Σ where Σ is an n − 1-simplicial complex
such that the preimages f−1(x) have small diameter. By adding ‘cones’ appropriately
to Σ and using the fact that simplicial complexes are ANR’s we may extend this map to
f̄ : X → Σ′ and obtain a map that satisfies the conditions of the conjecture.

One interesting feature of this proof is that even in the manifold case in order to carry
out the induction one needs to prove the result for general metric spaces (in this case
one could restrict to Riemannian polyhedra). So considering the more general context
of metric spaces as suggested by Guth turns out to simplify the proof in the manifold
case.

There are some technicalities to deal with: the Hausdorff content is not a measure
so we work with a slight variation of this, and there is no guarantee that there is a
Y ⊆ X as above with minimal n− 1-content. However, as we work with inequalities, it
suffices to consider such Y which is ‘nearly’ minimal.

We give a definition that will allow us to sidestep the problem that Hausdorff content
is not a measure so it is not additive:

Definition 3.1. The ζ-restricted n-dimensional Hausdorff content HCζn(U) of a subset
of a metric space X is the infimum of

∑∞
i=1 r

n
i over all coverings of U by countably many

balls B(xi, ri) where ri ≤ ζ for all i.

Clearly we have HCζn(U) ≥ HCn(U). We remark that if U is contained in a ball of
radius ζ then HCζn(U) = HCn(U).

Notation. We denote by B(x, r) the open metric ball of radius r and center x and by
B̄(x, r) the closed ball. When we don’t care about the center we denote it by B(r) (B̄(r)

respectively). We denote by S(x, r) the sphere of radius r and center x, and we denote
this by Sr when the center is obvious. Finally we denote by B(r2) \ B(r1) the annulus
between two concentric metric balls.

The co-area formula [2, Theorem 13.4.2] is our main tool. It turns out that the
co-area inequality applies to Hausdorff content ([15]). We state this here for ζ-restricted
Hausdorff content.

Lemma 3.1. Let U ⊂ B(r2) \B(r1) be a closed set of a proper metric space. Then∫ r2

r1

HCζn−1(Sr ∩ U) dr ≤ 2HCζn(U)

The same inequality applies to the Hausdorff content.
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Proof. We outline a proof of this. If B(R) is a ball and Sr is a sphere then Sr ∩B(R) is
contained in a ball of radius ≤ R for any r, so HCn−1(Sr ∩B(R)) ≤ Rn−1 for any r. So
if B(R) is a ball contained in an annulus B(r2) \B(r1) and ζ ≥ R we have∫ r2

r1

HCζn−1(Sr ∩B(R)) dr ≤ 2R ·Rn−1 (∗).

Note now that if U is any closed set for any ε > 0 there is a covering of U by finitely
many balls Bi(ri), i = 1, ..., k so that ri ≤ ζ and

∑k
i=1 r

n
i −HC

ζ
n(U) < ε and the result

follows by (∗). Clearly this proof applies to HCn(U) as well.

We treat now the case n = 1.

Lemma 3.2. Let X be a proper metric space and let R > 0. If for any x ∈ X the 1-

dimensional Hausdorff content of the ball B(x,R) is bounded by
1

100
R then UW0(X) ≤

R.

Proof. We set δ =
1

100
R. We fix x0 ∈ X and we consider the closed annuli Ak = {x ∈

X : 10(k − 1)R ≤ d(x0, x) ≤ 10kR}, k ≥ 1, k ∈ N. Each Ak is compact so it has a finite
covering by balls Bj(rj) such that rj ≤ 2δ for all j. Let

ak = HC2δ
1 (Ak).

We pick for each Ak a covering by open balls Bj(rj) such that∑
rj − ak < δ (∗).

By doing this for all k we obtain a covering U of X by open balls.
Suppose that we have a finite sequence of balls in U , B1(r1), ..., Bn(rn) such that

Bi(ri) intersects Bi+1(ri+1) for all i. We claim that if this happens then

n∑
i=1

ri ≤ 10δ.

We may assume by taking a smaller n if necessary and arguing by contradiction
that

12δ ≥
n∑
i=1

ri > 10δ.

So all these balls are contained in a ball B(x,R) which is contained either in a
single annulus Ak or in a union of two annuli Ak ∪ Ak+1. However by our hypothesis
the content of B(x,R) is bounded by δ, so we could replace these balls in U by finitely
many balls Bs(rs), s ∈ S such that their union contains B(x,R) and∑

s∈S
rs < 2δ.

It follows that the sequenceB1(r1), ..., Bn(rn) violates (∗) for at least one ofAk, Ak+1.
Let B ∈ U . We note now that if B1(r1), ..., Bn(rn) is a finite sequence of balls from

U containing B such that Bi(ri) intersects Bi+1(ri+1) their union has diameter < R/2.
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We introduce an equivalence relation on U . We say that two balls B,B′ in U are
equivalent if there is a finite sequence of balls B1 = B,B2, ..., Bn = B′ such that any
two successive balls in the sequence intersect.

We replace then each equivalence class of balls from U by their union.
In this way we obtain a cover of X by sets say Di, i ∈ N such that each Di is open

(as a finite union of open balls), and closed (since its complement is open). It follows
that the map f : X → N where f(Dk) = k is continuous and

diamf−1(k) = diamDk < R

so UW0(X) ≤ R.

If U is an open subset of a Riemannian manifold then voln(U) is equal to the n-
Hausdorff measure of U which is in turn greater or equal to the n-dimensional Hausdorff
content.

Theorem 3.3. There is an εn > 0 such that the following holds. If X is a compact metric

space such that for any x ∈ X the n-dimensional Hausdorff content of the ball B(x,R) is

bounded by εnR
n

then UWn−1(X) ≤ R.

Proof. We will prove by induction on n that there is a continuous map π : X → Σ where
Σ is a finite simplicial complex of dimension ≤ n− 1 such that diamπ−1(y) ≤ R for any
y ∈ Σ. The theorem holds for n = 1 by Lemma 3.2.

Definition 3.2. Let Z ⊆ X closed. We say that Z is a D-separating subset if

X \ Z =
⊔
i∈I

Ui

where the Ui are open disjoint sets of diameter ≤ D and I is finite. We say that the
open sets Ui are the pieces of the decomposition of X by Z.

We set ζ = R/1000. Let b(D) be the infimum of HCζn−1(Z) over all D-separating
sets Z. It is not clear whether there exists a D-separating set realizing b(D) however it
will be sufficient for us to consider sets with content close enough to b(D): We say that
Z is a δ-minimal D-separating set if Z is D-separating and

HCζn−1(Z)− b(D) ≤ δ.

In what follows our statements will be true for δ sufficiently small.
The theorem follows from the next lemma:

Lemma 3.4. There is an εn > 0 such that the following holds. If X is a compact metric

space such that for any x ∈ X the n-dimensional Hausdorff content of the ball B(x,R) is

bounded by εnR
n

then there is a finite simplicial complex Σ of dimension ≤ n − 1 and a

continuous map f : X → Σ such that: diam f−1(e) ≤ R for any simplex e ∈ Σ.
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Proof. We prove this by induction on n. For n = 1 the statement follows by Lemma 3.2.
In particular we may take ε1 = 1/100.

We will show that the lemma holds for εn where we define εn inductively by εn =

εn−1/1000n+1.
We assume now that the lemma holds for n− 1 for some n ≥ 2.

Lemma 3.5. Let εn−1 be the constant provided by Lemma 3.4 and let εn = εn−1/1000n+1
.

Let X be a compact metric space such that for any x ∈ X the n-dimensional Hausdorff

content of the ball B(x,R) is bounded by εnR
n

. Let Z be a δ-minimal R/4-separating

subset of X. Then for any ball of radius R/1000, B(x,R/1000),

HCζn−1(Z ∩B(x,R/1000)) ≤ εn−1

( R

1000

)n−1
.

Proof. We argue by contradiction assuming that Z does not satisfy this inequality for
some x. We take

We note that (R/1000)n ≥ εnRn. It follows that HCn(B(x,R)) = HCζn(B(x,R)). By
the co-area inequality (Lemma 3.1) and our hypothesis that HCζn(B(x,R)) ≤ εnR

n we
have that for some r ∈ [R/100, R/50]

HCζn−1S(x, r) ≤ 200εnR
n−1 ≤ εn−1R

n−1

5 · 1000n
.

If Z1 = S(x, r) and Z2 = B(x, r) ∩ Z we set Z ′ = (Z \ Z2) ∪ Z1. We claim that Z ′ is
R/4-separating. Indeed let

X \ Z =
⊔
i∈I

Ui

where I is finite and the Ui are open disjoint sets of diameter ≤ R/4. Let U = B(x, r).
Then

X \ Z ′ =
⊔
i∈I

(Ui \ B̄(x, r)) t U.

If Bi(ri), i ∈ I is a cover of Z by balls of radius ≤ ζ so that∑
i∈I

rn−1
i −HCζn−1(Z) < δ

we get a cover of Z ′ by omitting all balls from this cover intersecting B(x,R/1000) and
adding appropriately balls that cover S(x, r) and approximate HCζn−1S(x, r) up to δ.

We have then

HCζn−1(Z ′) ≤ HCζn−1(Z)− εn−1

( R

1000

)n−1
+
εn−1R

n−1

5 · 1000n
+ δ

contradicting the δ-minimality property of Z if we take

δ <
εn−1R

n−1

1000n
.
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We prove now Lemma 3.4. Let Z be a δ-minimal R/4-separating subset of X. By
Lemma 3.5 and our inductive hypothesis there is a continuous map π1 : Z → Σ1 where
Σ1 is a finite simplicial complex of dimension ≤ n− 2 such that diamπ−1

1 (e) ≤ R/1000

for any simplex e ∈ Σ1.
Let U be a piece of the decomposition of X by Z. Clearly ∂U ⊂ Z so π1(∂U) is

contained in a finite subcomplex of Σ1. We denote by ΣU the minimal such subcomplex
of Σ1.

We define a new simplicial complex Σ as follows: For each closure of a connected
component U we consider the cone CU over ΣU (which is a simplicial complex of dimen-
sion ≤ n− 1). We glue CU to Σ1 along their common subcomplex ΣU .

We will need some facts from topology that we recall now (see eg [12]). Any finite
simplicial complex is an Absolute Neighborhood Retract (ANR). A contractible ANR is
an Absolute Retract (AR). In particular the cone of a finite simplicial complex is an AR.
A space A is an AR if and only if it is an absolute extensor i.e. if it has the following
property: if B is any metric space, K ⊆ B is closed and f : K → A is continuous then
f can be extended continuously to the whole of B.

By the above facts it follows that for each U the map π1 : ∂U → ΣU ⊂ CU can be
extended to a continuous map π : U → CU ⊂ Σ. Since X is the union of Z with the
pieces of the decomposition of X by Z and since the map π is continuous on the closure
of each piece we have that the map π : X → Σ is continuous.

Let e be a maximal simplex of Σ. Then e is either a simplex of Σ1 or a cone of a
simplex e′ of Σ1. If π(U) intersects e then in the first case ∂U intersects π−1

1 (e) while in
the second case ∂U intersects π−1

1 (e′) . Since

diamπ−1
1 (e′) ≤ R/1000 and diam(U) ≤ R/4

we have that
diamπ−1(e) ≤ R.

Clearly the theorem follows from the lemma as any point of Σ is contained in some
simplex e of Σ.

As we remarked in the previous section this Theorem gives a new proof of the systolic
inequality for aspherical manifolds. It turns out that the result is also valid for proper
metric spaces.

4 Final remarks and open problems

Gromov’s work on systolic inequalities gave rise to a branch of geometry called often
systolic geometry or curvature free geometry. This is because one tries to find relations
between the geometry and topology of the manifold that apply to all manifolds without
any curvature restrictions. For a beautiful introduction to the subject we refer to Guth’s
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ICM talk [7]. There is a number of interesting open problems and we state some here to
give a flavor of the subject:

Is there a bound for the length of the shortest periodic geodesic in terms of volume
for general manifolds? Croke, answering a conjecture of Gromov, showed that this is
the case for the 2-sphere S2 but this is not known for the 3-sphere S3.

The geometry a surfaces of high genus is not very well understood. A major unre-
solved question is Buser’s conjecture, stating that there is a constant c such that any
surface Sg admits a pants decomposition where all curves of the decomposition have
length bounded by c

√
areaSg. The necessity of length at least ∼

√
areaSg can be seen

by considering a standard sphere with many small handles attached. In fact one may
think of such surfaces as a 2-dimensional analog of expander graphs. However unlike
the case of expanders we don’t have good ways to construct random surfaces.

Is it true that among all orientable surfaces of area 1 the torus has the largest
systole? This is known for surfaces of genus g = 2 and g ≥ 20.
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