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Abstract

We prove that any planar graph that does not contain K2,r as a minor has treewidth ≤ r + 2.
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1 introduction

In this paper we consider finite graphs without loops or multiple edges. We will denote the

vertex (edge) set of a graph G as V (G) (E(G)).

A tree-decomposition of a graph G is a pair D = (X, T ) with T = (I, F ) a tree and

X = {Xi | i ∈ I} a family of subsets of V (G), one for each vertex of T , such that

•
⋃

i∈I Xi = V (G).

• for all edges {v, w} ∈ E(G), there exists an i ∈ I with v ∈ Xi and w ∈ Xi.

• for all i, j, k ∈ I: if j is on the path from i to k in T , then Xi ∩Xk ⊆ Xj.

The width of a tree-decomposition ({Xi | i ∈ I}, T = (I, F )) is maxi∈I |Xi| − 1. The treewidth

of a graph G is the minimum width over all possible tree-decompositions of G.

Given a graph H , we say that a graph G is H-minor free if G does not contain H as a minor

(for the definition of the minor containment, see Section 2). The following has been proven

in [13].

Theorem 1 For any planar graph H there exist a constant cH such that any H-minor free

graph G has treewidth ≤ cH .

The above result has been a basic step for the proof of the Graph Minors Theorem (formerly

known as Wagner’s Conjecture), developed by Robertson and Seymour, in their graph minors

series (for a survey, see [12]). A simpler proof of Theorem 1, with a much better bound for

cH , was given by Robertson, Seymour, and Thomas in [14], where cH ≤ 202(2|V (H)|+4|E(H)|)5

(additional results on general bounds for cH can be found in [11]).

Much research has been done towards proving tighter bounds for cH when H is restricted

to certain families of planar graphs. Such kind of bounds have been found in [1] (trees), [9]
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(cycles and subgraphs of cycles), [5] (disjoint copies of K3), and [3] (graphs that are minors of a

circus graph and a (2×k)-grid). Lastly, a bound for cH , in the case H is a K2,r, has been found

in [6] (we denote as K2,r the complete bipartite graph that have r vertices in the one part and

2 vertices in the other).

Theorem 2 Let r be a positive integer. Then any K2,r-minor free graph has treewidth ≤ 2r−2.

The above result has certain applications in distributing computing as it provides a partial

characterization for the class of graphs that allow k-label Interval Routing Schemes under dy-

namic cost edges (in short, this class is denoted as k-LIRS). In particular, in [6] it is proved

that k-LIRS is closed under taking of minors. Combining this with the fact that no graph

in k-LIRS contains K2k+1 as a subgraph (see [10]), it follows that graphs that allow k-label

Interval Routing Schemes under dynamic cost edges have treewidth at most 4k (for a survey on

Interval Routing Schemes and other Compact routing methods see [8]).

In this paper we prove a tighter upper bound for cH when K2,r is excluded as a minor from

planar graphs.

Theorem 3 Let r ≥ 1 and G be a planar K2,r-minor free graph. Then, treewidth(G) ≤ r + 2.

Consequently, our result implies that the planar graphs that allow k-label Interval Routing

Schemes under dynamic cost edges, have treewidth ≤ 2k + 3.

2 Definitions and Preliminary Results

We will assume that all the graphs we deal with are connected, as this does not influence the

generality of our results. Let G be a graph. Given a vertex v ∈ V (G), we denote as NG(v) the

vertices of G that are adjacent to v and we set dG(v) = |NG(v)|. Moreover, if S ⊆ V (G) we
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set NG(S) = {NG(v) | v ∈ S} − S. If v, u ∈ V (G), then we denote as DG(v, u) the length of

the shortest path connecting v and u in G. We also define G − v = G[V (G) − {v}]. We call

clique of a graph G any complete subgraph of G (if it contains 3 vertices we call it triangle). If

S ⊆ V (G), we call the graph (S, {{v, u} ∈ E(G) | v, u ∈ S}) the subgraph of G induced by S

and we denote it as G[S]. We say that a graph G is a minor of a graph H if H can be obtained

from G by a series of vertex/edge deletions or/and edge contractions. (a contraction of an edge

{u, v} in G is the operation that replaces u and v by a new vertex whose neighbors are the

vertices that where adjacent to u and/or v). We say that G ≤ H (G ⊆ H) if G is a minor

(subgraph) of H . Notice that G ⊆ H implies that G ≤ H . Clearly, a graph G is H-minor free

if H )≤ G. The following is easy (for a formal proof see [2]).

Lemma 1 Let G, H be graphs where G ≤ H. Then treewidth(G) ≤ treewidth(H).

A proof of the following can be found in [4].

Lemma 2 Let ({Xi | i ∈ I}, T ) be a tree-decomposition of graph G. For any clique K of G,

there exists an i ∈ I with V (K) ⊆ Xi.

Let G be a graph and S be a collection of non-empty subsets of V (G). We define as

G(S) = (V (G), E(G) ∪ (
⋃

S∈S E(S))) where E(S) = {{v, u} | v, u ∈ S and v )= u}. More-

over, if S = {S1, . . . , Sq} we define G<S> = (V (G) ∪ {vnew
1 , . . . , vnew

q }, E(G) ∪ (
⋃

1≤i≤q E<Si>))

where {vnew
1 , . . . , vnew

q } ∩ V (G) = ∅ and E<Si> = {{vnew
i , u} | u ∈ Si}, 1 ≤ i ≤ q.

An easy consequence of Lemma 2 is the following (see also [6]).

Lemma 3 Let G be a graph and S be a collection of non-empty subsets of V (G) such that

∀S∈S G[S] is a clique of G. Then treewidth(G) = treewidth(G<S>).
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Given two graphs G1, G2 we set G1 ∪ G2 = (V (G1) ∪ V (G2), E(G1) ∪ E(G2)). The following

lemma describes a widely known way of merging tree-decompositions (see e.g. [6, 7]). We present

it in a form suitable for the objectives of our paper.

Lemma 4 Let Gi, 0 ≤ i ≤ q be graphs and S = {Si | , 1 ≤ i ≤ q} a collection of vertex sets

such that ∀1≤i≤qSi = V (G0) ∩ V (Gi). Suppose also that ∀0≤i≤qtreewidth(Gi) ≤ k and ∀1≤i≤q Si

induces a clique in Gi and G0. Then, treewidth(G) ≤ k where G =
⋃

0≤i≤r Gi.

Proof. We first choose a set of indices I and a partition {I0, I1, . . . , Iq, Iq+1} of I such that

∀0≤i≤q Di = ({Xj | j ∈ I i}, (I i, F i)) is a tree decomposition of Gi with width ≤ k and Iq+1 =

{h1, . . . , hq}. From Lemma 2 we have that, for i = 1, . . . , q, Si will be a subset of some node,

say Xli , of D0 and of some node, say Xji
, of Di. We set Xhi

= Si, 1 ≤ i ≤ q and F =

{{l1, h1}, {h1, j1}, . . . , {lq, hq}, {hq, jq}} ∪ (
⋃

0≤i≤q F i). It is now easy to see that ({Xm | m ∈

I}, (I, F )) is a tree decomposition of G with width≤ k. !

Let G be a graph and let v ∈ V (G). We set r = max{DG(v, u) | u ∈ V (G)} and, for i =

0, . . . , r, we define Gi = G[Vi∪ · · ·∪Vr] where Vi = {u ∈ V (G) | DG(v, u) = i}. For i = 0, . . . , r,

let {C1
i , . . . , C

qi

i } be the connected components of Gi. For i = 0, . . . , r and j = 1, . . . , qi, we define

V j
i = Vi ∩ V (Cj

i ). Clearly, {V 1
0 , V 1

1 , . . . , V q1
1 , . . . , V 1

r , . . . , V qr
r } is a partition of V (G) and we

denote it as W(G, v). Let now U be a set containing |W(G, v)| vertices and let f : U →W(G, v)

be a bijection, mapping each vertex of U to a set of W(G, v). We define the directed graph

(U, F ) where (x, y) ∈ F iff φ(x) ∩ NG(φ(y)) )= ∅ and DG(v, φ(x)) + 1 = DG(v, φ(y)). It is easy

to see that TG = (U, F ) is a directed tree rooted on φ−1(V 1
0 ) = φ−1({v}). We call the triple

(W(G, v), φ, TG) v-representation of G (for an example of a v-representation of a graph G, see

Figure 1).
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Clearly, for any i, 1 ≤ i ≤ r, any vertex in Vi is adjacent with a vertex in Vi−1. A direct

consequence of this fact is the following.

Lemma 5 Let G be a graph and (W(G, v), φ, TG) a v-representation of G, v ∈ V (G). Then,

for any vertex x ∈ V (TG) and any vertex u ∈ φ(x), there exist a path in G connecting v and u

that has no internal vertex that belongs to φ(x) or to the image of a descendant of y in TG.

Let G be a graph and (W(G, v), φ, TG) a v-representation of G for some v ∈ V (G). We will

denote the root of TG as xr. Let y ∈ V (TG) and let {y1, . . . , yq} be the set of the children of y

in TG (if y is a leaf of TG then this set is empty). We set T (y) = {φ(y)∩NG(φ(yi)) | 1 ≤ i ≤ q}.

and if y )= xr we set τ(y) = NG(φ(y)) ∩ φ(x) where x is the unique parent of y. We also set

τ(xr) = ∅. It is now easy to see that

∀y∈V (TG)T (y) = {τ(y1), . . . , τ(yq)}. (1)

We define Gy = G[φ(y)∪τ(y)], Sy = {τ(y)}∪T (y), Gy =
⋃

z∈T y
G

Gz, and Sy =
⋃

z∈V (T y
G

) Sz where

T y
G is the subtree of TG induced by y and its descendants. Let G be a graph and V1, V2 ⊆ V (G).

We write V1 ∼ V2 if V1 ∩ V2 = ∅ and Vi ⊆ NG(V3−i), i = 1, 2.

Lemma 6 Let G be a K2,r-minor free planar graph and (W(G, v), φ, TG) a v-representation of

G for some v ∈ V (G). Then, for any vertex y of TG, the following hold.

a. τ(y) ∼ φ(y)

b. G[φ(y)]<T (y)> is connected.

c. G<Sy>
y is planar.

d. |τ(y)| < r.
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v

xr

G
◦
y

G3

y

Figure 1: A v-representation of a graph G (the vertices in Gy are depicted as squares).

Proof. (a) follows directly from the definitions of τ(y) and φ(y). We will prove (b) by showing

that G[φ(y)]<T (y)> is isomorphic to a graph that can be obtained from a connected subgraph

of G only through edge contractions. Recall that Gi = G[{u ∈ V (G) | D(v, u) ≥ i}] and let

{y1, . . . , yq} be the set of children of y in TG (if y is a leaf then (b) follows trivially as, in this case,

G[φ(y)] is connected, and T (y) = ∅). Let d = DG(vy, v) where vy is any vertex in φ(y). For any

vertex z ∈ {y, y1, . . . , yq}, we set G
◦
z = G[V (Gz)− τ(z)]. Notice that G

◦
y is one of the connected

components of Gd and that, for 1 ≤ i ≤ q, G
◦
yi

is one of the connected components of Gd+1.

Using Eq. (1) and the fact that ∀1≤i≤q τ(yi) ∼ φ(yi), one can easily see that G[φ(y)]<{T (y)}> is

isomorphic to the graph occurring if we contract in G
◦
y all the edges of G

◦
yi
, 1 ≤ i ≤ q. This

completes the proof of (b). As (c) and (d) are trivial for the case where y is the root of TG,

we assume that x is the unique parent of y in TG. We will prove (c) by showing that G<Sy>
y is

isomorphic to a minor of G. Using Lemma 5, we can choose |τ(y)| paths of G, each connecting

one of the vertices of τ(y) with v and without internal vertices in V (Gy). Let V ∗ (E∗) be the

vertices (edges) of these paths. Clearly G∗ = (V ∗, E∗) ∪ Gy is a subgraph of G. Let G′ be the

graph obtained from G∗ if we contract all edges that do not have both endpoints in {v}∪V (Gy),
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until this it not possible any more. Notice that G′ is isomorphic to G
<{τ(y)}>
y . Similarly now to

the proof of (b), we contract, in G′, all the edges of G
◦
yi
, 1 ≤ i ≤ q. Using the same arguments as

in the proof of (b), we can see that the occurring graph is isomorphic to G<Sy>
y and this proves

(c). Suppose, towards a contradiction to (d), that |τ(y)| ≥ r. Notice that G
◦
y is a connected

subgraph of G′ and that φ(y) ∼ τ(y). Therefore, if we contract in G′ all the edges of G
◦
y we

have a graph that is isomorphic to K2,|τ(y)|, a contradiction. !

Lemma 7 Let G be a K2,k-minor free planar graph and (W(G, v), φ, TG) a v-representation of

G for some v ∈ V (G). Suppose also that for any y ∈ V (TG) treewidth(G(Sy)
y ) ≤ k. Then,

treewidth(G) ≤ k.

Proof. Let xr be the root of TG. As G is a subgraph of G
(Sxr )
xr

, it is enough to prove that

∀x∈V (TG) the following relation holds.

treewidth(G
(Sx)
x ) ≤ k. (2)

If x is a leaf of TG then Sx = Sx, Gy = Gy, and Eq. (2) follows because G
(Sx)
x = G(Sx)

x . Assume

now that Eq. (2) holds if we replace x by any of the children {y1, . . . , yq} of a non-leaf vertex

y ∈ V (TG). We will prove that Eq. (2) holds if we replace x by y as well. From Eq. (1) we have

that T (y) = {τ(y1), . . . , τ(yq)} = Sy ∩ (
⋃

1≤i≤q Syi
) = {V (G(Sy)

y ) ∩ V (G
(Syi)
yi

) | 1 ≤ i ≤ q}. As,

for i = 1, . . . , q, τ(yi) induces a clique in G(Sy)
y and G

(Syi)
yi

, the claim now follows if we apply

Lemma 4 for G(Sy)
y , G

(Sy1)
y1

, . . . , G
(Syq )
yq

, and T (y). !

We define the graph class Dr containing all the graphs G = (V0∪V1∪V2∪V3, E) that satisfy

the following conditions.

(1) V0, V1, V2, V3 are disjoint sets.

(2) V0 = {v0}, NG(V0) = V1, and NG(V3) ⊆ V2.
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(3) G[V2 ∪ V3] is connected.

(4) V1 ∼ V2.

(5) G is planar.

(6) |V1| < r and all vertices in V3 have degree less than r.

From now on, given a graph G = (Vρ ∪ . . . ∪ Vρ+h, E), ρ ≥ 0, h ≥ 1, ∀ρ≤i<j≤ρ+hVi ∩ Vj = ∅,

we will use the notation Vi(G) = Vi, i = ρ, . . . , ρ + h (we call Vρ, . . . , Vρ+h parts of G).

Finally, if G ∈ Dr, we set S(G) = {V1} ∪ {NG(v) | v ∈ V3} and we define G|∅ = G(S(G)). We

also define D̃r = {G|∅ | G ∈ Dr}.

Lemma 8 Let G be a K2,r-minor free planar graph and (W(G, v), φ, TG) a v-representation of

G for some v ∈ V (G). Then ∀y∈V (TG) G(Sy)
y is a subgraph of a graph in D̃r.

Proof. Notice that G<Sy>
y = (V0 ∪ V1 ∪ V2 ∪ V3, E) where V0 = N

G
<Sy>
y

(τ(y)) − φ(y), V1 =

τ(y), V2 = φ(y) and V3 = N
G

<Sy>
y

(φ(y)) − τ(y). We first claim that G<Sy>
y ∈ Dr. Indeed,

Conditions (1) and (2) follow directly from the definition of Gy. Condition (3)–(5) follow

from Lemma 6.(a)–(c). Finally, Condition (6) follows combining Eq. (1) and Lemma 6.(d).

Notice now that Sy = {V1} ∪ {NG(v) | v ∈ V3} and thus (G<Sy>
y )(Sy) = G<Sy>

y |∅. As now

G(Sy)
y ⊆ (G(Sy)

y )<Sy> = (G<Sy>
y )(Sy), the result follows. !

It is now clear that Theorem 3 follows directly from Lemmata 1, 7, 8, and the following.

Lemma 9 Let r ≥ 1. If G ∈ Dr then G|∅ has treewidth ≤ r + 2.

It is easy to see that, for any graph G ∈ Dr, one can construct a graph H ∈ Dr

where ∀v∈V3(G)dG(v) ≥ 3 and treewidth(G|∅) ≤ treewidth(H|∅) (use Lemma 3, setting S =

{NG(v) | v ∈ V3(G) and dG(x) ≤ 2}). Therefore, we may add the following condition in the

definition of Dr, without harming the generality of our results.
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(7) ∀v∈V3dG(v) ≥ 3.

We will devote the rest of this paper to the proof of Lemma 9. In the next section we will

develop the main tools required for the proof of Lemma 9. The main proof will be given in

Section 4.

3 The classes Zr and Qr

A graph G = (V1 ∪ V2, E) is called an r-fence, if it can be written in the following form: V =

V1 ∪ V2, with Vi = {vi
1, . . . , v

i
r}, i = 1, 2 and E = {(vi

j, v
i′

j′) | vi
j )= vi′

j′, |j − j′| ≤ 1, i, i′ ∈ {1, 2}}.

An example of a 12-fence is given in Figure 2.

V

V

2

1

Figure 2: A 12-fence.

Lemma 10 If G = (V1 ∪ V2, E) is an r-fence then treewidth(G({V1,V2})) ≤ r + 1.

Proof. Take the tree-decomposition ({Xi | i ∈ I}, T ) where T is a path with r vertices and

X1 = {v1
1, . . . , v

1
r , v

2
1, v

2
2}, Xi = Xi−1 ∪{v2

i+1}−{v1
i−1}, i = 2, . . . , r− 1. It is easy to see that this

is a tree-decomposition of G with treewidth ≤ r + 1. !

Let Zr be the collection of graphs G = (V1 ∪ V2, E) that can be constructed as follows:

1. Take two disjoint sets of vertices V1 = {v1
1, . . . , v

1
k1
}, V2 = {v2

1, . . . , v
2
k2
} with k1, k2 < r and

add edges {vi
1, v

i
2}, . . . , {v

i
ki−1, v

i
ki
}, i = 1, 2 and edges {v1

1, v
2
1}, {v

1
k1

, v2
k2
}. (Vi, i = 1, 2, will

be the parts of the graph under construction.)
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2. Add a maximal set of edges such that

a. the graph stays planar,

b. any vertex in V1 (resp. V2) is adjacent to at least one vertex in V2 (resp. V1),

c. the resulting planar graph can be embedded such that the outer face is formed by

the cycle (v1
1, . . . , v

1
k1

, v2
k2

, v2
k2−1, . . . , v

2
1, v

1
1).

Notice that the graph constructed so far is outerplanar.

3. The construction is completed by setting Ej = E(G[Vj ]), j = 1, 2 and applying the follow-

ing operation for an arbitrary number of times:

For some edge {v2
i , v

2
i+1} ∈ E2 and a set of vertices V 1

l,r = {v1
l , . . . , v

1
l+r} ⊆ V1, l, r ≥ 1 such

that E(G[V 1
l,r]) ⊆ E1 and {v2

i , v
1
l }, {v

2
i+1, v

1
l+r} ∈ E(G) we set

(i) E1 ← E1 − E(G[V 1
l,r])

(ii) E2 ← E2 − {{v2
i , v

2
i+1}}

(iii) E(G) ← E(G) ∪ {{v2
i , v

1
l }, . . . , {v

2
i , v

1
l+r}} ∪ {{v2

i+1, v
1
l }, . . . , {v

2
i+1, v

1
l+r}}.

For an example of the construction of a graph in Z14 see Figure 3.

V2

V1 (1)

(2)

(3)

Figure 3: The construction of a graph in Z14.

If G ∈ Zr, then define G|∅ = G({V1(G),V2(G)}). Also, we define Z̃r = {G|∅ | G ∈ Zr}.
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Lemma 11 If G ∈ Zr, then treewidth(G|∅) ≤ r.

Proof. We will use induction on r. If r ≤ 3, then the Lemma is trivial. We assume that lemma

holds for any r ≤ k. We will prove that if G = (V1∪V2, E) ∈ Zk+1, then treewidth(G|∅) ≤ k+1.

It is easy to see that any graph H ∈ Zk+1, with at least one part of cardinality < k, is a

subgraph of a graph G ∈ Zk+1 where |V1(G)| = |V2(G)| = k. Therefore, from Lemma 1, we may

assume that both parts of G have cardinality k.

S

’

’
GA

B

ABG

S G

G

(iv)

(v)

(i)

(ii)

S

q

SS

G (iii)

v1

v2q+1

S

Figure 4: An example of the proof of Lemma 11.

If G is a k-fence, then the result follows from Lemma 10. Suppose that G is not an k-fence.

We set q = max{i | G[{v1
1, . . . , v

1
i , v

2
1, . . . , v

2
i }] is an i-fence} (clearly, q < k). It is easy to see

that NG(vh
q ) ∩ {v3−h

q+1 , . . . , v3−h
k } = ∅, for some h that is either 1 or 2. According to the value

of h, we set S = {v3−h
1 , . . . , v3−h

q , vh
q+1, . . . , v

h
k} (an example of a graph where h = 2 is depicted

in Figure 4.(i) – examples of graphs where h = 1 are depicted in Figures 4.(ii) and 4.(iii)).

We also set GA = G[{vh
q+1, . . . , v

h
k} ∪ V3−h(G)], GB = G[Vh(G) ∪ {v3−h

1 , . . . , v3−h
q }] (for the
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case of the graph in Figure 4.(iii), graphs GA and GB are depicted in Figures 4.(iv) and 4.(v)

respectively). As G|∅ is a subgraph of G|({S})∅ , from Lemma 1, it is enough to prove that

G|({S})∅ has treewidth ≤ k + 1. Towards this, we will show that it is possible to apply Lemma 4

for G
({S,V2})
A , G

({S,V1})
B , and {S}. Indeed, it is easy to see that G|({S})∅ = G

({S,V2})
A ∪ G

({S,V1})
B ,

V (G({S,V2})
A ) ∩ V (G({S,V1})

B ) = S, and that S induces a clique in both G
({S,V2})
A and G

({S,V1})
B .

Clearly, what remains is to prove that both G
({S,V2})
A and G

({S,V1})
B have treewidth ≤ k + 1.

Let V ′
i = {vi

q+1, . . . , v
i
k}, i = 1, 2. It is not hard to see that G′

A = GA[V ′
1 ∪V ′

2 ] is a subgraph of

a graph in Zk−q+1. Therefore, G
′ ({V ′

1 ,V ′
2})

A is a subgraph of a graph in Z̃k−q+1 and, as k−q+1 ≤ k,

by the induction hypothesis, treewidth(G
′ ({V ′

1 ,V ′
2})

A ) ≤ k − q + 1. As G
({S,V2})
A contain q vertices

more than G
′ ({V ′

1 ,V ′
2})

A , one can easily see that it has treewidth ≤ k + 1.

We now define V ′
i = {vi

1, . . . , v
i
q}, i = 1, 2. Clearly, G′

B = GB[V ′
1 ∪ V ′

2 ] is a q-fence and,

from Lemma 10, treewidth(G
′ ({V ′

1 ,V ′
2})

B ) ≤ q + 1. As G
({S,V2})
B contains k − q vertices more than

G
′ ({V ′

1 ,V ′
2})

B , one can easily see that it has treewidth ≤ k + 1. !

Let Qr be the collection of all the graphs G = (V1 ∪ V2, E) that are the result of the

identification of vertices vi
1 and vi

|Vi(H)|, i = 1, 2 and edges {v1
1, v

2
1} and {v1

|Vi(H)|, v
2
|Vi(H)|} of a

graph in H ∈ Zr+1 (we use the notation Vi(H) = {vi
1, . . . , v

i
|Vi(H)|}, i = 1, 2). We may assume

that vi
|Vi(H)|, i = 1, 2 are not any more vertices of G and that {v1

|V1(H)|, v
2
|V2(H)|} is not any more

an edge in G (for an example of a graph in G12, see Figure 5).

If G ∈ Qr and e = {x, y} is an edge of G[V2(G)], we define G|
e

= G({V1(G)∪{x,y},V2(G)}).

Also, we define Q̃r = {G|
e
| G ∈ Qr and e is an edge of G[V2(G)]}. For an example of the

construction of a graph in Q12 see Figure 5.

Lemma 12 If G ∈ Qr and e ∈ E(G[V2]) then treewidth(G|
e
) ≤ r + 2.

Proof. Let e = {x, y}. Notice that there will exist a vertex a ∈ V1(G) that is adjacent to
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Figure 5: The construction of a graph in Q12 and an example of the proof of Lemma 12.

both x and y in G. Let now b ∈ V1(H) be any neighbor of a in G. It is easy to see that

G′ = G[V (G)− {x, y, a, b}] is a subgraph of a graph in Zr−2 (see Figure 5). From Lemmata 1

and 11 we have that H = G′ ({V1(G)−{a,b},V2(G)−{x,y}})) has treewidth ≤ r − 2 and, as H is a

subgraph of G|
e

containing four vertices less, we can easily see that treewidth(G|
e
) ≤ r + 2. !

4 The class Pr

We are now ready to prove Lemma 9. Note that if G is a graph in Dr, then G[V2] is outerplanar.

Recall that outerplanar graphs have treewidth ≤ 2 (see e.g. [2]). Using this fact we can easily

see that, if G ∈ Dr for r ≤ 3, then G|∅ has treewidth ≤ r + 1. Therefore, Lemma 9 holds for

r ≤ 3. In what follows we will prove that it also holds when r ≥ 4.

Our first step will be the definition, for r ≥ 4, of a subclass of Dr which we will denote as

Pr. The main property of Pr is that any graph in Dr is a minor of some graph in Pr. Using

this fact, it will be enough to prove Lemma 9 for Pr instead of Dr which is much easier.

We define Pr, r ≥ 4 as the set of graphs that can be constructed from a graph G ∈ Dr, r ≥ 4,
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by applying the following five steps:

(a) Consider a planar embedding of G. Let v ∈ V0[G] ∪ V3[G]. From Conditions (2) and (3)

we have that all the vertices in G[NG(v)] have degree ≤ 2 (otherwise, K3,3 ≤ G). Using

Condition (7), we have that, for any vertex v ∈ V3[G], there exist a set of edges Ev, with

endpoints in V1(G), such that Gv = (V (G), E(G)∪Ev) remains planar and all the vertices

in Gv[NGv(v)] have degree 2. Moreover, such a set Ev0 exist also for the unique vertex in V0

in case |V1| ≥ 3. In case V1 = {v1
1, v

1
2}, we set Ev0 = {v1

1, v
1
2} where V0(G) = {v0}. In case

|V1| = 1 we set Ev0 = ∅. We define Ga = (V (G), E(G) ∪ (
⋃

v∈V0[G]∪V3[G] Ev)). Notice that

the fact that Condition (3) holds for G, implies that Ga[V2(Ga)] is a connected outerplanar

graph. Clearly, Ga ∈ Dr.

(b) If there exist an edge {a, b} )∈ E(Ga) such that a ∈ V1(Ga) ∪ V2(Ga), b ∈ V2(Ga) and

(V (Ga), E(Ga) ∪ {{a, b}}) is a planar graph, then add this edge to Ga. We repeat this

step until no such edge can be added in Ga. We denote the resulting graph as Gb. Clearly,

Gb ∈ Dr. Notice that if |V1(Gb)| ≥ 3, all faces in the planar embedding of Gb correspond

to triangles (if |V1(Gb)| ≤ 2 then the same holds for the planar embedding of Gb − v0).

(c) If there is a biconnected component in Gb[V2] that contains only two vertices, say a, b, then

it is easy to see that there exist at least one vertex d ∈ V1(Gb) such that {a, d}, {b, d} ∈

E(Gb) (in the graph Gb of Figure 6, d can be a1
1 or a1

2). In this case, we add a new

vertex c to V2(Gb), and add edges {{a, c}, {b, c}, {c, d}}. We repeat this step until all the

biconnected components of Gb[V2] contain at least 3 vertices. We denote the resulting

graph as Gc and observe that Gc ∈ Dr.

(d) If there is a triangle of Gc[V2(Gc)] with vertices a, b, and c such that no vertex of

V3(Gc) is adjacent to all its vertices, then add a new vertex d in V3(Gc), and add edges
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Figure 6: The construction of a graph in P7

{a, d}, {b, d}, {c, d}. Repeat this step until no such a triangle exist any more. We denote

the resulting graph as Gd. Notice also that Gd ∈ Dr.

(e) Let A be the articulation vertices of Gd[V2(Gd)]. Let x ∈ A. If |V1(Gd)| ≥ 3, we observe

that the set NG(x)∩V1(Gd) can be partitioned into two vertex sets Vx, V
′
x, each containing

consecutive vertices of the cycle formed by the vertices of V1[Gd] (in Figure 6, Vx =

{v1
3}, V

′
x = {v1

6, v
1
1}). Let Vx = {ai, . . . , a(i+σ−1 mod |V1(Gd)|)+1} (in Figure 6, i = 3, σ = 0).

If |V1(Gd)| ≤ 2 we set Vx = {v1
1} (notice that, in this case, v1

1 ∈ V1(Gd) = NGd
(x)∩V1(Gd)).

Since all the faces of Gd (or Gd−v0 in case |V1(Gd)| ≤ 2) are triangles, there will exist two
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vertices y, z ∈ V2(Gd) such that {x, y}, {x, z}, {y, ai}, {z, ai+σ} ∈ E(Gd) (Notice that y, z

belong to different connected components of Gd[V2(Gd)− {x}]). We now construct graph

Ge by applying, for any x ∈ A, the following operations: (i) we remove from G the edges in

{{x, t} | t ∈ Vx}, (ii) we add a new vertex w in V2(Gd) and two new vertices u, v in V3(Gd),

(iii) we add in E(Gd) edges {w, x}, {w, y}, {w, z}, {u, x}, {u, y}, {u, w}, {v, x}, {v, z}, and

{v, w}, and (iv) we add in E(Gd) the edge set {{w, t} | t ∈ Vx}. The resulting graph Ge

becomes a member of Pr. Notice that Ge[V2(Ge)] is a biconnected outerplanar graph and

that Ge ∈ Dr.

If a graph H ∈ Pr is constructed by a graph G ∈ Dr after applying steps (a)–(e), we call H

triangular extension of G. Notice that if H is a triangular extension of G, then G is a minor of

H . For an example of the construction of a graph in Pr, see Figure 6. Clearly, Dr ⊆ Pr, r ≥ 4.

Let G = (V0 ∪ V1 ∪ V2 ∪ V3, E) ∈ Pr. Notice that, as G[V2] is outerplanar, G has a planar

embedding where each vertex v ∈ V0 ∪ V3 (or just V3, in case |V1| ≤ 2) is at the inside of the

cycle Cv of G formed by the vertices of NG(v) (recall that any cycle of G defines two areas in

any planar embedding of G: one finite and one infinite; we say that a vertex is inside a cycle

when the embedding maps it to a point of its finite area).

We call this planar embedding of G outerplanar embedding. We also call the set R(G) =

{Cv | v ∈ V3} set of regions of G and, for any region R of R(G), we denote as vR the vertex of

V3 that is inside it. We will denote as v0 the unique vertex in V1(G) and will use the notation

V1 = {v1
1, . . . , v

1
|V1(G)|} where, if |V1| ≥ 3, C0 = (v1

1, . . . , v
1
|V1(G)|, v

1
1) is the cycle of G formed by the

vertices of NG(v0). We say that an edge {x, y} belongs to a region R if x and y are consecutive

vertices of R. Notice that an edge of G[V2] can belong to either one or two regions in R(G).

We denote as Eext(G) (Eint(G)) the edges that belong to one (two) region(s) of R(G). Given a
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region R ∈ R(G), we define as Eint
R (G) the set of edges in Eint(G) that belong to R. Given an

edge e ∈ Eext(G) we denote as R(e) the unique region to which e belongs.

SR({x,y}),{a,b} SR({x,y}),{c,d}

1
1v v112

x

y

b
c

d

f

ea

v0

R({x, y}) vR({x,y}) SR({x,y}),{e,f}

y

x

clique

clique
c

a
b

d

f

e

Figure 7: An example of a graph G ∈ P7 and of the graph G|
e
.

Let G = (V0 ∪ V1 ∪ V2 ∪ V3, E) ∈ Pr and consider an outerplanar embedding of G. Notice

that Eext(G) )= ∅. If e = {x, y} ∈ Eext(G), we set G|
e

= G[V1 ∪ V2](S(G,e)) where S(G, e) =

{NG(v) | v ∈ V3} ∪ {V1 ∪ {x, y}} (we point out that, in contrary to the definition of G|∅, the

vertices in V0 ∪ V3 are not considered to be vertices of V (G|
e
)). If R ∈ R(G) and e = {a, b} ∈

Eint
R (G), we define SR,e as the vertex set of a cycle CR,e = (a, v1

i , . . . , v
1
i′, b, a) of G where both
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v0 and vR are vertices of the same area of CR,e in the outerplanar embedding of G (vertices

v1
i , . . . , v

1
i′ are consecutive in the cyclic order of C0). We also define SR = {SR,e | e ∈ Eint

R }.

Finally, for each member SR,e of SR, we define V in
R,e as the set of the vertices of V2(G) that are

inside the cycle CR,e. A general example of the given definitions is depicted in Figure 7.

In the next (and last) lemma we exploit the fact that the graphs in Pr contain subgraphs of

graphs that also belong in Pr but with smaller number of regions.

Lemma 13 Let G ∈ Pr, r ≥ 4 and e = {x, y} ∈ Eext(G). Then treewidth(G|(SR(e))

e
) ≤ r + 2.

Proof. Let G = (V0 ∪ V1 ∪ V2 ∪ V3, E) ∈ Pr. Clearly, G|
e

= G[V1 ∪ V2](S(G,e)). We set

H = G[V1 ∪ V2](S(G,e)∪SR(e)) and we have to prove that treewidth(H) ≤ r + 2. We will use

induction on the number of regions of G.

If |R(G)| = 1, then S(G, e) = {V2, V1 ∪ {x, y}}, SR(e) = {V2} and thus H = G[V1 ∪

V2]({V2,V1∪{x,y}}) ∈ Q̃r. The result now follows from Lemma 12.

Suppose now that lemma holds for any graph G ∈ Pr where |R(G)| < l, l ≥ 2. We will prove

that it also holds when |R(G)| = l.

Let Eint
R(e)(G) = {e1, . . . , et} and SR(e) = {SR(e),e1 , . . . , SR(e),et}. For any i,≤ i ≤ t, we set

ei = {ui, u
′
i}, Gi = G[{v0} ∪ SR(e),ei

∪ V in
R(e),ei

], and Vj(Gi) = V (Gi) ∩ Vj, 0 ≤ j ≤ 3.

Notice that, if |V1(Gi)| = 1 then Gi ∈ Pr. In case |V1(Gi)| > 1, we observe first that

V1(Gi) will contain exactly two vertices wi, w
′
i with degree 1 in Gi[V1(Gi)] (in Figure 8, if

e = {x, y} and ei = {e, f}, then wi = v1
9 and w′

i = v1
12). Notice that exactly two edges, in

{{wi, ui}, {w′
i, ui}, {wi, u

′
i}, {w

′
i, u

′
i}} are not edges of E(Gi). Moreover, these two edges cannot

have common endpoints. W.l.o.g. we assume that they are {wi, ui} and {w′
i, u

′
i}. We now set

Gi ← (V (Gi), E(Gi) ∪ {{wi, w
′
i}, {wi, ui}}) and observe that Gi is now a member of Pr.

Notice now that ei ∈ Eext(Gi), and, as |R(Gi)| < l, from the induction hypothesis, we
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Figure 8: An example of the proof of Lemma 13.

have that treewidth(Gi|
(SR(ei)

)

ei
) ≤ r + 2. Clearly, Gi|ei

⊆ Gi|
(SR(ei)

)

ei
and from Lemma 1,

treewidth(Gi|ei
) ≤ r + 2, 1 ≤ i ≤ t. Notice also that SR(e),ei

induces a clique in Gi|ei
, 1 ≤ i ≤ t.

We now set G0 = G[V (G)−(
⋃

1≤i≤t V
in
R(e),ei

)−{v0, vR(e)}](SR(e)) where V1(G0) = V1 and V2(G0)

is the vertex set of R(e). Observe that G0 ∈ Qr and therefore, G0|e ∈ Q̃r. From Lemma 12, we

have that treewidth(G0|e) ≤ r + 2. Notice also that SR(e),ei
induces a clique in G0|e, 1 ≤ i ≤ t.

It is easy to verify that ∀1≤i≤tV (G0|e) ∩ V (Gi|ei
) = SR(e),ei

and H = G0|e ∪ (
⋃

1≤i≤r Gi|ei
).

Applying now Lemma 4 for G0|e, G1|e1
, . . . , Gt|et

and SR(e) we have the required. !

For an example of the proof of Lemma 13 see Figure 8.
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Proof of Lemma 9. As we mentioned in the beginning of Section 4, Lemma 9 follows easily

when r ≤ 3. Let G ∈ Dr, r ≥ 4 and let H be the triangular extension of G. Clearly, H ∈ Pr, and

G ≤ H . Considering H as a member of Pr, we observe that S(G) ⊆ S(H) and therefore, G|∅ ≤

H|∅. Let e = {x, y} be any edge in Eext(H). Using the fact that S(H, e)− {V1(H) ∪ {x, y}} =

S(H)−{V1(H)}, it is easy to see that H|∅ ⊆ H|<S(H)>

e
. Clearly, all the members of S(H) induce

a clique in H|
e
and, from Lemma 3, we have that treewidth(H|<S(H)>

e
) = treewidth(H|

e
). Since

H|
e
⊆ H|(SR(e))

e
, the result follows from Lemmata 1 and 13. !
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