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Abstract

Ostwald ripening is the coarsening phenomenon caused by the diffusion and solidification process which occurs in the
last stage of a first-order phase transformation. The force that drives the system towards equilibrium is the gradient of
the chemical potential that, according to the Gibbs-Thomson condition, on the interface, is proportional to its mean
curvature. A quantitative description of Ostwald ripening has been developed by the Lifschitz-Slyozov-Wagner (LSW)
theory. We extend the work of Niethammer [16] which deals with kinetic undercooling in the quasi-static case to the
parabolic setting with temporally inhomogeneous driving forces on the solid-liquid interfaces. By means of a priori
estimates, local and global existence results for the parabolic Stefan problem, we derive a first order approximation
for the dynamical equations for the heat distribution and particle radii and then prove the convergence to a limiting
description using a mean-field equation.
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1. Introduction

1.1. The physical model

Ostwald ripening or coarsening [[17] is a diffusion and solidification process occurring in the last stage of a first-
order phase transformation. Usually, any first-order phase transformation process results in a two phase mixture
with a dispersed (solid) second phase in a background (liquid) phase ([[18| [19]). Initially the average size of the
dispersed particles is very small. Hence, the interfacial energy of the system is very large and the mixture is thus
not in thermodynamical equilibrium. The force that drives the system towards equilibrium is the gradient of the
chemical potential. According to the Gibbs-Thomson condition, on the interface between the two phases, the value
of this driving force is proportional to the mean curvature of the interface. As a result, matter diffuses from regions
of high curvature to regions of low curvature. This leads to the growth of large particles at the expense of small ones
which eventually shrink to vanish. The outcome of this process, known as the Ostwald ripening, is the increase of the
average particle size and the reduction of their number so that the mixture becomes coarser over time. A quantitative
description of this process was first developed by Lifschitz and Slyozov [13] and independently by Wagner [20] under
the assumption that the relative volume fraction of the dispersed phase is very small. The idea of the LSW theory is
to make use of the growth velocity of an isolated particle. The interaction between the particles is captured through
the average value of the background temperature field. This approach is thus called the mean field approximation.
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More specifically, the LSW theory produces an equation for n = n(R, t) the number density of the particles at time
t as a function of radius R. This function is shown to satisfy the following equation:

on(R, t) N i
ot OR

where V is the growth rate of a particle of radius R:

(V(R.Dn(R, 1) =0, M
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and R(?) is the average particle radius:
_ [ Rn(R, H)dR
R(t) = ———. (3)
[ n(R,n)dR

Note that by definition, n(R, #)dR gives the number of particles at time ¢ with radius in the range [R, R + dR]. Hence
f n(R, 1) dR is the total number of particles present at time ¢. The system (1) — (3) is analyzed in [[13} 20]. It is argued
that there exist infinitely many self-similar solutions, but only one is believed to describe the typical behavior of the
system for large times. This is given by:

R(n)

ng(R, 1) = %G (R(t)

) where G(-) is some scaling function. (@]
3

Based on this, the following temporal laws are derived for the average radius and the total number of particles:

1 -1
E(;)z(ﬁ(ongt) and N(t)z(l_€3(0)+gt) . (5)

There have been many mathematical works concerning the above description. It is a nontrivial step to connect
statements (T) and (3] rigorously to the underlying diffusion and solidification process. Note that the above is a mean
field description — the velocity function V involves the average of all the radii. Hence the first mathematical task is
to understand under what realistic assumption this mean field model is justified. It turns out that this is true only when
the overall capacity of the solid particles vanishes. This is a much stronger condition than the requirement that the
volume fraction of the solid phase vanishes. The necessity of this will become clear from the estimates we derived in
the later sections.

Another important ingredient is the boundary conditions at the solid-liquid interphase. The most common ones
are the equilibrium Gibbs-Thomson condition and the more general kinetic undercooling. The purpose of this work
is to understand the effects coming from the presence of spatially inhomogeneous driving forces, in particular, at the
interfaces. The ultimate goal is to incorporate realistic stochastic driving forces. Even though we restrict our attention
to deterministic driving forces in this paper, we believe that our result can shed light on the plausible approaches and
the desired estimates to handle the stochastic case.

We now describe in detail the mathematical formulation of the above solidification phenomena.

1.2. Mathematical formulation — free boundary value problem

In this section, we describe the mathematical set-up for the diffusion and solidification process. In the following,
we consider the growth of the solid phase of a substance in an undercooled liquid phase of the same substance.
Assuming isotropic growth, one possible model is the following Stefan problem for the temperature field 6 and the
solid-liquid-interface I, 8 [11]]:

Co0 = KA6 in Qp
HV = —-KV@-n on I 6)
Vv = —-M@yok+H(@O-06y)) onT,

where the liquid and solid phases are denoted by Q; and Qg = RO\Q, respectively, while I' = 9Qyg is the solid-
liquid interface. Note that these sets are all time dependent. In the above, K is the thermal diffusivity, C is the heat
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capacity, 8y is the melting temperature at a flat interface, H is the latent heat, o is the surface tension, M is a mobility
coeflicient, k denotes the mean curvature of I' (which is positive for a ball), n is the outward normal to the solid phase,
and V is the normal velocity of the interface. The first interfacial condition on I', also known as the Stefan condition,
ensures local conservation of heat. The second interfacial condition, known as the kinetic undercooling, couples the
geometry of the interface with the evolution of the temperature in the liquid phase Q;. The curvature term forces the
system to reduce the surface area of the interface I'. But in the case of undercooled liquid, the second term gives a
growing tendency for the solid phase. In other words, these two terms compete against each other. The following
equilibrium condition

Opok + HO —6y) =0, @)

formally derived by setting V = 0 or M = oo is called the Gibbs-Thomson law on the interface. It predicts that the
melting temperature is reduced for small particles. It is this effect which provides the barrier for nucleation of solid and
thus allows for the existence of undercooled liquid phase. Since during Ostwald ripening, the interfacial velocities
are relatively small, the Gibbs-Thomson condition is often used as an approximation of the general growth law.
Nevertheless, even for small interfacial velocities, the kinetic term in the boundary condition has a strong regularizing
effect on small particles.

System (6) is one type of free boundary value problems. There are many mathematical works that tackle these
problems. See for example [12| ]3] for the existence of weak solution with the Gibbs-Thomson condition. A local
existence result of classical solution with kinetic undercooling is given by [4]. The key feature of the problem currently
undertaken is to describe the system under a large number of particles. This problem appears to be in the realm of
homogenization procedure. However, standard techniques of homogenization such as asymptotic expansion, two-
scale- or G— convergence do not suffice due to the highly nonlinear interaction between the heat distribution and the
solid-liquid interface. The intricacy is already seen in the more simplified, stationary, elliptic problems in perforated
domains. In this case, in order to derive the average equations that capture the behavior of the solutions in large
spatial scales, it is found out that the capacity of the holes is a crucial quantity. Most closely related is the work [3]]
that considers Dirichlet problems in domains with holes in a similar setting. It proves that if the capacity does not
vanish, the type of the limit equation changes. In [6]], the simpler Stefan problem with zero boundary condition for the
heat distribution at the solid-liquid interface was studied in which the solid phase is not allowed to melt completely.
This last mentioned work handles the case of finite capacity and hence it does not get a mean-field model in the limit.

The connection between (I)-(2) and (6)) has been studied in [15] and [16]. The author is able to rigorously justify
the mean field description under the vanishing capacity assumption. The former work considers the Gibbs-Thomson
condition in both the guasi-static (KA8 = 0) and parabolic (C9,6 = KA6) case. The latter work considers the kinetic
undercooling condition in the quasi-static case. In both works, the vanishing capacity plays a crucial role.

A comment about the geometric set-up in the above two works. They both consider an isotropic approximation in
which the solid particles are disjoint spherical balls which are stationary in space, i.e. the center of the particles do
not move during the evolution. The works [[1, 2 9] remove this restrictive hypothesis by obtaining precise expressions
for the equations of the centers and also radii by taking into account the geometry of the solid particles. However, the
overall mean field description remains unchanged.

1.3. Motivation for the current work

The motivations of the current work are two folds. First we want to extend the work of [[16] to the parabolic
setting. The cited work deals with kinetic undercooling in the quasi-static case. Even though the strategy of attack
follows closely to [15} [16], due to the combined presence of the parabolicity and the kinetic undercooling, some
additional terms appear in the derivation of energy estimates and the construction of sub- and super-solutions. These
terms require extra care in the analysis. Thus we feel that it is worthwhile to investigate more rigorously this case.

Second, we want to consider the effect of inhomogeneous driving forces both in the spatial and temporal setting.
Ideally, we would like to incorporate stochastic perturbations. Possible modification of (6)) is the following:

Co,0 = KAO+E&(x, 1) in Qp
HV = -KVé-n on I' ®)
1% = —M@@uock+ H@O-0y))+{(x,f) on I,



where & and ¢ are stochastic driving forces. A choice often used is some whifte noise in time and/or space (even
though this is far from clear from a modeling point of view). However, a general theory of stochastic perturbation
in moving boundary value problems, in particular the incorporation of white noise into the free boundaries, is not
currently available.

In order to understand the estimates involved, in the current paper, we restrict our attention to deterministic driving
forces which perturb in time the dynamics of the solid-liquid interface I'. Specifically, we set & = 0 and { to be some
time dependent function which can take on different values on separate parts of I. We believe the results obtained
here can lead to useful understanding to the ultimate, more general stochastic case.

An outline of this paper and the underlying method is in place. As mentioned before, we follow the overall strategy
of [[15] and [16] fairly closely. The key technical step is the proof of the regularity in time of the particle radii near
their vanishing moments. This is obtained through the construction of appropriate sub- and super-solutions by use of
a maximum principle (Lemma|6.1). This is where our paper differs most from the cited works of Niethammer: we
need to dynamically adjust the ansatz in the construction in a careful manner (see Section[6). In addition, due to the
combined effects of parabolicity of the equation and the kinetic undercooling, additional terms involving the particle
radius regularity already appear in the derivation of the global energy estimates (see Section[5)). This is not the case
in previous works.

The contents of this paper are as follow. Section 2| explains heuristically the origin of the mean-field model.
Section[3]sets up the rescaling regime for the spatial domain and particle sizes. After this, the local in time existence of
weak solution and global energy estimate are obtained in Sections[d|and[5] Section|6|provides the crucial construction
of sub- and super-solutions for the heat distribution which are used to prove the W'--regularity in time for the particle
radii. This then leads to the global in time existence of a solution, even after the vanishing of some particles. The
next two sections then provides accurate approximations for the heat distribution (Section [7) and the particle radius
dynamics (Section §). The final Section 9] proves the limiting mean field description.

2. Mean field approximation

To simplify the analysis, it is convenient to non-dimensionalize system (6). Let

0yKH Oy —0 co K
y—>;y, r— MZ t, v:.= A; R /l:=—M, and B:= ——
o M

H MHo'
With the addition of some inhomogeneous driving force g(¢) acting on the interface I, system (6)) can be written as

A0,v = Av in Q;
\% = Vven onT ©)]
v+gt) = k+BV onT.

We will construct an approximate solution by making use of the idea that in the vicinity of a particle the solution
should look approximately like the one for a single particle. Hence, we first consider the single particle problem in
which the particle is a ball Bg of radius R centered at the origin:

A0,v = Av in R3\Bg
R = Vv-n on 0Bg
BR = —L+v+g) on dBg (10)
Im v(r,1) = ve().

r—oo

Note that the far-field value v (t) is imposed as a boundary condition at infinity.
In the elliptic (quasi-static) case A = 0, the solution of problem (T0) at any time ¢ > 0 can be explicitly given by

R((1 = R(tveo(t) = R()Z(1))

V(1 1) = veo(t) + , (11)
B+ R()

and  R() = 1 = R(veo(r) — R(t)g(t)_ 12)
R(O(B + R(1))
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From the above formula, we see that the positivity of 5 indeed has a profound effect on the dynamics of particles,
in particular near the time when the radius is about to vanish:

e when R < 1, if 8 > 0, equation (T2)) becomes:

1

R~ - ! and hence R(f) =~ (C - 2t)2 (13)
RB Bl
e while for 8 = 0, it becomes
. 1
R~ -5 andhence R() = (C~ 303 . (14)

Even though the solution forms (TT)) and (T2)) are for the single particle case in the quasi-static situation, we expect
them to be still a good approximation for multiple particles if 1 < 1 and all the particles are far away from each other.
In this case, the overall solution v of (I0) is roughly given by the linear combination of the individual solutions:

Ri(1)(1 = Rit)veo(t) = Ri(1)2i(1))
(B+Ri0)|y - ¥

UOERNOESY : (15)

where i is the index of the particle with center at y; and radius R;.

To complete the picture, we need to specify the quantity v (¢) and its dynamics. Note that it is a spatially constant
variable describing the heat distribution far away from the solid-liquid interfaces. This justifies the terminology mean-
field description. Due to the assumption of small volume fraction (to be prescribed later), the overall background
domain Q is very close to the region €; occupied by the liquid phase. Hence, we have

N 1
Q| Jq,

Voo V.

We now compute

. 1 . 1 , 1 . .
a,f vzf 8,v—f szf —Av—f sz—f —Vv-n—f Rv:——f R—f Ry,
QL o Froy o 4 00, a0, A a0, A Jaa, a0,

so that

p ! f e [ &
Voo X ———— - — V.
! Q12 Joo, 19 Joo,

Since A is small, the second term is negligible. Note that 9Q, = |; dB(y;, R;), by (12) we then get

1 1 =-Rive — Rigi(f) 5

OpVeo ® —— ——— | 4nR;. 16

i IQMZ( RGB+R) ) (10
The purpose of the current work is to derive rigorously the solution formulae (I2)), (I3) and (I6) from the free

boundary value problem (9) and give a limiting homogenized description when the number of particles is large.

3. Rescaling of the problem

In this section, we introduce a spatial rescaling of the Stefan problem (9) as a preparation for the derivation of a
limiting description for a large number of particles.

Recall that the domain of the liquid phase is denoted by ;. We consider the case that the solid phase Qg = Q\Q,
consists of a collection of N disjoint balls, i.e.

N N
Qs =| |BOwLR) and F:U@B(y,-,Ri). (17)

i=1 i=1
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We further assume that the centers of the balls do not move and the spherical shapes are preserved during the evolution
Strictly speaking, there is no solution satisfying the above assumptions. As in [15,16], we replace the second condition
of (@) by the following integral condition:

1
V= V|6B< = @ f Vv(y,t) - nds (where ds is the area element and B; = B(y;, R;).) (18)
i il Jos;
. 1
Since V; = R;, ki := klsp, = R and g; := g|33_, the third condition of (@) is transformed into
. 1
v =BRi(1) + R0 gi(r) on dB(y;, Ri(1)). (19)

Note that now v is constant on each of dB(y;, R;(t)). (See Remark@@) for a discussion).

To model the facts that the volume occupied by the solid phase is very small compared to the vessel’s volume (i.e.
Vol(U;B;) < Vol(Q2)) while the inter-particle distances are very large compared with the particle size, we apply the
same spatial rescaling as in [[15,[16]]. We use ¢ and 6 to denote the typical length scales for the inter-particle distance
and the particle radii and consider the regime 0 < ¢ < § i.e. a > 1. Now introduce the following change of variables

x=6% and u(x, 1) =v(y1); 20)
R; .
Ro(1) = % and BY(r) := B(x;, 0°R(1)) = B(yi, Ri(1))- Q2D
Let further
N :={i: R(H >0}, N@®=IN@®I, and £ :=sup{t: R >0}, (22)

be the collection and number of indices of particles at time 7 and the maximum existence time of Bf. 'With the above,
we define the following domains:

Q9 = §°Q; QJ :=Q° x(0,T);
QB (1) = Uienin BO: Q1 = Ureio. (240 x (1)): (23)
Q0 =\B @ Q= Useor () x {1}),
where T is some finite fixed time instant.

Now using the variables x and Rf’s, upon choosing 6* = 6* (see the Remark 1@ the system of equations (9),
adjoined with the Neumann condition on 9Q° leads to the following initial boundary value problem (IBVP):

Ay, = S%Au, in QF ;.
u(x, ) +gi(t) = ! + B f Vu-nds, xedB®1), te(0,1),
Rty 4ns*(RO(D))? Jamin ' '
. 1
Rt = —f Vu-nds, te(0,£),
0 4rs*(R2(1))? Jamia) ©.%
R() = 0, t>£, (24)

Vu-n = 0, on dQ°,
u(x,0) = wup(x), in Q(0),
R(0) = RS, for ie N(0).

The main purpose of this paper is to give a limiting description of the system as ¢ converges to zero. The following
are some remarks about the scalings and assumptions used in our problem.

Remark 3.1. Assumptions.
1. For simplicity, the underlying ambient domain Q° is bounded with smooth boundary 9€2°.
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2. With the current spatial rescaling, we are working in the regime that the particles are separated from each other
by distances of at least O(9), i.e. |x,- - xji > Co foralli # j. Hence N(t) = O (6‘3). A simple such setting is to
have the particles located on a regular three dimensional lattice of lattice length ¢ although this is not absolutely
necessary.

3. Motivated by the approximate solution (I3)), the initial data ug takes the following “well-prepared” form:

9 10 3 416

5 _ 8 (1 ) _Riogi0>5 Ry (1x - x|

Uy = Uy, T Z 5 n 5 . (25)
f (Rio +,3) x — xil

In the above, ugw is some constant, and 7 is a smooth cut-off function such that (r) = 1 for 0 < r < ! and

8
n(r)=0forr> %. Furthermore, the initial radii Rfo’s satisfy

sup Rfo < Rg < 00, (26)

4. The inhomogeneous driving forces g;’s satisfy:
sup sup {1, R ()gi(0)] | < M < oo, 27)
i

The above are sufficient to derive some a priori estimates. However, in order to have a limit equation in a closed
form, we do need to make the assumption that each g; is a function of the radius Rf . This is stated as follows:

there exists a function G € C' (R, X R,) and a function h € C'(R.) such that gi(t) = G(z, Rf(t)) + h(r). (28)

(See Remark [9.3|for further discussion.)

5. As the typical size of the solid grains (6) is assumed small compared with the mean distance between them (9),
the direct interactions between the particles is negligible and the particles thus behave as if they were isolated.
The only interaction is through the mean field quantity u’,. Hence it is natural to assume that they remain
spherical and their centers do not move in space. On the other hand, models incorporating non-spherical shapes
and the particle motions have been considered, cf. [1, 2} 9], in which it is shown that these additional features
only constitute to higher order effects and hence they do not affect the mean field limit.

6. In order to have a well-defined limiting description, we need to work in the setting of small volume fraction for
the particles. A quantitative requirement is that the capacity needs to vanish. With the current rescaling regime,
the order of magnitude of the capacity of a particle in Q is given by §~>. Hence, we take a = 4. In this case the
capacity is of order ¢ and the volume fraction is of order ¢°. (See [5] for a model when the capacity does not
vanish.) The choice of the scaling A = &° is to ensure that the system is close to being quasi-static. This will be
clear from the energy type identities derived in Section[5] (See the discussion in page[I3]and Corollary [5.5).

The main theorems proved in this paper are:
o Theorem|6.3} existence of a global solution for and regularity of particle radii near their vanishing moment.

o Theorem [9.2} mean field description of the system as the number of particles goes to infinity (6§ — 0). This
is given by (12), (I5) and (T6) which govern the dynamics of the particle size, the mean field variable and the
profile of the heat distribution.

The overall strategy is briefly explained here. First we extend the local in time solution to globally existing
solution, i.e. beyond the times when some balls disappear. This is established by the a priori estimates coming from
integral inequalities (Section [5) and maximum principle (Section [6). When both 1 and S are positive, we need to
control the appearing terms involving RfRf uniformly in ¢ and globally in time, even after some balls have vanished.
This makes it necessary to estimate the growth and decay in time for the radii Rf(t)’s. First we analyze the single
particle case. The important issue is to investigate the solution as R — 0% for § < 1. The main conclusion is

. . 1
that |[RR| < C < oo and ngRR = —— (these results state the regularizing effect of kinetic undercooling) and thus
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R € W([0,T]) forany 1 < p < 2. This is established by constructing proper sub- and super-solutions. It is first done
for the case R < 1 and R < 0. If R > O(1), we show that |R| is uniformly bounded. Moreover, we prove that once R(¢)
reaches below some small value, R will become negative and will stay negative until the extinction time of R(¢). We
then employ the previous analysis to analyze the multiple particle case. The extension of solution beyond vanishing
time follows by the energy estimates from Proposition and standard parabolic theory.

In the second step, we derive the limiting equation for the dynamics of the mean field variable and radii as § — O.
We produce a first order approximation for the heat distribution #° in Section (7} In particular, we prove that far away
from the particle boundaries, the heat distribution u’(-, 1) is close to the mean field variable ¢, (¢) which satisfies the
following form:

R(1)
R +p

We then establish in Section [§] the following result which gives the dynamics of the radii as § — 0: the radii satisfy
the following dynamical equation in some weak sense:

gy (1) = 4n6> " (1= RA(0ul, (1) - R (Dgi(0)

N 1—uf§oR;5—g,-R;s
~ T 5/ o
’ R +p)

Finally in Section@, we provide a limiting description of «° and Rf’s as & — 0. In order to obtain an equation which
is closed in the limit, we do need to invoke the assumption on the form of the inhomogeneous forces g;’s.

A Note on Notation. For the next few sections, we will only work with the rescaled Variables x and the function u.
Hence for simplicity, we suppress the super-script & from all the symbols: Q°, Q‘S Bb R‘s ”ooo u’, and so forth. They
will be recovered in Section @ Recall that the number of particles N(¢) is of order 0(6 3) In the following, n refers
to the outward normal to the solid phase Qg (t) = | J; Bi(t). We will use M or M(T, Q) to denote general constants that
might depend on the time interval [0, 7] and the domain € but not on 6.

4. Local in Time Existence and Uniqueness

In order to formulate the existence and uniqueness result for the system of equations (24)), we first introduce some
function spaces. In the following, T is some fixed positive time (which does not depend on §).

12
e For f : [0,T] — R, denote ||fll207) := ( fOT | f(t)|2dt) . Consider the following usual L” and Sobolev
spaces on (0, T):

L*0.7) = (f A2 < 00), L*(0,7) = (f: S[‘gf;] Ifl < oo),
af |’

af )2
dt LZ(O,T) ’

dt

H'O,T) = {f : Ifllzor + <ol and |fllyor = (||f||mn

12(0,T)
e Let D(2) be a time dependent domain with smooth boundary. We define Dr = Ujeo,r) D(#), while for

1
(-, 1) : D(t) — Ry we denote: [lullzp = Joy 4G DP dx)’.

[N

H' (D) = {u s lull 2o + IVull 2wy < o) Ml oy = (1l 2oy + IVl
©o .72 - . . .
L2(0.7: L(D0))) = {u: sup lullzoqy < 00} Mllz=o.r.2000 = SUP Mll 2y :

te[0,T] 1€[0,T]

Lz(o,T;H‘(m-)))::( f [Huc-, r>||L2(D(,))+||Vu(~,r)||22@(,>)]dz<oo);

1

T 2
and  [lull 20,7100y :=( f [l r)an@(m+||w<~,r>||izw(,»]dz) :
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The usual inner product on L*(D(t)) is denoted by ( ce )D(t). For the later usage in this paper, the domain () in the
above definition is usually taken to be € (-) or simply the ambient domain Q. For simplicity in notation, we will often
omit the subscript in the norms if it does not cause any confusion.

Definition of Weak Solution. Now we derive the weak formulation of the solution for our governing system (24).
Let & = &(-,1) : Q — R be such that for all ¢ > 0, £ equals a constant on all the dB;’s. Multiplying the parabolic
equation of (24) by £ and integrating over €, (¢), then by means of the boundary condition on dQ and dB;’s, we have

N
0 =( i E)a,0) = 6 (A )y = (i, oy + *(Vit, VE)ayy +6° ) f &V nds
=1 JOB

(29)
N
(0,0 + 0TV +0° Y €foBs [ V- nds:
i=1 9B;
Next multiply the second equation of (24) by ¢ 'BB' and integrate on 0B; to get

1

f (uCx, 1) + gi(t) - — )éds - p5* f EVu-nds = 0. (30)

o8 Ri(0) o5

Replacing the term &|gp, fﬁB Vu - nds in by (30) leads to

Ay, ), 1) + (Y, VEg, ) + — g Zf dS +— Zgz(f) faB, &ds=0

The above leads to the following definition of solution before the first vanishing moment (z,) of any ball. Let
T > 0 be a positive number. A collection of functions u : Q;(-) — R and {R; : [0,T] — Ry },cn is called a weak
solution of (24)) with initial data uy and {Rio},eN s if (i) u € L2(0,T: H'(QL()); (i) u, € L2(0,T: H™'(Qu()); (i)

u|aB is a constant; (iv) R; € H™'([0, T1) N L*([0, T]) and they satisfy the following identity:

T At 64 N
| l—/l(u, Edau + 'V V00 + 5 Y [ ufds} dt = (0, €O 0
i=1 VOB

TAL g4 N 1
=f0 EZ(R—(I)—g,()faBigdsdt, 31)

() f V- nds} df = Ripg(0) = 0 (32)
dB;(1)

-Ri(Do(t) - —————
O~ R

T At
and f
0

forall € € CT ([0, T A t.), C¥(QL())) with f'ﬂB equal to a constant for alli € N and ¢ € C7([0,T A t.)).

With the above definition, we now present the following local existence and uniqueness result.

Theorem 4.1. For any uy € H'(Q,(0)) and {Ri(0)};en satisfying @) there exists a T > 0 such that has a unique
weak solution {u,R; : i € N). Furthermore, u € L*(0, T; LXQy(-))) N L*(0, T; H'(Q.("))) and R; € H' ([0, T1).

Proof. The proof consists of two steps. The first is to prove the existence of solution for the parabolic problem with
given R;’s (without taking into account of the conservation of heat flux at the particle boundary); the second is to use
fixed point theorem to find the correct R;’s which do satisfy the conservation of heat flux. The overall procedure is
more or less standard. But we include it here for self-containedness. The strategy is also used in [14] for a related
problem without the kinetic undercooling.

In the following, we use R to denote the collection {R; : i € N}. The notation ||R||y refers to sup; [|R;l|x. In addition,
any operation on R is performed in a component-wise manner: f(R) = {f(R;) : i € N'}.

9



Step L. Given R € H'([0, T)" with |IR||=qo.r)) and |R~
solution u satisfying:

1 . . .
HLm([O’T]) < oo, We claim that there exists a unique weak

Au;, = BAu, in Qrr,

B 1
X, 1) — ————— Vu-nds = —— —gi(t) xe€dBi(t),
uee 4rs*R2 (1) Jos,) ¢ Ri(1) 8it) ®
Vu-n = 0, on 0Q,
u(x,0) = wup(x), in Q0),

R,(O) = R,‘(), fOr i€ N(O)
Furthermore, if ug € H' (Q1(0)), then

1
llullzsorm @y > Nellzo.rmm200,00) » ”ut”LZ(O,T;LZ(QL(-)))SC(||R”L°°([O,T])v HR “Lm([ofw ||R||H1([0,T]))~ (33)

First we related the domain €;(0) to Q(#) by means of some diffeomorphism:

(. R) : Q.(0) - Q).

Define
Oy, 1) := ¢(y, R(®)), and ¥(y, 1) := u(D(y,1),1).

Differentiating in space we get

1 1
Vu=D®O'Vy and —— Vu-n= DO V7V .- n,
[0Bi()] Jop.) [0B:(0) Jas,0)
while taking the derivative in time gives:
V= u; + Vu - 0,0.
In the above we have used the notation:
_ - op . op .
DO T = ((D®)")"' and 0,0 = —R, + -+ —Ry = Bre) - (O:R).
(( ) ) an t R, 1 ORy N = (Or®) - (O:R)
Let M = ||Rll;~.1) + ||R’1|| LeQ.T)" Note the following estimates:
2 -T -T
|p®, D*®, DO, DD )||LW(O,T;LW(QL(Z))) < C(M), G

and [10,Dll20.1:12,0)) < CAD IR 0.7y -
Let A = DO D®. Then the function ¥ solves:
AVdet A9, — 6*div( Vdet AA™'V) = 1VdetAD®'VY-5,@ in Q(0)x (0, ),

1
v—Lz DOV -nds = — —gi. x€0Bi(0),
4n6*R2(0) Jop,0) Ri (35)
Vv-n = 0, on 0Qr,

U(x,0) = up(x), in Q(0).
To handle the inhomogeneous boundary condition on the dB;(0)’s, we consider the solution w(y, r) of the problem

div( VdetAA™'Vw) =0, in Q(0),

1
w— L DO TVw . nds= — - gi, x € 0B;(0), (36)
476*R*(0) Jas,0) R;
w-n =0, on Q.

10



Setting v := ¥ — w, then v satisfies

8

A0, — div ( VdetAA™'Vv) = ADOVv - 4,® - 10w + ADD'Vw - 5,0,
detA
B 37
Vo ——— DO'Vv-nds = 0, xe€dBy0).
47T64Ri (0) Jag.(0)
Applying elliptic regularity to (36), we get:
W, OrWllr=©.1:m1 @) < C(M). (38)
Note that 9,w = dgw - 9;R, and we also have

N0l z2 0,710 2, 3y < COMD IRl 0,1 - (39)

Combining the above together with estimate (34), equation (37) can be written as:

68
detA

A0,y — div( Vdet AA™'Vv) = fi - Vv + fi,

for some ;
£ e(LO.T;12Qu0))  and  f € LX0,T; L(Q.(0))).

If ug € H'(Q(0)), then by standard theory for parabolic problems, [10], it follows that there exists a unique solution
v of leading to the solution ¥ = v + w of in the class L°°(0, T, LZ(QL(O))) N LZ(O, T, HI(QL(O))). By l| it

follows that u also belongs to L°°<O, T; Lz(QL(-))) n L2<O, T:H' (QL(-))). The improved regularity statement l| also
follows from standard theory.

Step 1L This step shows that for T small enough, there exists an R € H'([0, T]) such that the following condition
is satisfied:

Ri(?) Vu-nds, te(0,T) forallie N,

T 4R Jomo

where u is from Step I. Using the kinetic under-cooling condition, the above can be written as:

. 1 1 1 1
Ri(t) = —— (u——+ ,-(t))z— (v+w——+ ,-(t)).
BIOB0) Jono\" ™ R " *"7) T BIOBAO) Jmo) Ry 8
For this, we define the function space:

Mz = {R € H'([0,TD" : RO) = Ro. IRllzn oy < D}

where D is some fixed number and the operator ¥ (R) : My — H'([0, TDV:

FRUD) = Ry + f
0

1 1 .
B10B,O)] Jos ) (V TRE T gi(T))] dr, ieN.

The goal is to prove that F has a fixed point in My if T = T(D) is small enough.

For this, let R,S € My with R(0) = S(0) and let wy, w2, v, v be the solutions of and with the radius
function given by R and S. Then,

! 1
FR)(®) = F(S)(t) = fo [m 0 ((Vl =)+ (W —wa) — (

1
R0 m) + (gi(t, R) — 8:’(7,55)))] dr.

11



Consider the equation satisfied by v; — v;:
8
div (v/det A AT (Vv = v2)
SN ( 147 (V(n 2)

&8 &8
= div (+/det A1 AT Vv, ) — div (+/det A,A5'V
detAl IV( etA1Ay V2) detAz IV( etAA, V2>

—~A@w1 — Biwy) + ADDT (Vwy — Vwy) - 8,® + ADD;'Vw, - 8,01 — ADD,'Vw, - 0,D2,  (40)

A0;(vi —vy) —

B T
and Vi—V)— ————— DO 'V(vi —v) - nds
(vi —wm) G REO) Joso) 1 V(v —wm)
B _r T .

R DO — DO, ) Vv, -nds, forie N, 41

47T64Ri2(0) BBi(O)( ! 2 ) : ( )

and that for wy — wy:
div (Vdet ;AT V(wy - wn)) = —div((Vdet A AT — VdetA47")Vw), (42)

B

_ DOV (w; —wy) - nds
A RAO0) Josoy ! (W1 =w2)

and (W1 - Wz) -

B -7 T 1 1 .
Y — Yw, - — = (g:t.R:D) — o; .
TR0 Jono (D<1>1 Dq>2) Wy - nds + TS (gi(t, Ri(D) — gi(1, S (1)) forie N, (43)

where A;, ®; and A;, @, are the A and @ for the radius functions R and S respectively. The estimates (34), (38), (39)
lead to

IA

C(M) IR = S|lz=q,r) »
CIM) IR = Slgo,r) -

lA1 = Asll oo, 00 » W1 = Wallpso.7:11 @, 0
(0,T;L>(€2.(0))) (0,T:H'(.(0))) (44)

IA

and [0, - 6®2||L2(0,T;L°°(QL(O))) , 0wy — atWZHLZ(O,T;Hl(QL(O)))

Using the above together with the fact [[v2 ||~ 7.1 0, 0)) < 0, We see that the right hand side f for equation (@[)
satisfies:

Ilzori .0 < MilIR = Slisor + Ma [R =S|, -

We are then led to the following estimate:

Vi = valleorm @0 < CO) IR = Sllgor) -

As ”V] - v2||L2(ﬁQL(0)) < ”V] - v2||H](QL(0))’ we have that

T
fo IF(R)(0) = F(S)* dt < COIT IR = Sl o7, -

In the above, we have also used the assumption about the g;’s. Finally if T is chosen small enough, Banach Fixed
Point theorem can be employed, leading to the existence of a fixed point for # in M7 and hence a solution of (24). U

In order to extend the local in time solution to globally existing solution, in particular beyond the times when
some balls disappear, we would need a priori estimates. They will be established by means of integral inequalities
and maximum principle. The overall strategy is as follows. First the weak solution obtained above exists up to the first
time #; some ball vanishes (R; = 0). From the global energy estimates derived in Section [5|together with the temporal
particle radius regularity proved in Sectionﬁ the limit u(-,#;) = limu(-, t) exists. We can then use u(-, ;) as the new

t—)t[

initial data for (24)). In this manner, a solution is constructed between any two times some radii vanish and hence the
existence of a solution up to any finite time (independent of ¢) is established.
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5. Integral Identities

In this section, we will present some integral identities in line of energy type estimates. As the domain Q; is time
dependent, we find it convenient to extend u to the whole domain Q D Q; by means of:

u|B[ = ”|0Bn for all i.

The extended function is still denoted by u. Furthermore, we introduce the notation fi(¢) = Ri(H)R;(?).

Proposition 5.1. Let u be the solution of @24). Then we have

A Rt R} (1) + 14n5"? f d
[ wn+ 22 Z 0+ 2 Z (1) + A4 /32 £y dr

N
SIRCE ik ZR?(O) + 4% 3 R0+ s (Z Rof0-Y RO @3
i i=1 i=1 i=1

/14716

N ¢ N
Z R0gi(0)+ T D RI05i(0) + A4 f D RN fgir) dr.
i=1 0 =T

Proof. We integrate (24) on Q to get

0
/lfu,—/lf u=6 |
Q Q\Q; 0Q; on

Note that the part of Q? on solid-liquid interfaces, we use the outward normal to the B;’s. Hence

z—fu—/lz—((s“zeﬁ( —g,+,8R) - —Z4n512R,2Ri
d A4ns'? S R , 1 ).
ol ZRI. —R—iz—gi+/3R,- +4n6 ZRiRi = 0
d 4ot . " 4ns'? d
A— + RiR; + R g — BRR;) + —R = 0
aJot T T3 Z ( 4= BRIR) 3 di
d bt 1d , 476" < d
A— | u+ —R? +R}g; - BROR; R =
dr 3 Z (2 dr 8i=F ) 3 Ladi
Upon integrating in time from O to # and employing integration by parts, we obtain (43]). g

Remark 5.2. For conceptual understanding and in order to compare with known results, we simplify the above iden-
tity for the case g;(¥) =0

1. For the quasi-static problem A = 0 with 8 > 0 the following volume conservation condition is obtained:

N N
S ACEEY HON
i=1 i=1

as in [[15 [16]].
2. For the parabolic case A > 0 and 8 = 0: setting A := ¢° as in ({@#5), we obtain the result of [15]:

4 N 2 N 4 N 2 N
353 12p2 5 _ i 353 < 12 p2
Lu(l)+§ﬂ;6 Ri(t)+§7r;5 Ri(t)—fgu(O)+3n;6 Ri(0)+3n;6 RX(0).

13



Our result extends the above to the case when A and g are both positive.
Next we derive the identity for [|ul|;2q).

Proposition 5.3. Let u be the solution of @24). Then we have

; f WA (t) + 68 f f IVl (s)ds+2716122R2(t)+/l
Q

+4716"28 f Z f2(s)ds + 14158 f Zf ()

R(S)

_ il 2 T 2

- 2fbt(0)+—2 ZR,.

47r5

ZR (t)

612
Z Ri(0) + A”Tﬁ Z Ri(0)(0)

ﬁZR(O)f(O)M g ZRf(r)— 0 ZRf(m

()
—2r6"232 fo ZR,-(s) ds + 4ns™? fo ZRiﬁgi(s)ds

47r6

Z R0+ 17

12 t
> R (0)i(0) + 1476 ) f Fs)8i(s) ds
i Y

475"
21 f(D)gi(t) + A—

R2(0) £:(0)g;(0) + A4ns"? ft?,-d
/32 2(0)£(0)gi(0) + A47 ﬁZ | feids

262
a2 -2

Y RGO - 21 [ Rfis)ds. (46)
i 0 7

Proof. Multiplying ([24) by u and integrating on Q;, we get

/lf uu = 58 f Auu
Q; Qp
8 du 3 2
A | uu—Aa uu = -0 —u—-0 |Vul“.
Q o\Q, a0, On Q

Using the boundary conditions in (24), it follows that

Ad 3 ) 47r(52 3
S u+6f|V| ZR —g,+,BR

—g,+,BR)

l

(1 .
+476'2 Y R*R;|— — g +BRi| =
4 Z R STP
Ad 4762 R; (1 .
+6° | [Vu> -2 R\ -—= — g +BR; || = — gi + BR;
35 s [ o DR\ ek (-8

+476' Y (RiRi - RRig; + BRIRY) = 0,

i

Ad 8 2 12 de2 22 21
\ L7 L BR2R? — RPRyg;
S u +6 f| ul + 476 § 75 +BRIR — RiRig;

4ns'?
+ 1=

D (R + Rz - BRIR) (1% - g +ﬁRi) =0

i
Expanding the above, and integrating in time from O to ¢ together with integration by parts gives the stated identity. [J
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Remark 5.4. Again, we give the simplified form of the above in the case g;(#) = 0 and compare with known results.

1. 1=0,8>0:
53ZR2(t)+—ff|vu|2ds+2ﬁfZa*f ds—cs*ZRz(O)

as in [16].
2.2>0,6=0:

;fu(t)+ ff|vu|2ds+2n53ZR2(t)+ ﬂélZZR(t)
1 2
=5 L u2(0)+2ﬂ63ZR[2(O)+§n6122Ri(0),

where we have set A := 6° (in accordance to [13]]).

Note that when both A and 8 are positive, as in the current case with kinetic undercooling, extra terms involving f;
appear on the right hand side of (46). This causes the need to estimate |RiRi|. This is the main goal of the Section%]

Here we explain in more detail the usage of the above result and the choice of 1 = 6°. Since we are aiming at
a limiting mean field description — the particles interact mainly through the quantity u.(¢), we expect that the heat
distribution u(-, f) will become roughly spatially constant (but still time dependent), i.e. Vu = 0 as 6 — 0.

In view of the estimates of Remark @ if either one of A or B8 equals zero (as in [16] and [15]), the term
fot fQ |Vul*(s)ds is estimated easily by the initial data. This is not the case for the parabolic setting with kinetic
undercooling and inhomogeneous driving forces presented in this paper (where both A and 8 are non-zero). In the
current case, upon solving for fot fQ [Vul?(s)ds in the identity of Proposition we observe that if g;, R;, and
fi = RiR; are uniformly bounded in time for any i, then

fi(s ) _ RS PAC)
f f|Vu| (s)ds < —A4n5'? 8,8f Z ok — 276" Sﬂzfo Z R & +C— +Cs' )" o).

ieN

Hence as long as R; > O(1) > 0 for any i, we will have

ff|Vu|(s)ds<C/164ZO(l)+C +C54ZO(1)<C/16+C—+C6

ieN ieN

The problem arises if time is approaching some extinction time #; (R < 0 and R; — 0), so that the term = (wh1ch
appears in the estimate only when A and 8 are non -zero) will have a large negative value. In fact it will blow up to
—oo. However, we will prove that f; = R; R, — — [_f ast—t;. With this observation, near ¢;, this term can be controlled
in the following way:

1) () fA(s)
12-8 12-8 4 s
—4ns ﬁfZR() — 2168 ﬁfZR(S) —426 BfZR(S) > ]dsso,
and thus it follows that
ffwm (s)ds<C6£+C64ZO(l)<C§+C6

ieN

(Alternatively, upon solving R;R; ~ — ﬁ, we have R; ~ C(t; — t)2 so that fo ) dt < . Hence the term J(; a’t will

also be bounded.) The above leads us to set A = §° as mentioned in Remark- With this we have that

!
f f [Vul’(s)ds < CS,
0 Q

so that in the limit 6 — 0, u will indeed converge to a spatial constant (in some weak sense).
We summarize the above observation in the following statement.

15
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Corollary 5.5. Let A = &°. Let further t, = t; be the first extinction time. Suppose there is an M > 0 (independent of
. . 1
8) such that sup sup { |R(OR(0)| . Ri()} < M, and if lim R;R; = i then we have:
i<t 1t

1
2 2
sup ||ul| + = ||Vul| <M.
et ro " 12(Q,)

(In the above we have also used the assumption for the g;’s.)

The next section is to prove the validity of the assumptions used in the above corollary. This will be shown using
maximum principle by means of sub- and super-solutions. Then the result of Corollary [5.5|will be used to extend the
solution u of (24) to even after the moment some balls have vanished.

6. Regularity of the radii R;’s

6.1. Preliminaries

We first record the following lemma on a maximum principle suitable for our problem. It is the parabolic version
of Lemma 4.2 in [16]].

Lemma 6.1. Let {Q(1)},, be a time dependent Lipschitz domain and | J; {Bi(t)},, be a finite collection of disjoint
balls such that | J; B;(t) c Q(¢) for all t > 0.
Let u be a function which is constant on each dB; and satisfy for all t > 0 the following statements

u—Aru > (<) 0 inQ@O)\VY; Bip),
‘—c f Vu-n = (<) 0 ondB)foralli
0B;(1)
Vu-n >2(2) 0 ondQ(),
where c; > 0 for all i. If u(x,0) > ()0, then u > (<)0 in Q()\ |J; Bi(t) for t > 0.

The rigorous proof of the above can be produced following the steps in [16]]. Hence it is omitted. It can be
intuitively understood as follows. If u > 0 at t = 0, then by strong maximum principle, it cannot reach zero inside the
domain Q(#)\ |J; Bi(). By means of the Hopf lemma, the boundary conditions also prevent the occurrence of zero on
0Q(t) and 0B;(r). Hence u will be strictly positive for all £ > 0.

Equipped with the above result, we are ready to construct sub- and super-solutions which will be used to control
the growth and decay of the radii R;(¢)’s. First we present an a priori bound using the above maximum principle.

Lemma 6.2. There exist two constants M1(T, Q) and My(T, Q) such that for any solution u of (24) with initial data

23), we have

64
M(T, Q) < u(x, 1) < Mo(T, Q) + ooy + Z . (47)
o = xil
(In general, M| might be negative.) The above leads to that for some constant M > 0,
1. at any particle boundary: for x such that |x — x;| = 6*R;,
1
u| <M+ —; (48)
0B; R;
2. away from any of particle boundary: for x such that |x — x;| > g for all i,
lu| < M. (49)
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Proof. The fact that statements and follow from is due to the assumptions on the bound on the number
of particles and their spatial separation by at least of distance O(9) (see Remark [3.1((2)).
The proof of the lower bound in {7) is simply due to the fact that a negative constant with large magnitude (- M)

satisfies: |
(~M) < —gi0) + ~ + —2

R,  4n6*R? Jsm vEM) -n,

and hence is a sub-solution. _
The proof of the upper bound in is similar to [[15| Lemma 17]. It turns out that the function V denoting the
right hand side of is automatically a super-solution for large enough M,(7, €2). The reasoning is as follows.

1. For any i € N (1),

— 1 & 1
V|aB,- = M+ ueo + E+Z—|x~—x| >M2+M°°0+R, +0(1)Z
JEI J J JEI
1 1
> My+iu’ O+—+0(1)Z§3 >M2+0(1)+—
JEI
In the above, we have used the fact that N(r) = O(6~3) and lxi - X j| > cod forany i # j.
2. Next we compute the gradient term: again for any i € N(?),
B - B s*
4n6*R? Jos, 476*R3 St [ =il
64
- 4§‘R2 [| |] 4(54132 V[ }”
TO™R; X=X T i 'x - xj|
B 54 52, O) B [6* 8 2 B 3
> ———|-——=|4n0°R; + —— — |4n6°R; = ——= + O(6°).
R | or| TN s e || O T T T OO

Hence with M, chosen big enough and ¢ being small, we always have

B

R iR Ve

‘_/Z—gi+

3. In order for V to satisfy the Neumann boundary condition on dQ, we consider a modification function w similar

4
to [13, Lemma 17]. Let & = Z

and w be the solution of the following equation:

lEN”I x = xil

ow; = Aw, 1inQr,
Vw-n = -Vh-n ondQr,
w(0,) = wy inQ,

where wq solves:
—AwWy = th~n,
0
Vwo-n = =Vh-n,

fW()ZO.
Q

By [15, Lemmas 17, 20], wy and w satisfy the following estimates:

1
wollo < M V6, Iwlle <M, and [[Vwll, < M&” for any y < 3
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With the above, V(V + w) - n = 0 on dQ and upon choosing M, large enough, we have:

— 1 B
V >0 — —
V+w) i 8i

+ — V(V+w)-n,
R 4n6*R? Jss, ( )

so that the desired result is still true with V replaced by V + w.

O
Now we proceed to construct sub- and super-solutions so as to control the growth and decay rates of the particle
radii.

6.2. Single Particle Case

We first consider the case of a single particle which forms the building block for the general multiple particle
scenario. In the following, we will use the notation Bgig to emphasize the radius of the rescaled ball. In this case,
problem is formulated in the following form:

Sug = ou, on{lxl 2R},
1 B
= ——-gO)+ ——— Vu - = &*R(¢ 50
“ = RSO G, T on {|x| = 8*R(n)}, (50)
. 1
R = — Vu-n.
A5 R? fﬁB Lo

The key is to investigate the solution as R —> 0% in the regime 6 < 1. The main conclusion is that |RR| < C < oo

. 1
and hence R € W'P([0,T]) for any 1 < p < 2. As a by product, we get RlirgRR = —B. This will be established by

constructing sub- and super-solutions. It is first done for the case R < 1 and R < 0. If R > O(1), we will show that
|R| is uniformly bounded. However, once R(f) reaches below some small value, R will become negative and will stay
negative until the extinction time of R(%).

Construction of sub-solution under the assumption: R < 0, R < 1. Let R(¢) be given. Then U(x,?) is a
sub-solution of (B0} if

oU, < AU, on {le > 64R(t)},

1 B
d U< ——-9(t) + ———— VU -n, =§*R0)\.
U= T8O e Sy, U (e = 0*R()
For any constant C, consider the function
1 -RC —Rg\ 6*R
U =CH+|———=|—. 51
cr(x) ( R+p ) N (51

By simple computations, Uc satisfies the following properties:

Ucr(x) > 0 forlx|> &R,
Ucr(x) = C for|x| > 5*R and R(C + g <1,
1+BC—-Rg
Ucr(6*R) = ——— 2,
cr(0'R) R+p
1 B
Ucr(@*R) = ——g+—— VUck - n,
cr(0°R) R 8t R L - CR* M
. 1
Jim_ Ucr(0*R) = C+ 7
= C.

II\im Ucr(x)
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Note that |UC,R| is uniformly bounded by some constant M(C, G) < co. Furthermore,

oU, 5*R? R
R _ >1 B

e =\ Rmepm _R+ﬂ=R+B>0 if |x > 6*R, (52)

so that we can use the constant C to adjust the far-field value in order to ensure that at # = 0, U is smaller than the
initial data.

Now let R = R(r) be given from the solution of (50) and C = C(r) be some time dependent function (to be
specified). Then AUcg = 0 and

OUcwrn(x) §'R ~ B ~ 5 5 S P
- = R A [(R+B)(1 —2RC - 2Rg) - R + R°C + R*g| + |1 T c Rt
5*R 5*R? ) 5*R?
= ————|B—R*C-2RBC —R’°g-2R 1- ] - 3.
®epr AC~ R = 2Rep)+ |1 = oo €~ e pi®

Using the standing assumptions that R < 0 and R < 1 and also on g, the above can be made negative by choosing
C (1) such that C(¢) is much bigger that |[Rg|. Thus Ucy is a sub-solution. So if C(0) is chosen small enough (possibly
with negative value), we have uy > Uco)r©) and hence u > Uc for ¢t > 0. This leads to

1 1 1{1+CB-R
z—[ C,R<R>—I—e+g]=/—3[$+

B R+p R|™ BR

. 1 f 1[ 1 1 1
R = —— Vu-n=—-|u-——-+g g——}>—— (53)
4n6*R? 0Bag B R

Construction of super-solution under the assumption: R < 0,R < 1. Again let R(¢) be taken from the solution
of (50), then V(x, 7) is a super-solution if
sV, 2 AV, on {2 &R}, (54)

1
and V> — ¢ A

g —— vV . = 5*R(1)!. 55
~ R(®) 4764 R2(1) OB, roon {|X| ( )} 43
Consider the function . .
6 a(t) (1 = RC(t) — Rg)6"R
Vi = +C() + , 56
)R (X) ® () R+ (56)
where a(f) and C(¢) are to be determined. Note that AV g = 0 and
Vewro §'a 6*R > s SR ] . &R
—— = —+——|[B—R°C-2RBC —2R°g—2RgB] + |1 - - :
o &g AC— 2R 2RI+ |- i | €~ R o
&*a  &*R [ 5*R? ] . 5*R*
~ — +—+|[1- - g.
lx|  Blxl (R + )|« (R + Bl

To make (54) hold, we choose a(t) and C(¢) such that

R R(t .
a+ ,E >0 or a(t)=ay- % >0, and C is much bigger than |[Rg| (recall again ).

As R < 0, a convenient choice is
R©O) R®)
a(t) = — — —=.
B B
Condition (53) is then equivalent to
a(t) 1
— > Bs*sta(t) (- 1) —=———
Ry P00 D
which is always true as long as a(#) > 0. Thus V is a super-solution. So if C(0) is chosen big enough, we have
ug < Veo),ro) and hence u < Ve gy for ¢ > 0.
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Now considering the dynamics of R(?), we have

R = ;f Vu-n=l[u—l+g Sl[V—l+g
4R Sy, gl R Bl "R
l[a 1+C8 1 ] 1 R(1 + CB) + gR(R + p)
= —|= ——=+g|===lalt) -1+
BIR R+B R BR R+P)
1 [ R() R(1+CB) + gR(R + )
= —lap-—2 -1+
BR B R+p)
_ i[_1+IL())_]@+R(1+Cﬁ)+gR(R+,B) oL 7
BR B B R+p) BR
Combining (33) and (57), we finally have,
LI P o0} (58)
BR BR

Construction for balls with big radius. This section considers the case when R is not small. The idea is to
modify the previous construction of sub- and super-solutions by a term with small L*-norm but large Laplacian value
(see [15, Lemma 18]).

Let (R, u) be the solution of (24). In addition, we assume for some fixed constants &y, A, A, and B such that

0 < dop;
Ay <R(t) < Ajy; (59)
LA . B
R is uniformly bounded by %.
To produce a super-solution, we consider the following function:

(1 = RC — Rg)5*R 1

Ver(x,f)=C + —lx—x +e 60
cR(x.1) Ripn e (60)
where € > . It holds that
Ve, —
6 % = AVew.ra)
5*R ) 5 5*R? } . 5*R? }
= 6{———[B-R*C - 2RBC - 2R*g — 2RgB] + |1 — C- o b +3, (61)
{(R Ayl AC - 2R g = 2RI+ |1~ | €~ R’
and
V. > + ! + B f vV (62)
-8+ = - n.
o= TR 4R o,

Under the assumption (39), the right hand side of is positive. Hence V is a super-solution. As before we obtain
that

. 1 R RO R(R
ke L B RUACHTeRRAP)) ) (63)
BR B R+p
for some constant M independent of ¢.
For sub-solution, we similarly consider
— (1-RC -Rg9)§*R 1 )
U ,H=C+ + =x—x|" —e. 64
cr(x, 1) R+l 2Ix X" —€ (64)
Again by , 17ch will be a sub-solution. So we have
. 1 R K(1 R(R
Rs LR, (1+Cp) + gR(R+pB) > M. (65)
BR B R+p
Hence we obtain
IR| < M. (66)
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6.3. Multi-particle case: existence beyond vanishing of some balls

Now we employ the above single particle analysis to prove a priori bounds for the multiple particle case. Consider
the initial data ug given by (23). By Theorem[d.1] the solution exists locally in time. The key is to extend the solution
globally in time, beyond the vanishing times of some balls.

Let T be some fixed constant. By the uniform estimate , on the set K = {x = x> % for all i} (i.e. away

from each 0B,), |ulo<,<r is bounded uniformly by some fixed constant. Hence if C~’lf (0) and 5[.*(0) are chosen sufficiently
small and large respectively, using and lp we have 175_7(0)’,3‘_(0) <ug < 17;(0),&(0) and hence

U <u<

CrRi() = Véf(r)ﬂ;(t)’
for as long as A} < R; < A; and |R,~| < g. On the other hand, by , it follows that |Ri| < M. Now given any finite
time interval [0, T'], choose A, = Ry + 2MT. Then the upper bounds R; < A, are always true for time interval [0, T']
(independent of 9).

If some R;(¢) ever reaches some small value A;, by , R; will be negative. Similarly choose C; and C;r to be
sufficiently small and large such that Uc; ¢z, and V) g, from @ and @ satisfy

Uc:r < U&;(r),R,(t) (€uw) and (<) Vﬂ*(z),R[(z) < Verorao-

Now by , R will stay negative and hence Uc; @).rin and Ve i) remain to be sub- and super-solutions up to the
vanishing moment #; of R;. Finally estimates hold.
Now let ¢, be the first vanishing time of some ball (#;). We then have

sup sup |R,~R,-| <M <oo, and supsupR;(t) <M < co. 67)

I I<ty 1 <ty

Upon integrating the ODE |RR| < M, we conclude that if R; vanishes at 7., then

| Lo
IRi(H) < C(t—1,)? and j; mdrsc. (68)

In particular, we have that R; € W'([0,,]) forall 1 < p < 2.
With the above, the extension of solution beyond 7, follows as in [15} pp. 158-159, 165]. We briefly outline the
procedure here for completeness. By Corollary we have that sup ||ull;>q) and [[Vull;2(q, ) are bounded indepen-
1<ty

dently of 6. Hence standard parabolic theory leads to the existence in L? of u(-,#,) = limu(-,f). Next we evolve
>t

equation from ¢ = ¢, using u(-, t,) as initial data. However, in general u(-, ,) does not belong to H'(Q) so that we
cannot directly invoke the local in time existence result Theorem On the other hand, the H'-condition is only
needed near the boundary of each existing particles. Near the location where a ball has just vanished, only a regular
heat equation is involved which is well-posed with L?-initial data. A localization procedure is then used to construct
the solution starting from u(-, #.). By the uniform estimate from Corollary [5.5] this process can be continued after
each vanishing moment of some balls. Hence, the solution exists up to any finite time 7.

6.4. Iteration Step

The purpose of this step is to improve the constant 1 — O(1) in the right-hand side of (58)). This is not absolutely
necessary for the later parts from the point of view of estimates and convergence results — all is needed is that R €
W',([0,T]) and R~' € L'([0, T]), but we feel it is of independent interest as it gives the limiting asymptotics of R(f)
near its extinction time in the strong form.

From the form of the super-solution, we need to progressively reduce aq in (36). The expression for the super-

solution is simplified as
64
Vo(x,t) = —(R(0) — R(?)) + A + Bt,
Blx|
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for some A and B large enough (but independent of time and 9).

RO
Let #; be such that R(t;) = % Then

5*R(0) . .
Volx, 1) = 2B + A+ Bty > u(x,t;) (where u is the true solution).
X
Note that . .
1 0 0"R(O
—+A+ Bt; + —(R(t;) = R(?)) > © +A+ B forallt>1 and |x| > 6*R().
B Blx| 2p|x]
Hence by the similar argument as before, the function
1 54 1 5t
Vix,t) = =+A+Btj + —(R(t;)) - R(t))+ A+ B(t—t1) = — + 2A + Bt + —(R(t;) — R(?)),
B Blx| B Blxl

is again a super-solution for ¢ > ;. Now we have for ¢ > ¢, that

. 1 1 1 *(R(t;) - R 1

R < —IVi-5+g|=~ —+2A+Bt+—5 (R() — R@) _ 1

B R BB BS*R(t) R

1 R(1,)
= — -1+ ——+R®RA+Br+g)|.
To continue, let #, be the time such that R(t,) = @. Set
Vaen = 2+ Lot B+ LR — R+ A+ Bl— 1) = 2 +3A+ Br+ > (R(t) - ROY)
X, == - P - - = = —_— - .
’ BB T YT Blal

It is again a super-solution for ¢ > #,. By induction, let

4
Vi ="ttt DA+ B+ 2 (Re)—R®) where R()= PO,
B Bl o
Finally, let
V*(x,1) = inf V,,(x, 1), (69)

which stands as a super-solution for all # > 0. Therefore we obtain

RN
BR B

+R() g+(n+ l)A+Bt+g(t))} for f, <1< to.

The above shows that {
RRS_B as R— 0".

We summarize the conclusion of Sections and in the following existence and regularity theorem for the

system (24).

Theorem 6.3. Let the initial data uy, Ry and the inhomogeneous driving forces g; satisfy the conditions (23)), (26)
and (27). Then for any time T < oo and § small enough,

1. there is a solution u of in L™ (0, T; LZ(Q)) N [? (O, T:H! (Q)) satisfying:

1 T
sup [l(®)l2q, + 5 f VD)l ) dt < M < co; (70)
t€[0,T] 0
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2. the radii R;’s satisfy sup; sup o R;(¢) < oo and sup; ||Rillwr.rqo.mine,.ryy) < M < o0 forany 1 < p < 2. Furthermore,
we have that

. . 1
|RR|<M<oo and lLmRR;=--, (71)
B

I—)t’.’

so that fort < t;,

1i
Citi—1? <R < Co(ti — D7 and f dt<C foranyp<2. (72)

o RV

With the above existence result for our system and the regularity of the evolving radii, our approach now follows
quite closely to that of [[15]. The steps include: (i) construction of a first order approximation for the heat distribution
(Section [7); (ii) construction of a first order approximation for the radii (Section [8); and (iii) derivation of the limit
equations as § — 0 (Section[9). We will still outline the main steps to keep the paper self-contained and to emphasize
the essential features, in particular the derivation of the limit equations. On the other hand, there are some differences
in the procedure which we will point out in appropriate places.

7. First Order Approximation for Heat Distribution

The goal here is to produce a good approximation for the heat distribution which is then used to derive the limiting
equation for the dynamics of the mean field variable ., and radii R;’s as § — 0. This is facilitated by the following

expression:
1 - Ri(Due(t) — Ri(1)gi(1) | 6*R,;
Cnn) = ) + ( (”;(g)w ®e (’)) |x—53' (73)

Using the above, we will construct sub- and super-solutions to control the difference between the actual solution « and
R;’s (from (24)) and the approximation ¢.
For this, we define:

uy =L+w+z7+ M5, (74)
where the correction functions w and z satisfy:
owy = Aw—80us(t) inQr, (75)
Vw-n = =-V{-n ondQ,
w(0,-) = wo(),
and
(1= RiOue(d) = RgO)RD)) 5
0z, = Az—-0 in Qr 7, 76
w = Z[ R0+ o T 7o)
! t
z = Lz Vz-n ondB;,
47T64Ri (t) 0B;
Vz-n = 0 ondQ,
2(07 ) = ZO(')a

which are used to handle the inhomogeneous boundary conditions on dQ and the dB;’s. Their initial data are chosen
as zo = 0 and wy = up — {p so that all the boundary conditions are satisfied at t = 0. The M is chosen to be large
enough so that u_ < up < wuy att =0.

The estimates for w are summarized by the following lemma.

Lemma 7.1. Ifwe choose the mean-field variable u.(t) according to

R;(1)

RO +B Ueo(0) = toop, (77)

ues(t) = 476" > (1 = RilDueot) = Ri(gi(0))

23



then for any 0 <y < 3, there exists a M, such that:
|IWI|L°°(QT) and ”VW||L°°(QT) < My(s’/_ (78)

The proof is omitted as it is exactly the same as [[15, Lemma 20] using careful energy type estimates from parabolic
regularity theory. But for completeness we will indicate the origin of l) This equation is to ensure that fQ w=0
so that the behavior of u far away from the interfaces is indeed captured by the mean-field variable u.,. In addition,
technically speaking, the estimate for Vw is proved first which together with the zero mean condition then gives the
estimate for w. With this in mind, we integrate and obtain:

d
=6—fw=f AW — 00;Uoo =f Vw-n - 60Uc.
dt Jo o0 00
Hence, it follows that

o aw 1 = RiDua(d) = R0 4, _
6[)[”00 B a0 on - oQ 671 LQ Z ( Ri(t) +ﬁ )64Rl(t)v |x - xil "

1
As f V— - n = —4n, the above gives li
o0 1Al

The estimates for z are stated in the next lemma.

Lemma 7.2. In the following, M denotes some generic finite constant independent of 0.

1. Let t; be the vanishing time of B;, then
2(1)la5, < Mr [log(t; — )| fort <t. (79)

2. Let A = Q\ U; B(x;, :—i), then

sup — f (z())* + f f IVzl* + f f D" < m. (80)
te[O,T]

By Sobolev embedding theorem, the above gives

lzll 20,71y < M V8. (81)

Proof. The proof is similar to [15, Lemma 21] using energy type estimates for parabolic equation, but in the current
case with the effect of kinetic undercooling in the parabolic setting, some additional terms appear in the derivation of
some energy identities. This leads to the need of estimates of the type (79).

We write (76)) in the following form:

1 — Ri(Hus(t) — R;gi(1) )R (¢t 4
07; = Az — 6h, where h:Z(( ()MR.((t))-'-ﬂg()) ()] J

Ix — x|
t

Multiplying the above equation by z and extending z from Q to Q by z| 5 = lead to

= Z|¢')B;
o f b %4 f AZZ—0 f hz,
Q1) Q1) Q1)
5erZ - 6[ pave
Q Q\Q, (1)

f z——fIVzI2 fhz,
05 On
4762R3
6fzz—6 ( ’]ZiZi = - 4ﬂ58Rl-22i(Zn)i_f|VZ|2—5th’
Q t Z 3 Z Q Q

1
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0
—Z' LAsz = B64(zn)i, the above becomes:
onloB;

4n6° R}z 416" R}
f z,z+Z ﬂﬂé“ f V2P —52( a )Z,z, fg e, (82)
775 N
ZR(I) = - f hz. (83)
2 Q

where z; = z o5 and (z,); =

d 12 46t S, 5
or o ZR (OZ2(t) + f V2 =

Integrating in time then gives

1
5 2—fR2 dfszéff
fQ 0+ Z (s)z (s)ds + Vz|© +

13
Sl ZR*(r)( ](r)

13
v [ 32022 ZR3(O)( )<0>

From the above, we see that the z;(¢)’s appear in the right hand side which forces us to consider their estimate.
AS Sup,cio7 {supi Ri(1), |Ri(t)gi(®)| } < oo, we simplify equation as:

F(9IR; (S)[ )(S) ds (84)

8 (Ai0) + B(OR:(r)
67, = Az — 52 P ) (85)

where A; and B; are some uniformly bounded smooth functions. We construct sub- and super-solutions for z by

(54,'1 (54,'1
U nd () = =M, - ai(0)

Zsuper(t) =M + s
|x — xil — |x — xil

where a;(t) = M, + M3 |R,-|. M, M, and M3 are large enough constants. (This is similar to the construction of the
super-solution V in (56)).) Then follows from:

" a(s) ' My + M3 |R(s)| ~ ! MyR; + Ms [Ri()R; (s)|
|Zi(f)| < M1T+£ Ri(s) dS<MT+f TdS—M1T+L‘ RZ(S)

|
< M1T+Mf2— M1T+Mf
0 R,‘(s)

By Theorem [6.3(2), we see that the right hand side of (84) is bounded by a finite constant. Then the same
computations of [15, Lemma 21, pp 172-173] can be applied. They first give

1 !
fz2+—fflvz|2§M52,
o 6 Jo Jo

and then the higher order regularity result follows:

sup 5 [ G f I f IR
re10,71 0

These conclude the proof of (8T).

(Note here that we do not need to any give special consideration for new initial data right after some balls have van-
ished such as in [15 p 167]. This is because the summands in corresponding to the vanishing R;’s automatically
become zero.) O

Estimates and (8T)) together with (73) and (74) give the following corollary which says that far away from the
particles, the heat distribution « is close to the mean field variable u.
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Corollary 7.3. For any 0 <y < 3, there is a constant M,, such that

et — ttoo Dl 210,177,254y < My07. (86)

8. Approximation of the Dynamics of the Radii
The following is the main theorem of this paper which gives the dynamics of the radii as § — 0.

Theorem 8.1. Let u., be given as in . Then for any i € N(t) and ¢ € Wwb1([0, TY), it holds that

T At;
f [Ri(R: + BR; — (uooR; + giR; — 1) dt
0

< C,6 llgllyns - 87)

The above means that in the weak sense, the radii satisfy the following dynamical equation:

, 1 —usR; — giR;
Ry = Mot T &
=TT RE AP (88)

The proof is the same as [[15, Theorem 2.b]. As this is the key result, we present the steps here to illustrate the
main idea and estimates.

Proof. Define:

Yi(x,1) =

|x — x;il 0

S*Ri(1) (Ix - xil)

where 77 is a smooth function such that 7(s) = 1 for0 < s < % and n(s) = 0 for s > %. This function satisfies:

1
‘/’i|aB[ =1, Wﬁ& Vyi-n=-R;,

'MAM - f (!/l f Mﬂ +f MA[,[/,'.
Qr Qr

d
Using the dynamics of R;(f), we have 7 ( R3( ))

and the identity,

oy f Vu - n from which we compute

d (1 1 1 o,
—|zR}| = iVu-n= - T T i i
dt(S ) 4767 faBi‘” S st fﬁB on 47r64f Yisut g 64f uhy
Ui a‘r/’l Uoo (1)
= 4ot o5, an 471'(54 f (u uoo(t))Al//l 4n 54 f lﬁlut 47 64 o, Alﬁi (as 6ut = Au)

= Ry - M=) 3%
= R,M, 47T64 o8, 47(54f (” uoo(t))A‘l’l 4 64f 'ﬁzbtt

- —Ri(%—gi+ﬁR,»)+uw(r>R,-<r)+ f (= )81 = 7o f b, (s = - g1+ RO,

i

4nst

Hence, we obtain
Ri(R; + B)R; — (usR; + & l—l)— ! f(u—uoo(t))A;lf, 464f Yitky. (39)

Now let ¢ be a test function on [0, T]. Then we have

T u—uoo(t))Av,lr,
fo [R(R +BR; — (uoR; + giR; — 1) dt—f [fg T dnst

T
Wity
dt—(sf(; <p[j§;L 471'64] dt. 90)




The first term of the right hand side of (90) is estimated as,

fT (1 = Uoo (1) AY;
0 ¢ Q 471'64
For the second term, we compute,
T T
Wi f ¢ f
dt = — D —wpi,)| dt
j()‘ ¢ Qr 471'54 0 47T64 Q. ((uw )t uw t)
T 47
©® 0°R; |x — x;
_r D — dt.
fo 475" UQL(“‘” U fg “|x—x,-|”( 5

Note thatf (W) = (f u://i) + (m//i)|aB (64Ri)(47r68R?). Hence, we arrive at
Q Q t i

T
iy

dt
fo ? Jo, 4n5®

T
uwy; u(-, 0); f @s® (1 2 f f un

- ——dt — (0 + ———,+RRRdl‘ dt

fo ¥ o, 4ns* o )LL 4754 o 4m &it+h o |x — x;]
(%

T
uwy; u(:, 0); f S 2 ) f f
- ——dt — ¢(0) + T (RR; - ,RR+ RR dt —
fo‘ ¢ Q 47 64 Qr 47T54 0 ¥/ ( -8 ﬁ QL |)C x,

Using the facts that:

1
dt < ||S0||Lw([o‘r]) [lee — Moo(t)“L”“(supp(Az//,)) X Aot f [Aag| < Cy(Sy ||90||L«>o([0,7"]) .
6% Jsupp(aus)

1

|x]

Vi

el 0,702 (2)) » Inst , ”RiRi||Lw(o,T)’ “Ri“Ll(o,T) <M,

L2(Q) ' L=(0,T.L2(Q))

we finally have the conclusion:

T
'f %) [RZ(RI +ﬁ)Ri — (uooRi + giRi — ])] dt| < Myéy ”‘p”W“(O,T) . (91)
0

9. Limit Problemasé — 0

This section presents and proves the main result of this paper: the limit description of u and R;’s as § — 0. Here
for clarity, we recover the superscript & in «°, u, and Rf to emphasize their dependence on 6.

With the estimates derived so far, all the results of [[15,[16]] in principle carry over. However, in order to obtain an
equation which is closed in the limit, we do need to invoke the assumption (28)) on the form of the inhomogeneous
forces g;’s. This will also motivate the incorporation of white noise in the future work so that the machinery of
stochastic analysis is applicable.

Since the estimates are the same as those in [15}16], we will omit the proof of the existence of a limit which is a
consequence of general compactness results. Instead, we will concentrate on the derivation of the limit equations. For
this, we introduce the empirical measure v e Ll (O, T; (0, KT]))* of the radii:

T
(", ¢) = f — D et R@ydr forp e L'(10,T1;C°[0, Krl), 92)
o N® iEN()

where K7 = sup; 5 ”Rf” LoQO.T)" Then we have the following convergence result:
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Lemma 9.1. Given any T < oo, there exist a v* € L (0, T:; 90, KT])* and u:, € WP, T) (1 < p < o) such that
for a subsequence of 6 — 0, the following hold:

v — V' inthe weaks topology of L' (O, T; [0, KT])*, 93)
b, — u’, uniformly in (0, T), %94)
W — ul, inL¥0,T;H'(Q)). 95)

Furthermore, there exists a family of probability measures {v;},., C C°[0,K7]* and a non-negative function a €
L*(0,T) such that

*

T
v, ¢y = f f ¢(t,R)dv;(R)a(t)dt  for g € L' (0,T;C°[0, K7)) (96)
0

In the above, a(t) = lim represents the percentage of active particles in the system.

-0 N(0)

The proof of the above is some application of convergence of measures and L” spaces. The specific concept used is
that of Young measures. For details, see [15, Lemmas 7, 8] and [16, Lemma 5.1].

In order to have a closed equation in the limit, we state here again the assumption about the functional form for
the g;(¢)’s:

there exists a function G € C'(R, X R,) and a function h € CY(R,) such that gi(®) = G(t, Ri(1)) + h(?). 293)
We will make some remarks about this assumption after presenting the main theorem which is stated as follows:

Theorem 9.2. The mean field variable u, and the distribution v* satisfy:

A’ () = 4n j; (1 - Rus,(r) - RG(t,R) - Rh(t))R py; dvi(R) (t) dt, 97)
and ,
f f {00(t, R) + V(t, R)Ogep(t, R)} dv; (R)e(t) it + f @(0, R)dvi(R) = 0 (98)
0
Jorall o € CF([0,T] X Ry), where
VR = - 1 — Ru’,(f) - RG(t,R) — Rh(t)’ ©9)

R(R + )

and vy is the limit of the empirical measure of the initial radii Rfo.

Proof. For , let € Cj(0,T). Then we get

' g ' 3 56 po RS
[ mo) = [ ol 330 - - re) |

i i

For the left hand side of the above, we have

T T T T
f n(t) (uf;)t dt = —f n(Oul, dt — —f n(Oul, dt = f n(t) (u,), dt.
0 0 0 0

Considering the right hand side, we express it in terms of the empirical measure »°:

T 0
fo n(o) [4m53 > (- Roud, - Rig) R?Riﬂ] dr= (", @,

i
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R
where ®°(7, R) = 47n(t) [1 - Ru‘;(t) - R(G(t,R) + h(t))] m By the strong convergence of u’, to u*, and the form

of g;’s, we have that

T
<v5, qﬁ) — f () f 4z(1 - RuZ, - RG(t, R) — Rh()) dvi(R)a(1) dt,
0

R+p

which gives (97).
For @), consider for any ¢ € C3°([0, T, R,):

f I > < b0, RO

o TN Lyar® T
ieN

The convergence of the second term is trivial. For the first term, we compute:

T 1 d 5 T T
— N Z ¢t R(0)| dt = d
fo n(t){N; ORI di fo n(o) r+ fo n(0)

The first term on the right becomes:

T
1
fo () lﬁ 2, R

ieN

1 .
dt+ — 0,R%)dt = 0.
i ZN $(0. RY)

dt.

1 .
5 D R ROR]

ieN

1
5 O Ot RID)

ieN

dt = <v§, 776,¢> — (v', n0,¢) .

For the second term, we compute:

T
f n(®)
0
T T
= fn@ m+fnm
0 0

As ¢ has compact support, only the values of the radii which are bounded away from zero matter in the computation.
Hence a trivial modification of the proof of Theorem 8.1} in particular the steps and give

T
f n(?)
0

Finally we have the convergence result:

T
f n(0)
0

which all together gives (98)), completing the proof of the theorem.

dt

1 ,
N D, Ort RAR

ieN

% Z dr(t, RE(t)V (L, R)| dt.

ieN

% D or(t, RA0) (R - V(1 RY)

ieN

% Z r(t, RI(0) (R = V(t,RD) | dt — 0.

ieN

dt i <V*9 77¢R>,

| _
= > Rt ROV, R)

ieN

Remark 9.3. Here we explain the need to impose the functional form (28) for the inhomogeneous forces. From the
derivation of the limit equations, we are forced to deal with summations in the form of

T
f go(t)ZF(t, R(1). {Ri($)}j.05s<r» &i(1)) dt for some nonlinear function F.
0 f

The dependence on {R;(s)} 0<s<; is through the mean-field variable u’_(#). In principle the above can all be expressed
in terms of some Young measures. But it is not clear if there is any meaningful equation we can obtain to describe these
Young measures. The limit equations will thus not be closed — the usual problem when dealing with weak convergence
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in nonlinear equations. Imposing some probabilistic independence among the g; does not help immediately due to the
non-local dependence in time. A reasonable alternative is to consider white noise for the g;’s so that techniques from
Itd’s calculus can be used to take advantage of the stochastic cancellation in time. Such an approach is used in many
works deriving continuum equations from particle systems with mean-field or long range interactions. This will be
investigated in some future works.
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