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We discuss the generation and the motion of internal layers for a Lotka-Volterra
competition-diffusion system with spatially inhomogeneous coefficients. We assume
that the corresponding ODE system has two stable equilibria �ū� 0� and �0� v̄� with
equal strength of attraction in the sense to be specified later. The equation involves
a small parameter �, which reflects the fact that the diffusion is very small compared
with the reaction terms. When the parameter � is very small, the solution develops
a clear transition layer between the region where the u species is dominant and the
one where the v species is dominant. As � tends to zero, the transition layer becomes
a sharp interface, whose motion is subject to a certain law of motion, which is called
the “interface equation”. A formal asymptotic analysis suggests that the interface
equation is the motion by mean curvature coupled with a drift term.

We will establish a rigorous mathematical theory both for the formation of
internal layers at the initial stage and for the motion of those layers in the later
stage. More precisely, we will show that, given virtually arbitrary smooth initial
data, the solution develops an internal layer within the time scale of O��2 log ��
and that the width of the layer is roughly of O���. We will then prove that the
motion of the layer converges to the formal interface equation as � → 0. Our results
also give an optimal convergence rate, which has not been known even for spatially
homogeneous problems.
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880 Hilhorst et al.

1. Introduction

It is well-known that some classes of nonlinear diffusion equations give rise to rather
sharp transition layers (or interfaces) when the diffusion coefficient is very small or
the reaction term is very large. And the motion of such interfaces is often driven by
their curvature. In this paper we consider a Lotka–Volterra competition–diffusion
system with spatially inhomogeneous coefficients of the form

�ut = �D1� · �k�x��u�+ 1
�
h�x��R1 − a1u− b1v�u �x ∈ �� t > 0��

�vt = �D2� · �k�x��v�+ 1
�
h�x��R2 − a2u− b2v�v �x ∈ �� t > 0��

�u

��
= �v

��
= 0 �x ∈ ��� t > 0��

u�x� 0� = u0�x�� v�x� 0� = v0�x� �x ∈ ���

(1.1)

under the Neumann boundary conditions, where � is a small parameter,
� is a bounded domain in Rn, �/�� is the outward normal derivative on
��, Dj� Rj� aj� bj �j = 1� 2� are positive constants and k�x�� h�x� are positive
C2 functions representing spatially heterogeneous diffusion and reaction rates,
respectively.

By suitable transformation, we can reduce equation (1.1) to
�ut = �� · �k�x��u�+ 1

�
h�x��R1 − u− bv�u�

�vt = �D� · �k�x��v�+ 1
�
h�x��R2 − au− v�v�

�x ∈ �� t > 0�� (1.2)

where a� b�D are positive constants. In what follows we assume

a >
R2

R1

>
1
b
� (1.3)

which implies that the ODE system

dp

d	
= f�p� q��

dq

d	
= g�p� q��

p�
� �� 0� = 
� q�
� �� 0� = ��

(1.4)

where

f�p� q� = �R1 − p− bq�p� g�p� q� = �R2 − ap− q�q�

has two stable equilibria �R1� 0�, �0� R2�. In addition to the above two stable
equilibria, the ODE system (1.4) has two other equilibria �0� 0� and �u∗� v∗�, where

u∗ = bR2 − R1

ab − 1
� v∗ = aR1 − R2

ab − 1
� (1.5)
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Lotka–Volterra Competition–Diffusion System 881

The point �u∗� v∗� is a saddle, while �0� 0� is an unstable node.
We also assume the following:

Assumption 1. The following system has a solution.
Uzz + �R1 − U − bV�U = 0 �−� < z < +���

DVzz + �R2 − aU − V�V = 0 �−� < z < +���

�U�−��� V�−��� = �R1� 0��

�U�+��� V�+��� = �0� R2��

(1.6)

Assumption 1 means that the rescaled diffusion system{
Ut = Uzz + �R1 − U − bV�U

Vt = DVzz + �R2 − aU − V�V
�−� < z < +�� (1.7)

has a stationary solution whose values at z = −� and z = +� are �R1� 0� and
�0� R2�; in other words, the speed of the travelling wave connecting �R1� 0� and
�0� R2� is zero. Kan-on (1995) shows that under the bistability assumption (1.3), the
system (1.7) has a unique travelling wave connecting �R1� 0� and �0� R2�, and that the
travelling wave speed depends continuously on the coefficients. He further studies
the parameter range for which (1.6) has a solution. The fact that the travelling
wave speed is zero can be interpreted that the two stable constant steady-states have
“equal strength of attraction”. Such a condition is quite standard in the context of
a single Allen-Cahn type equation (Allen and Cahn, 1979)

Ut = Uzz + f�U� with f�0� = f�1� = 0�

where it simply reduces to
∫ 1
0 f�u�du = 0.

When � > 0 is very small, the domain � is loosely divided into two regions – the
region where u is dominant and the one where v is dominant –, and the two regions
are separated by rather a clear transition layer. As � → 0, a formal asymptotic
analysis shows that this transition layer converges to a hypersurface 
�t� and that
�u� v� takes the value �R1� 0� on one side of 
�t�, while it takes the value �0� R2� on
the other side. This hypersurface 
�t�, which we may call a “sharp interface” moves
according to the following law of motion:

V = −�N − 1�k�x�� − �

�n
k�x�− 2k�x��C + 1�

K�x�

�

�n
K�x�� (1.8)

Here V is the normal velocity of the interface 
�t�, � the mean curvature,
n the unit normal vector and C is a constant determined by the coefficients
D�Rj� a� b �j= 1� 2� (see (2.22) below), K�x� is defined by

K�x� =
√
h�x�

k�x�
� (1.9)

We call (1.8) the interface equation. It can be seen as a (formal) singular limit of
the diffusion equation (1.2). Note that the signs of V , � and �/�n are all correlated,

D
o
w
n
l
o
a
d
e
d
 
B
y
:
 
[
U
n
i
v
e
r
s
i
t
y
 
o
f
 
C
r
e
t
e
]
 
A
t
:
 
1
2
:
2
6
 
1
3
 
S
e
p
t
e
m
b
e
r
 
2
0
0
9



882 Hilhorst et al.

therefore equation (1.8) is well-defined irrespective of where n denotes the outer
normal or inner normal.

Interestingly, the interface motion arising from the above equation involves not
only a curvature term but also a drift term, despite the fact that no drift term is
present in the original diffusion equation. The same thing has been observed earlier
for the case of a single equation, (Ei et al., 1997; Hilhorst et al., in preparation;
Nakamura et al., 1999), but the analysis is far more involved in the case of systems
of equations.

Before stating our main results, we have to clarify the concept of transition
layers for the system (1.2). To do so, let us introduce some notations. First, let the
stable manifold of �u∗� v∗� be denoted by

S �= ��
� �� ∈ R+ × R+ � �p�	� 
� ��� q�	� 
� ��� → �u∗� v∗� as 	 → ���

Here R+ = �0��� and �p�	� 
� ��� q�	� 
� ��� is a solution of (1.4) with initial data
�
� ��. S is called a separatrix and it divides the first quadrant of the pq-plane into
two parts, namely

�1 �= ��
� �� ∈ R+ × R+ � �p�	� 
� ��� q�	� 
� ��� → �R1� 0� as 	 → ���
(1.10)

�2 �= ��
� �� ∈ R+ × R+ � �p�	� 
� ��� q�	� 
� ��� → �0� R2� as 	 → ���

This is due to the fact that every solution of (1.4) in the first quadrant �p> 0� q > 0�
converges to one of the four equilibria as 	 → � (see Lemma 3.1) and that no
solution with 
 > 0� � > 0 converges to �0� 0�. This result is well-known, so we omit
the proof; see for example, Chapter 12 of Hirsch and Smale (1974).

We will see later that, when � is very small, the value of �u� v� is very close
to either �R1� 0� or �0� R2� in most part of �. The domain � is divided into two
regions: the one where the value of �u� v� is very close to �R1� 0� and the one where
is nearly �0� R2�, and steep transition layers appear between the two regions. The
location of these layers is called the ‘interface’, and it is precisely where the value of
�u� v� lies on S.

In view of this, we define the initial interface 
0 as follows:


0 = �x ∈ � � �u0�x�� v0�x�� ∈ S��

Assumption 2 (Initial Data). u0� v0 are continuous on � and satisfy �u0�x�� +
�v0�x�� > 0 on �.

Assumption 3 (Initial Interface). 
0 is a C2 closed hypersurface in � and satisfies
�� ∩ 
0 = ∅.

Assumption 4 (Solution of the Interface Equation). The classical solution 
�t� of
(1.8) with initial data 
�0� = 
0 exists on an interval 0 ≤ t ≤ T and is a smooth
closed hypersurface in � for every t ∈ �0� T�.

Assumption 5 (Nondegeneracy Condition). There exists a constant A0 > 0 such
that

distR2��u0�x�� v0�x��� S� ≥ A0dist�x� 
0� x ∈ ��
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Lotka–Volterra Competition–Diffusion System 883

where distR2 denotes the Euclidian distance on the uv-plane and dist denotes the
Euclidian distance in Rn.

Remark. Note that the existence of a local classical solution of (1.8) for any
smooth initial hypersurface 
0 is well-known, as (1.8) can be reduced to a quasilinear
uniformly parabolic equation on the manifold 
0, at least for small t > 0. See, for
example, Hilhorst et al. (in preparation) for details. Assumption 4 simply requires
that this local solution can be continued up to t = T without developing singularity
nor touching the boundary ��.

The closed hypersurface 
�t� divides � into two parts:

�in�t� = subregion of � inside 
�t�� �out�t� = subregion of � outside 
�t��

Without loss of generality we may assume that �u0�x�� v0�x�� satisfies

�in�0� = �x ∈ � � �u0�x�� v0�x�� ∈ �1��
(1.11)

�out�0� = �x ∈ � � �u0�x�� v0�x�� ∈ �2��

since the same argument holds if we exchange �1 and �2.
Let the solution of (1.2) be denoted by �u�� v��, and define 
��t����

in�t���
�
out�t�

as follows:


��t� = �x ∈ � � �u��x� t�� v��x� t�� ∈ S��

��
in�t� = �x ∈ � � �u��x� t�� v��x� t�� ∈ �1��

��
out�t� = �x ∈ � � �u��x� t�� v��x� t�� ∈ �2��

In what follows we will call 
��t� the interface at time t and set


� = ⋃
0≤t≤T

�
��t�× �t��� (1.12)

We are now ready to state our main theorems:
Our first main theorem (Theorem 1) states that after a very short time of order

�2 log�1/��, the value of �u� v� comes close to �R1� 0� on one side of 
��t� and to
�0� R2� on the other side.

Theorem 1 (Generation of Interface). For any � > 0, there exist C̃ > 0 and t� with
t� = O��2 log�1/��� such that for all t ∈ �t�� T�,

�u��x� t�� v��x� t�� ∈ ���R1� 0� for �in�t�\�C��
�t���

�u��x� t�� v��x� t�� ∈ ���0� R2� for �out�t�\�C��
�t���

where ���p0�q0� �= ��p� q� ∈ R2 � � �p� q�− �p0� q0�� < ��.

Theorem 2 (Location of Interface). There exists a constant C > 0 such that

d��

��t�� 
�t�� ≤ C� for 0 ≤ t ≤ T�
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884 Hilhorst et al.

where d� denotes the Hausdorff distance between compact sets. In other words, the
following inclusion relations hold:


��t� ⊂ �C��
�t��� 
�t� ⊂ �C��

��t���

Here ���A� denotes the �-neighborhood of a set A.

Corollary 1.1 (Convergence of Interface). The following hold for 0 ≤ t ≤ T :

lim
�→0


��t� = 
�t�� lim
�→0

��
in�t� = �in�t�� lim

�→0
��

out�t� = �out�t��

Here the convergence is in the sense of Hausdorff distance.

We also have the following convergence result which can be derived from
Theorem 1 easily.

Theorem 3 (Convergence Away from Interface). The following holds for any
0< t≤T :

lim
�→0

�u��x� t�� v��x� t�� =
{
�R1� 0�� x ∈ �in�t�

�0� R2�� x ∈ �out�t��

Moreover, the convergence is uniform on every compact set in �\
�t�.
Our main tool for deriving the above results is the method of upper and lower

solutions. We will use two different pairs of upper and lower solutions, namely
�u±� v±� and �U±� V±�. The first pair—�u+� v+� and �u−� v−�—is used to analyze
the rapid formation of internal layers that takes place in a very fast time scale
(“generation of interface”). The second pair—�U+� V+� and �U−� V−�—is used to
study the motion of the internal layer in a relatively slow time scale (“motion of
interface”). The transition from the initial stage to the second stage occurs within
a time scale of �2 log�1/��, but its precise timing of transition varies from place to
place due to the inhomogeneity of the coefficients k�x�� h�x�. Since the behaviors
of solutions are so different between the two stages, it is important to know the
right timing to switch from �u±� v±� to �U±� V±� at each place. In this paper we will
combine �u±� v±� and �U±� V±� with a variable switching time which depends on
the location. A similar idea has been used in Hilhorst et al. (in preparation), which
deals with a single Allen-Cahn equation in spatially inhomogeneous media.

The organization of this paper is as follows. In Section 2, we present a formal
derivation of the interface equations corresponding to the system (1.2). In Section 3,
we study the dynamics of the ODE system (1.4) in detail, particularly the behavior
of orbits near the saddle point �u∗� v∗�. This information will play a crucial role in
Section 4, where we derive a result on the generation of interface, namely we prove
that the solution develops internal layers within a time span of order �2 log�1/��.
As mentioned above, this will be done by constructing a suitable pair of upper and
lower solutions, namely �u+� v+� and �u−� v−�. These upper and lower solutions are
constructed by using the solution of the ODE system (1.4). In Section 5 we construct
another pair of upper and lower solutions, namely �U+� V+� and �U−� V−�, that
will be used for studying the motion of the interface. These upper and lower
solutions are constructed by using the terms in the formal asymptotic expansion
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Lotka–Volterra Competition–Diffusion System 885

(2.5). Finally, in Sections 6 and 7, we prove the main theorems. The key idea is to
combine �u±� v±� and �U±� V±� to form a single pair of upper and lower solutions
�û+� v̂+�, �û−� v̂−�.

2. A Formal Derivation of the Interface Equation

In this section we present a formal derivation of the interface equation for


�ut = �D1� · �k�x��u�+ 1

�
h�x��R1 − u− bv�u� �x ∈ RN � t > 0��

�vt = �D2� · �k�x��v�+ 1
�
h�x��R2 − au− v�v� �x ∈ RN � t > 0��

(2.1)

Using the multiple-time scaling method, one finds that the evolution of solutions
of (2.1) consists of two stages. To explain what these stages are, let us first consider
the special case where h�x� ≡ k�x� ≡ const�, in which case system (2.1) reduces to


�ut = ��u+ 1

�
�R1 − u− bv�u� x ∈ RN � t > 0�

�vt = �D�v+ 1
�
�R2 − au− v�v� x ∈ RN � t > 0�

In what follows �u�� v�� will denote a solution of the above equation.
In the first stage, which takes place in a very fast time scale of order 	 = t/�2,

the effect of diffusion is negligible and �u�� v�� evolves according to the ordinary
differential equation

�ut = �R1 − u− bv�u� �vt = �R2 − au− v�v�

Thus the value of �u�� v�� quickly approaches �R1� 0� if �u
��x� 0�� v��x� 0�� ∈ �1

and approaches �0� R2� if �u��x� 0�� v��x� 0�� ∈ �2. Accordingly, a steep transition
layer develops between the two regions ��u�� v�� ≈ �R1� 0�� and ��u�� v�� ≈ �0� R2��,
or, in other words, near the area where �x ∈ RN � �u��x� 0�� v��x� 0�� ∈ S�, which
coincides with 
0 in the previous notation.

In the second stage which takes place in a slower but still relatively fast time
scale of order 	̃ = t/�, the diffusion term �u�, �v� near the interface becomes large
enough to balance the reaction term. Here the interface starts to move with normal
velocity equal to its mean curvature (Ei and Yanagida, 1994).

When h�x� or k�x� is not a constant function, the above-mentioned scenario
remains the same up to the first stage. An intriguing difference appears in the
second stage. Namely that the normal velocity of the interface now depends not
only on the curvature but also on the gradient of h�x� and k�x�, thus the spatial
inhomogeneity of the coefficient of the reaction term gives rise to a drift effect.
In what follows we shall derive this law of motion by using the so-called matched
asymptotic expansions along the same line as is done in Nakamura et al. (1999) and
Hilhorst et al. (in preparation) for single equations.
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886 Hilhorst et al.

2.1. Matched Asymptotic Expansions

Let d�x� t� be the signed distance function with respect to the interface 
�t�, namely,

d�x� t� =
{
−dist�x� 
�t�� x ∈ �in�t��

dist�x� 
�t�� x ∈ �out�t��
(2.2)

Here dist�x� 
�t�� is the distance from x to the hypersurface 
�t� in RN . We also
define


 = ⋃
t≥0

�
�t�× �t���

Qin = ⋃
t≥0

��in�t�× �t��� (2.3)

Qout =
⋃
t≥0

��out�t�× �t���

We assume that the solution �u�� v�� has the expansions

u��x� t� = Ũ0�x� t�+ �Ũ1�x� t�+ �2Ũ2�x� t�+ · · ·
(2.4)

v��x� t� = Ṽ0�x� t�+ �Ṽ1�x� t�+ �2Ṽ2�x� t�+ · · ·

away from the interface 
��t� (the outer expansion) and

u��x� t� = U0��� x� t�+ �U1��� x� t�+ �2U2��� x� t�+ · · ·
(2.5)

v��x� t� = V0��� x� t�+ �V1��� x� t�+ �2V2��� x� t�+ · · ·

near 
��t� (the inner expansion), where � = d�x� t�/�. The stretched space variable
� gives exactly the right spatial scaling to describe the rapid transition between the
regions ��u� v� ≈ �R1� 0�� and ��u� v� ≈ �0� R2��.

To make the inner and outer expansions consistent, we require that

�Uk�−�� x� t�� Vk�−�� x� t�� = �U in
k �x� t�� V in

k �x� t�� if x ∈ �in�t� ∪ 
�t�� (2.6)

�Uk�+�� x� t�� Vk�+�� x� t�� = �Uout
k �x� t�� V out

k �x� t�� if x ∈ �out�t� ∪ 
�t�� (2.7)

for all �x� t� near 
 and all k ≥ 0 (matching conditions), where �U in
k � V in

k � and
�Uout

k � V out
k � respectively denote the terms of outer expansion (2.4) in the region Qin

and the region Qout. In particular, if x ∈ 
t, then one has to take into account both
of the conditions (2.7), (2.6).

2.2. Motion of the Interface for Equation (1.2)

Substituting the outer expansion (2.4) into (1.2) and collecting the �−1 and �0 terms
respectively, we get

f�Ũ0�x� t�� Ṽ0�x� t�� = 0� g�Ũ0�x� t�� Ṽ0�x� t�� = 0� (2.8)
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Lotka–Volterra Competition–Diffusion System 887

(
fu�Ũ0�x� t�� Ṽ0�x� t�� fv�Ũ0�x� t�� Ṽ0�x� t��

gu�Ũ0�x� t�� Ṽ0�x� t�� gv�Ũ0�x� t�� Ṽ0�x� t��

)(
Ũ1�x� t�

Ṽ1�x� t�

)
=
(
0

0

)
� (2.9)

in Qin ∪Qout. Equation (2.8) implies �Ũ0� Ṽ0� = �0� R2�, �Ũ0� Ṽ0� = �u∗� v∗�
or �Ũ0� Ṽ0� = �R1� 0�. Since we are studying interfaces between the regions ��u� v� ≈
�R1� 0�� and ��u� v� ≈ �0� R2��, and since (1.11) holds, we have

�Ũ0� Ṽ0� = �R1� 0� in Qin� and �Ũ0� Ṽ0� = �0� R2� in Qout� (2.10)

As for (2.9), note that(
fu fv
gu gv

)
=
(
R1 − u− bv −bu

−cv R2 − cu− v

)
� (2.11)

Consequently, we get �Ũ1�x� t�� Ṽ1�x� t�� = �0� 0� in Qin ∪Qout, since the matrix in
(2.9) is equal to(−R1 −bR1

0 R2 − aR1

)
in Qin�

(
R1 − bR2 0
−aR2 −R2

)
in Qout�

both of which by (1.3) are regular matrices. Next, substituting the inner expansion
(2.5) into (1.2) and collecting the �−1 and �0 terms, we obtain

k�x�

(
U0��

DV0��

)
+ h�x�

(
f�U0� V0�
g�U0� V0�

)
= 0� (2.12)

k�x�

(
U1��

DV1��

)
+ h�x�

(
fu�U0� V0� fv�U0� V0�
gu�U0� V0� gv�U0� V0�

)(
U1

V1

)
=
(

U0�

DV0�

)
�dt − � · �k�x��d��− 2k�x�

(
�U0� · �d
D�V0� · �d

)
� (2.13)

Both (2.12) and (2.13) are ordinary differential equations, with x� t acting the role
of parameters. From (2.12) together with the matching conditions (2.6), (2.7), and
(2.10), we find that

U0��� x� = �0�K�x���� V0��� x� = �0�K�x���� (2.14)

for all � ∈ R and all �x� t� near 
 , where K�x� is defined by (1.9) and ��0�z�� �0�z��
is a solution of the stationary problem

�zz + f����� = 0� �−� < z < +��

D�zz + g����� = 0� �−� < z < +��

���−��� ��−��� = �R1� 0�� ���+��� ��+��� = �0� R2��

(2.15)

which is equivalent to (1.6).
By shifting the � coordinates, we may assume without loss of generality that

���0�� ��0�� ∈ S� (2.16)
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which we call the normalization condition for ��� ��. It is shown in Kan-on (1995)
that (2.16) determines the solution of (2.15) uniquely.

The following lemma gives estimates of �0, �0 and their derivatives:

Lemma 2.1. There exist constants C > 0, M > 0 such that

0 < �0�z� < C exp�−M�z��� 0 < R2 − �0�z� < C exp�−M�z�� for z ≥ 0�

0 < R1 − �0�z� < C exp�−M�z��� 0 < �0�z� < C exp�−M�z��� for z ≤ 0

�′
0�z� > 0� �′

0�z� < 0 for z ∈ R

�Dj�0�z�� < C exp�−M�z��� �Dj�0�z�� < C exp�−M�z�� for z ∈ R� j = 1� 2�

Proof. The strict monotonicity of �0, �0 is proved in Kan-on (1995). The
exponential decay estimates follow from the fact that, in the 4-dimensional phase
space corresponding to the system (2.15), the equilibria ��� ���z� �z� = �R1� 0� 0� 0�
and ��� ���z� �z� = �0� R2� 0� 0� are non-degenerate saddle points. Details are
omitted.

Substituting (2.14) into (2.13), we get

k�x�

(
U1��

DV1��

)
+ h�x�

(
fu�U0� V0� fv�U0� V0�
gu�U0� V0� gv�U0� V0�

)(
U1

V1

)
= K�x�

(
�′

0
D�′

0

)
�dt − � · �k�x��d��− 2k�x��d · ��K�x��

(
�′′

0�K�x�+ �′
0

D�′′
0�K�x�+D�′

0

)
�

(2.17)

with the normalization condition U1�0� x� t� = 0. To give a solvability condition for
(2.17), we need the following two lemmas.

Lemma 2.2. There exists a solution ��∗�z� x� t�� �∗�z� x� t�� of the equation(
�∗

zz

D�∗
zz

)
+
(
fu�U0� V0� gu�U0� V0�
fv�U0� V0� gv�U0� V0�

)(
�∗

�∗

)
=
(
0
0

)
�−� < z < +��� (2.18)

satisfying �∗ > 0� �∗ < 0. Moreover, the solution of (2.18) is unique up to multiplication
of a constant.

Remark. ��∗� �∗� spans the kernel of the adjoint operator of

d2

dz2
+
(
fu�U0� V0� fv�U0� V0�
gu�U0� V0� gv�U0� V0�

)
�

With the notation in (4.5), the condition �∗ > 0, �∗ < 0 can be written as ��∗� �∗� �
�0� 0�. Therefore Lemma 2.2 states that the adjoint operator has a positive
eigenfunction corresponding to the eigenvalue 0.

Lemma 2.2 is a consequence of the fact that: (a) the above operator and its
adjoint have the same spectra; (b) only the principal eigenvalue has an eigenfunction
satisfying ��� �� � 0� (c) the principal eigenvalue is simple. For details see Volpert
et al. (1994, Proposition 1.3, pp. 155–156), and Alexander et al. (1990).
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Lemma 2.3. Let �A1�z� x� t�� A2�z� x� t�� be given and assume that Ai�z� x� t� =
O�e−��z�� as �z� → � for some � > 0 for i = 1� 2. Then for each fixed �x� t�, the following
equation

(
�zz

D�zz

)
+
(
fu�U0� V0� fv�U0� V0�
gu�U0� V0� gv�U0� V0�

)(
�
�

)
=
(
A1�z� x� t�
A2�z� x� t�

)
(2.19)

has a solution if and only if

∫
R
��∗�z� x� t�A1�z� x� t�+ �∗�z� x� t�A2�z� x� t��dz = 0�

In addition, the solution, if it exists, is unique under the normalization condition
�1�0� x� t� = 0 and satisfies

��z� x� t� = O
(
e−�̂�z�)� ��z� x� t� = O

(
e−�̂�z�) (2.20)

for some �̂ ∈ �0� �� as �z� → �.

Proof. Since ��∗� �∗� is the kernel of

d2

dx2
+
(
fu�U0� V0� fv�U0� V0�
gu�U0� V0� gv�U0� V0�

)
�

by Volpert et al. (1994), one can use the method of variation of constants to find a
solution of (2.19) explicitly. Then the lemma follows from direct calculation.

By Lemma 2.3, the solvability condition for (2.17) is written as

��dt − � · �k�x��d��K�x�− 2k�d · �K�
∫
R
��∗�′ +D�∗�′�dz

− 2k�d · �K
∫
R
�z�∗�′′ + zD�∗�′′�dz = 0�

Lemma 2.2 assures that
∫
R��

∗�′ +D�∗�′�dz < 0, which implies

dt − ��k�x��d� = 2�C + 1�k�d�K
K

� (2.21)

C =
∫
R�z�

∗�′′
0 + zD�∗�′′

0�dz∫
R��

∗�′
0 +D�∗�′

0�dz
� (2.22)

Incidentally, we have

U1��� x� t� =
�K�d

K2
�1�K�x��� x� t�� V1��� x� t� =

�K�d

K2
�1�K�x��� x� t�� (2.23)
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890 Hilhorst et al.

where ��1� �1� is a solution of

(
�zz

D�zz

)
+
(
fu�U0� V0� fv�U0� V0�

gu�U0� V0� gv�U0� V0�

)(
�

�

)
= −2z

(
�0zz

D�0zz

)
+ 2C

(
�0z

D�0z

)
�(

��−��

��−��

)
=
(
0

0

)
�

(
��+��

��+��

)
=
(
0

0�

)
(2.24)

and where C is defined in (2.22).
Let us derive the equation of interface motion from (2.21). Since �d �=�x

d�x� t�� coincides with the outward normal unit vector to the hypersurface 
t, one
easily sees that −dt�x� t� = V , where V is the normal velocity of the interface 
t. It
is also known that the mean curvature � of the interface is equal to �2d/�N − 1�.
Thus the equation (2.21) is equivalent to

V = −�N − 1�k�x�� − �

�n
�k�x��− 2�C + 1�k

K

�

�n
�K�x�� on 
t� (2.25)

where C is given in (2.22).

3. Basic Properties of the ODE

In this section we discuss dynamics of the ODE (1.4) that will be needed later. We
first start with some basic properties that hold not only for the Lotka–Volterra
system (1.4) but for any two-species competition system of the form

dp

d	
= F�p� q��

dq

d	
= G�p� q��

(3.1)

The ODE system (3.1) is called a “competition system” in the region � �= ��p� q� ∈
R2 �p ≥ 0� q ≥ 0� if

�F

�q
≤ 0�

�G

�p
≤ 0 (3.2)

holds for any �p� q� ∈ �. The following property is well known:

Lemma 3.1 (Comparison Principle). Let (3.1) be a competition system in �. Suppose
that �p1�	�� q1�	�� and �p2�	�� q2�	�� satisfy �pi�	�� qi�	�� ∈ � �i = 1� 2�,

dp1

d	
≥ f�p1� q1��

dq1
d	

≤ g�p1� q1� (3.3)

dp2

d	
≤ f�p2� q2��

dq2
d	

≥ g�p2� q2�� (3.4)

for 	 ≥ 0 and that

p1�0� ≥ p2�0�� q1�0� ≤ q2�0��
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Then

p1�	� ≥ p2�	�� q1�	� ≤ q2�	� for 	 ≥ 0�

For the proof see, for example, Hirsch and Smale (1974). We say �p1�	�� p2�	��
is an upper solution if it satisfies (3.3), while any function �p2�	�� q2�	�� satisfying
(3.4) is called a lower solution. A function �p�	�� q�	�� is a solution of (3.1) if and
only if it is an upper solution and a lower solution at the same time. The following
lemma is also well known:

Lemma 3.2. Let �p�	�� q�	�� be a bounded solution of the competition system (3.1)
satisfying �p�	�� q�	�� ∈ � �i = 1� 2� for 	 ≥ 0. Then �p�	�� q�	�� converges to an
equilibrium point as 	 → �.

Proof. Set � = dp

d	
, � = dq

d	
. Then ��	�� ��	� satisfy

d�

d	
= a�	��+ ��	���

d�

d	
= ��	��+ ��	���

where

a�	� = �F

�p
�p�	�� q�	��� ��	� = �F

�q
�p�	�� q�	���

��	� = �G

�p
�p�	�� q�	��� ��	� = �G

�q
�p�	�� q�	���

By the assumption, we have ��	� ≤ 0, ��	� ≤ 0. Therefore, if ��	0� ≥ 0, ��	0� ≤ 0 for
some 	0 ≥ 0, then we have

��	� ≥ 0� ��	� ≤ 0 for any 	 ≥ 	0�

This means both p�	� and q�	� are monotone in 	 ≥ 	0, therefore they converge
as 	 → �. The same conclusion holds if ��	0� ≤ 0, ��	0� ≥ 0 for some 	0 ≥ 0. It
remains to consider the case where neither of these inequalities hold for any 	0 ≥ 0.
In other words we have either ��	� ≥ 0, ��	� ≥ 0 for all 	 ≥ 0 or ��	� ≤ 0, ��	� ≤ 0
for all 	 ≥ 0. In either case, p�	� and q�	� are monotone, hence the convergence of
p�	�, q�	� follows. The lemma is proved.

Now we turn to our original system (1.4). As we mentioned earlier,
�R1� 0�� �0� R2� are stable nodes, �0� 0� is an unstable node and �u∗� v∗� is a saddle
point. Also recall that the separatrix

S �= ��
� �� ∈ R+ × R+ � �p�	� 
� ��� q�	� 
� ��� → �u∗� v∗� as 	 → ��

divides the first quadrant into the two regions �1� �2 defined in (1.10).

Lemma 3.3. The separatrix S is expressed as the graph of a strictly monotone
increasing function v = W�u� satisfying W�0� = 0.
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892 Hilhorst et al.

Proof. We first show that every orbit �p�	�� q�	�� on S\��u∗� v∗�� satisfies either

p′�	� > 0� q′�	� > 0 or p′�	� < 0� q′�	� < 0� (3.5)

Suppose the contrary. Then there exists 	0 ∈ R2 such that p′�	0� ≥ 0, q′�	0� ≤ 0 or
p′�	0� ≤ 0, q′�	0� ≥ 0. Then as we have seen in the proof of the previous lemma, we
have

p′�	� ≥ 0� q′�	� ≤ 0 for 	 ≥ 	0 or p′�	� ≤ 0� q′�	� ≥ 0 for 	 ≥ 	0�

However, since �p�	�� q�	�� converges to �u∗� v∗� as 	 → �, a local phase plane
analysis near the saddle point �u∗� v∗� shows that either p′�	� > 0, q′�	� > 0
or p′�	� < 0� q′�	� < 0 for all large 	. This contradiction proves (3.5). The conclusion
of the lemma easily follows from this observation and the fact that �0� 0� lies on the
boundary of both �1 and �2.

Our next task is to investigate the behavior of orbits near the separatrix S in
more detail. Before doing so, we choose a large constant M̃ > 0 and small constants
�0� �1 > 0 such that

�0 ≤ u0�x�� v0�x� ≤ M̃ for x ∈ �� (3.6)

and that ��0
�0� 0����1

�R1� 0����1
�0� R2����1

�u∗� v∗� are all mutually disjoint,
where ���u� v� denotes the �-neighborhood of the point �u� v� in the uv-plane. We
also assume that �1 is chosen sufficiently small so that the constant � �= −�∗ − C4�1,
which appears in (3.19), is positive. Hereafter we fix these constants M̃� �0� �1 > 0
and define

� = �0� M̃�× �0� M̃�\(��0
�0� 0� ∪��1

�R1� 0� ∪��1
�0� R2� ∪��1

�u∗� v∗�
)
�

where ���u� v� denotes the �-neighborhood of the point �u� v� in the uv-plane.
The next lemma shows that the solution �p� q� cannot stay in � for a very long

time:

Lemma 3.4. For each �
� �� ∈ �, define

	̃�
� �� = sup�	 ≥ 0 � �p�s� 
� ��� q�s� 
� ��� ∈ � for every s ∈ �0� 	���

then there exists C ′
1 > 0 such that

	̃�
� �� ≤ C ′
1 for every �
� �� ∈ ��

Proof. Since �p� q� converges to an equilibrium point as 	 → �, we have 	̃�
� �� <
� for every �
� �� ∈ �. In order to prove that sup�
���∈� 	̃�
� �� < �, suppose the
contrary.

Then there exists a sequence �
n� �n� ∈ � such that 	̃�
n� �n� → � as n → �.
Since � is compact, we may assume without loss of generality that �
n� �n� converges
to some �
�� ��� ∈ � as n → �. By the definition of 	̃�
� ��, we have

�p�	� 
n� �n�� q�	� 
n� �n�� ∈ � for 	 ∈ �0� 	̃�
n� �n���

D
o
w
n
l
o
a
d
e
d
 
B
y
:
 
[
U
n
i
v
e
r
s
i
t
y
 
o
f
 
C
r
e
t
e
]
 
A
t
:
 
1
2
:
2
6
 
1
3
 
S
e
p
t
e
m
b
e
r
 
2
0
0
9



Lotka–Volterra Competition–Diffusion System 893

Letting n → � and recalling that � is a closed set, we obtain

�p�	� 
�� ���� q�	� 
�� ���� ∈ � for all 	 ≥ 0�

This, however, is impossible, since �p�	� 
�� ���� q�	� 
�� ���� must converge to an
equilibrium point as 	 → � but there is no equilibrium point in �. The lemma is
proved.

The following two lemmas show that the solution �p�	� 
� ��� q�	� 
� ��� cannot
come close to S if the initial data �
� �� is not close to S.

Lemma 3.5. There exists C ′
2 > 0 such that for any initial data �
� �� ∈ � it holds that

dist��p�	� 
� ��� q�	� 
� ���� S� ≥ C ′
2 dist��
� ��� S� for 0 ≤ 	 ≤ 	̃�
� ���

Proof. For any �
� �� ∈ �, we can choose a point �
s� �s� ∈ S such that√
�
− 
s�2 + ��− �s�2 = dist��
� ��� S��

Since S has a positive slope by Lemma 3.2 and since the vector �
− 
s� �− �s� is
orthogonal to the tangent line of S at �
s� �s�, 
− 
s, and �− �s have opposite signs
with respect to each other. Without loss of generality, we may assume that


− 
s ≥ 0� �− �s ≤ 0� (3.7)

We write �p�	�� q�	�� �= �p�	� 
� ��� q�	� 
� ��� and �ps�	�� qs�	�� �= �p�	� 
s� �s��
q�	� 
s� �s�� for simplicity and set P�	� = p�	�− ps�	�, Q�	� = q�	�− qs�	�. Then
since both of �p�	�� q�	�� and �ps�	�� qs�	�� are solutions of (1.4), we have

d

d	

(
P
Q

)
=
(
fu�s1� r1� fv�s2� r2�
gu�s3� r3� gv�s4� r4�

)(
P
Q

)
�

(
P�0�
Q�0�

)
=
(

− 
s

�− �s

)
� (3.8)

Here si �= si�	� is some value between p and ps, ri �= ri�	� is some value between q
and qs, for i = 1� 2� 3� 4. It is easily seen that P�	� ≥ 0� Q�	� ≤ 0 by considering the
sign of fv� gu and the initial condition (3.7). Note that the solution of the following
ODE

d

d	
P̂ = h1P̂�

d

d	
Q̂ = h2Q̂

P̂�0� = 
− 
s� Q̂�0� = �− �s�

with

h1 = min
�s�r�∈�0�M̃�×�0�M̃�

fu�s� r�� h2 = min
�s�r�∈�0�M̃�×�0�M̃�

gv�s� r�

is a lower solution of (3.8). Consequently by Lemma 3.1, we have

P�	� ≥ P̂�	� = �
− 
s� exp�h1	��
(3.9)

Q�	� ≤ Q̂�	� = ��− �s� exp�h2	��
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894 Hilhorst et al.

This and Lemma 3.4 imply that

P�	� ≥ e−h1C
′
1P�0�� Q�	� ≤ e−h2C

′
1Q�0� (3.10)

for all 0 ≤ 	 ≤ 	̂�
� ��. This implies, in particular, that P�	� > 0, Q�	� < 0, therefore
the vector �p�	�− ps�	�� q�	�− qs�	�� always forms a strictly positive angle with the
separatrix S, since the latter has a strictly positive slope. Consequently, there exist
positive constants  1�  2 such that

 1
√
�
− 
s�2 + ��− �s�2 ≤ dist��p�	�� q�	��� S� ≤  2

√
�
− 
s�+ ��− �s�2�

This and (3.10) prove the lemma.

Next, we discuss the behavior of �p� q� in a neighborhood of the saddle point
�u∗� v∗�. The linearization of (1.4) around the saddle point �u∗� v∗� is given by the
matrix (−u∗ −bu∗

−cv∗ −v∗

)
(3.11)

We denote by !∗� �∗ the eigenvalues of this matrix where !∗ > 0 > �∗.

Lemma 3.6. Let �1 be sufficiently small. There exist C ′
3� C

′
4 > 0 such that for

any initial data �
� �� ∈ ��1
�u∗� v∗�, the following inequalities hold as long as

�p�	� 
� ��� q�	� 
� ��� remains in ��1
�u∗� v∗�:

C ′
3 exp�!

∗	�dist��
� ��� S� ≤ dist
((

p�	� 
� ��
q�	� 
� ��

)
� S

)
≤ C ′

4 exp�!
∗	�dist��
� ��� S�� (3.12)

Proof. By a suitable affine transformation, the ODE (1.4) can be written as

dX

d	
= !∗X + F�X� Y��

dY

d	
= �∗Y +G�X� Y�� (3.13)

where F�G are homogeneous quadratic forms of X and Y with F�0� 0� =
FX�0� 0� = FY �0� 0� = 0 and G�0� 0� = GX�0� 0� = GY�0� 0� = 0. The stable and
unstable manifold of �X� Y� = �0� 0� are expressed as �X = "�Y�� and �Y = #�X��,
respectively, where #�0� = #′�0� = 0, "�0� = " ′�0� = 0. Set

Ỹ = Y −#�X�� X̃ = X −"�Y��

Then it follows from (3.13) that

dX̃

d	
= dX

d	
−" ′�Y�

dY

d	
= !∗X + F�X� Y�−" ′�Y���∗Y +G�X� Y��� (3.14)

Note that dX
d	

= " ′�Y� dY
d	

holds everywhere on the stable manifold �X = "�Y��, hence

!∗"�Y�+ F�"�Y�� Y�−" ′�Y���∗Y +G�"�Y�� Y� = 0� (3.15)
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Subtracting (3.15) from (3.14) yields

dX̃

d	
= !∗X̃ + �F�X̃ +"�Y�� Y�− F�"�Y�� Y��−" ′�Y��G�X̃ +"�Y�� Y�−G�"�Y�� Y���

Considering that

F�0� 0� = FX�0� 0� = FY �0� 0� = 0� G�0� 0� = GX�0� 0� = GY�0� 0� = 0�

we can rewrite the equation as follows:

dX̃

d	
= !∗X̃ + F̃ �X̃� Ỹ �X̃� (3.16)

where F̃ satisfies the following estimate near the origin

F̃ �X̃� Ỹ � ≤ C��X̃� + �Ỹ ���

Here and in what follows, Ci �i = 1� 2� � � � � will denote positive constants that are
independent of 	. Similarly

dỸ

d	
= �∗Ỹ + G̃�X̃� Ỹ �Ỹ with G̃�X̃� Ỹ � ≤ C2��X̃� + �Ỹ ��� (3.17)

Since �p� q� ∈ ��1
�u∗� v∗� implies

�G̃�X̃� Ỹ �� ≤ C4�1�

This and (3.17) yield

∣∣∣∣dỸd	
∣∣∣∣ ≤ ��∗ + C4�1��Ỹ ��

Therefore

�Ỹ �	�� ≤ C5 exp
(
��∗ + C4�1�	

)
� (3.18)

It follows from this and the inequality in (3.16) that

�F̃ �X̃� Ỹ �� ≤ C1��X̃� + C5e
−�	�� (3.19)

Here � = −�∗ − C4�1. If we set �1 > 0 sufficiently small, then � > 0. Without loss
of generality we may assume that X̃�0� > 0. It follows from (3.16) and (3.19) that

˙̃
X ≥ !∗X̃ − C1�X̃ + C5e

−�	�X̃ = !∗X̃ − C1X̃
2 − C1C5X̃e

−�	�
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Dividing this inequality by !∗X̃ − C1X̃
2 and using the fact that C1�X̃�	�� ≤ C1C3�1 ≤

!∗
2 , we obtain

˙̃
X

�!∗ − C1X̃�X̃
≥ 1− C∗e−�	 where C∗ = 2C1C5

!∗
�

Integrating the inequality with respect to 	, we have

X̃�	� ≥ !∗ − C1X̃�	�

!∗ − C1X̃�0�
exp
(
−!∗C∗

�

)
exp�!∗	�X̃�0� ≥ 1

2
exp
(
−!∗C∗

�

)
exp�!∗	�X̃�0��

Here, we have used again the estimate !∗ − C1X̃�	� ≥ !∗
2 to show the second

inequality. Finally we remark that there exist  1�  2 ≥ 0 such that

 1X̃�	� ≤ dist
((

p�	� 
� ��
q�	� 
� ��

)
� S

)
≤  2X̃�	��

The lemma is proved.

Next we fix �1 > 0 and define a function 	̂�
� �� on �0� M̃�× �0� M̃� as follows:

	̂�
� �� = min�	 ≥ 0 � �p�s� 
� ��� q�s� 
� ��� ∈ ��1
�R1� 0� ∪��1

�0� R2� for all s > 	��

Here we understand that 	̂ = � if there is no such 	 as above. Since every solution
of (3.1) with initial data in �0� M̃�× �0� M̃�\�S ∪ �0� 0�� converges to either �R1� 0� or
�0� R2� as 	 → � by virtue of Lemma 3.2, 	̂�
� �� is finite on this set. Moreover, the
following estimate holds:

Lemma 3.7. There exists a constant Ĉ0 ≥ 0 such that

1
!∗

log
1

dist��
� ��� S�
− Ĉ0 ≤ 	̂�
� �� ≤ 1

!∗
log

1
dist��
� ��� S�

+ Ĉ0 (3.20)

for every �
� �� ∈ �0� M̃�× �0� M̃�\�S ∪��0
�0� 0��, where !∗ is the positive eigenvalue

of the matrix (3.11).

Proof. By Lemma 3.4, every solution �p� q� with initial data �
� �� ∈ �0� M̃�×
�0� M̃� enters—at least temporarily—the set ��0

�0� 0� ∪��1
�u∗� v∗� ∪��1

�R1� 0� ∪
��1

�0� R2� within the time period 0 ≤ 	 ≤ C ′
1. Considering that �R1� 0� and �0� R2�

are asymptotically stable equilibria, we see that every solution that does not enter
��1

�u∗� v∗� will remain in ��1
�R1� 0� ∪��1

�0� R2� for all 	 ≥ C ′′
1 , where C ′′

1 is a
constant independent of the choice of initial data. To prove (3.20), it suffices to
consider the case where the solution enters ��1

�u∗� v∗� temporarily. The estimate
then follows easily from Lemmas 3.5 and 3.6. The proof is complete.

Using Lemmas 3.4–3.6, we obtain the following lemma.
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Lemma 3.8. Given any �1 > 0, there exists Ĉ0 > 0 such that for any �
� �� satisfying
dist��
� ��� S� ≥ �$, either (i) or (ii) holds:

�i� �p�	� 
� ��� q�	� 
� ��� ∈ ��1
�R1� 0� for 	 >

1
!∗

log
1

dist��
� ��� S�
+ Ĉ0�

�ii� �p�	� 
� ��� q�	� 
� ��� ∈ ��1
�0� R2� for 	 >

1
!∗

log
1

dist��
� ��� S�
+ Ĉ0�

At the end of this section we present a lemma concerning the derivatives of p� q
with respect to the parameters 
� �. Since the proof is rather long, we give it in the
Appendix.

Lemma 3.9. For any C > 0, there exist constants Bi > 0, i = 1� � � � � 7� such that
the following estimates hold for 0 ≤ 	 < 1

!∗ log
1

dist��
����S�
+ Ĉ0, where Ĉ0 is the same

constant as in Lemma 3.8 and !∗ is the positive eigenvalue of (3.11).

i) B1 exp�!
∗	� ≤ p
�	� 
� �� ≤ B2 exp�!

∗	��−B3 exp�!
∗	� ≤ q
�	� 
� �� ≤ 0

ii) −B4 exp�!
∗	� ≤ p��	� 
� �� ≤ 0� B5 exp�!

∗	� ≤ q
�	� 
� �� ≤ B6 exp�!
∗	�

iii) �p

� + �p
�� + �p��� + �q

� + �q
�� + �q��� ≤ B7 exp�2!
∗	�.

4. Generation of Interfaces

In this section we study the formation of internal layers that takes place in a fast
time scale at the early stage. The basic tool for analyzing this phenomenon is again
the upper-lower solution method. However, the upper and lower solutions we use
in this section completely differ from what we will use in Section 5 to analyze the
motion of interface that takes place in the later stage.

The upper and lower solutions for the early stage are constructed by modifying
the solution of the following problem:

ũt =
h�x�

�2
f�ũ� ṽ�

ṽt =
h�x�

�2
g�ũ� ṽ�

ũ�x� 0� = u0�x�� ṽ�x� 0� = v0�x��

(4.1)

The solution of (4.1) has the form

ũ�x� t� = p

(
h�x�

�2
t� u0�x�� v0�x�

)
� ṽ�x� t� = q

(
h�x�

�2
t� u0�x�� v0�x�

)
� (4.2)

where �p�	� 
� ��� q�	� 
� ��� is a solution of (1.4) with initial data �
� ��. The time
scale 	 = h�x�

�2
t, which appears in the above expression of ũ� ṽ will play an important

role in the analysis of interface generation at the initial stage.

Remark. Problem (4.1) is obtained by dropping the diffusion terms in (1.2).
Therefore, the behavior of the solution of (1.2) can be well approximated by that
of �ũ� ṽ� during the very early stage, where the diffusion terms are relatively small
compared with the reaction terms h�x�

�2
f , h�x�

�2
g. In particular, �ũ� ṽ� roughly describes
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898 Hilhorst et al.

how the internal layers are developed at the very beginning stage. To perform a
more rigorous study, we will construct an upper and a lower solution �u±� v±� by
modifying �ũ� ṽ� appropriately.

4.1. Definition of Upper and Lower Solutions

Let �u+�x� t�� v+�x� t�� and �u−�x� t�� v−�x� t�� be smooth functions defined on ��×
�t1� t2�. We say �u+� v+� is an upper solution for equation (1.2) (in the time interval
t0 ≤ t ≤ t1� if it satisfies

�u+
t − �� · �k�x��u+�− 1

�
h�x��R1 − u+ − bv+�u+ ≥ 0�

�v+t − �D� · �k�x��v+�− 1
�
h�x��R2 − au+ − v+�v+ ≤ 0�

(4.3)

for x ∈ �, t1 ≤ t ≤ t2 along with the boundary condition

�u+

�n
≥ 0�

�v+

�n
≤ 0 �x ∈ ��� t0 ≤ t ≤ t1��

We say �u−� v−� is a lower solution for equation (1.2) if it satisfies
� u−

t − �� · �k�x��u−�− 1
�
h�x��R1 − u− − bv−�u− ≤ 0�

�v−t − �D� · �k�x��v−�− 1
�
h�x��R2 − au− − v−�v− ≥ 0�

(4.4)

for x ∈ �, t1 ≤ t ≤ t2 along with the boundary condition

�u−

�n
≤ 0�

�v−

�n
≥ 0 �x ∈ ��� t0 ≤ t ≤ t1��

The following is a consequence of the maximum principle and the fact that (1.2)
is a competition system. The proof is omitted.

Proposition 4.1. Let �u+� v+� be an upper solution and �u−� v−� be a lower solution
of (1.2) for t0 ≤ t ≤ t1. Suppose that a solution �u� v� of (1.2) satisfies u−�x� t0� ≤
u�x� t0� ≤ u+�x� t0� and v−�x� t0� ≥ v�x� t0� ≥ v+�x� t0� for x ∈ ��. Then the solution
�u� v� satisfies u− ≤ u ≤ u+ and v− ≥ v ≥ v+ for t ∈ �t0� t1� and x ∈ ��.

Now let us introduce the following order relation:(
u1

v1

)
�
(
u2

v2

)
def⇐⇒ u1�x� ≥ u2�x� and v1�x� ≤ v2�x� on ��� (4.5)

With this notation the above proposition can be restated as follows:
If �u+� v+� and �u−� v−� are an upper and a lower solution respectively and if(

u+

v+

)
t=t0

�
(
u
v

)
t=t0

�
(
u−

v−

)
t=t0

�
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then (
u+

v+

)
�
(
u
v

)
�
(
u−

v−

)
for t ∈ �t0� t1��

The following is also an immediate consequence of the above proposition:

Corollary 4.2 (Comparison Principle). If �u� v� and �ũ� ṽ� are two solutions of (1.2)
and if

(
u
v

)
t=t0

� ( ũṽ )t=t0
then

(
u
v

) � ( ũṽ ) for t ≥ t0.

Remark. This comparison principle reduces to Lemma 3.1 in the case of the ODE
system (1.4). More precisely(



�

)
�
(

̃
�̃

)
implies

(
p�	� 
� ��
q�	� 
� ��

)
�
(
p�	� 
̃� �̃�

q�	� 
̃� �̃�

)
for 	 ≥ 0� (4.6)

4.2. Construction of Upper and Lower Solutions

We will first consider the case where �u0�x�� v0�x�� satisfies the Neumann zero
boundary conditions on ��. The general case will be considered in Remark 4.7.

Definition 4.3. For every �x� t� ∈ ��× �0���, we set

u+�x� t� = p�	� u0�x�+ �2c1�exp�!
∗	�− 1�� v0�x�− �2c2�exp�!

∗	�− 1���
(4.7)

v+�x� t� = q�	� u0�x�+ �2c1�exp�!
∗	�− 1�� v0�x�− �2c2�exp�!

∗	�− 1���

u−�x� t� = p�	� u0�x�− �2c1�exp�!
∗	�− 1�� v0�x�+ �2c2�exp�!

∗	�− 1���
(4.8)

v−�x� t� = q�	� u0�x�− �2c1�exp�!
∗	�− 1�� v0�x�+ �2c2�exp�!

∗	�− 1���

where

	 = h�x�

�2
t�

and the constants c1� c2 are to be chosen large enough and !∗ is the positive
eigenvalue of (3.11). Note that

u±�x� 0� = u0�x�� v±�x� 0� = v0�x��

We will show that �u+� v+� (resp. �u−� v−�) is an upper (resp. a lower)
solution in the short time period 0 ≤ t ≤ t∗�x�, where t∗�x� indicates the timing for
transfer from the early stage of interface formation to the later stage of interface
propagation. In order to define t∗�x�, we choose �0 > 0 sufficiently small so that the
function �u� v� �→ dist��u� v�� S� is smooth in the region ��0

�S�\S, where ��0
�S� =

��u� v� ∈ R2 �dist��u� v�� S� ≤ �0�. We define �∗�u� v� to be a smooth function in R2

such that

�∗�u� v� =


�$ if 0 ≤ dist��u� v�� S� ≤ �$�

dist��u� v�� S� if 2�$ ≤ dist��u� v�� S� ≤ �0�

2�0 if dist��u� v�� S� ≥ 2�0�

(4.9)

D
o
w
n
l
o
a
d
e
d
 
B
y
:
 
[
U
n
i
v
e
r
s
i
t
y
 
o
f
 
C
r
e
t
e
]
 
A
t
:
 
1
2
:
2
6
 
1
3
 
S
e
p
t
e
m
b
e
r
 
2
0
0
9



900 Hilhorst et al.

�$ ≤ �∗�u� v� ≤ 2�$ if �$ ≤ dist��u� v�� S� ≤ 2�$�

�0 ≤ �∗�u� v� ≤ 2�0 if �0 ≤ dist��u� v�� S� ≤ 2�0�

where $ > 1 is a positive constant (see (5.49)). Now we define

	∗�x� = 1
!∗

log
1

�∗�u0�x�� v0�x��

and

t∗�x� �= �2

h�x�
	∗�x�� (4.10)

Lemma 4.4. For any B > 0, there exists �0 > 0 and c1 > 0, c2 > 0 such that for 0 <
� < �0, the functions �u±� v±� are a pair of upper and lower solutions of (1.2) in the
space-time region ��x� t� � x ∈ �� 0 ≤ t ≤ t∗�x�+ B�2�.

Set B0 = Ĉ0/minx∈�� h�x�, where Ĉ0 is the same constant as in Lemma 3.8. We
also recall that ���u� v� denotes the �-neighborhood of the point in the �u� v� plane.

Lemma 4.5. For any �1 > 0 and any B > B0, there exist C̃ > 0 and �0 > 0 such that
for 0 < � < �0 and any x ∈ �� satisfying dist�x� 
0� ≥ �C̃, either of the following holds:

�i� �u+�x� t�� v+�x� t��� �u−�x� t�� v−�x� t�� ∈ ��1
�0� R2��

�ii� �u+�x� t�� v+�x� t��� �u−�x� t�� v−�x� t�� ∈ ��1
�R1� 0��

for every x ∈ � and t ∈ �t∗�x�+ B0�
2� t∗�x�+ B�2�.

Proof of Lemma 4.5. For any large B > B0, we can choose C̃1 > 0 such that

�2

(
exp
(
!∗h�x�t

�2

)
− 1
)
< 2C̃1� for t ∈ �0� t∗�x�+ B�2�� (4.11)

For � > 0 sufficiently small, we set

P+�x� t� = p

(
h�x�

�2
t� 
+� �x�� �

+
� �x�

)
�

P−�x� t� = p

(
h�x�

�2
t� 
−� �x�� �

−
� �x�

)
�

Q+�x� t� = q

(
h�x�

�2
t� 
+� �x�� �

+
� �x�

)
�

Q−�x� t� = q

(
h�x�

�2
t� 
−� �x�� �

−
� �x�

)
�

where


+� �x� = u0�x�+ 2c1C̃1�� �+� �x� = v0�x�− 2c2C̃1��


−� �x� = u0�x�− 2c1C̃1�� �−� �x� = v0�x�+ 2c2C̃1��

with c1� c2 being the same constants as in Definition 4.3.
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Lotka–Volterra Competition–Diffusion System 901

Next


̃+� �x� �= u0�x�+ �2c1

(
exp
(
!∗h�x�
�2

t − 1
))

�


̃−� �x� �= u0�x�− �2c1

(
exp
(
!∗h�x�
�2

t − 1
))

�

�̃+� �x� �= v0�x�− �2c2

(
exp
(
!∗h�x�
�2

t − 1
))

�

�̃−� �x� �= v0�x�+ �2c2

(
exp
(
!∗h�x�
�2

t − 1
))

�

Then the function in (4.8) and (4.9) are written as

u±�x� t� = p

(
h�x�

�2
t� 
̃±� �x�� �̃

±
� �x�

)
� v±�x� t� = q

(
h�x�

�2
t� 
̃±� �x�� �̃

±
� �x�

)
�

By the assumption (4.11), we have(

−� �x�
�−� �x�

)
�
(

̃−� �x� t�
�̃−� �x� t�

)
�
(

̃+� �x� t�
�̃+� �x� t�

)
�
(

+� �x�
�+� �x�

)
for x ∈ �� t ∈ �0� t∗�x�+ B�2��

The first inequality and Lemma 3.1 yield

p�	� 
−� �x�� �
−
� �x�� ≤ p�	� 
̃−� �x� t�� �̃

−
� �x� t���

q�	� 
−� �x�� �
−
� �x�� ≥ q�	� 
̃−� �x� t�� �̃

−
� �x� t���

Setting 	 = h�x�

�2
t, (here t is considered a fixed parameter and 	 is an independent

variable) we obtain (
P−�x� t�
Q−�x� t�

)
�
(
u−�x� t�
v−�x� t�

)
�

By the same argument, we have(
P−�x� t�
Q−�x� t�

)
�
(
u−�x� t�
v−�x� t�

)
�
(
u+�x� t�
v+�x� t�

)
�
(
P+�x� t�
Q+�x� t�

)
for t ≤ t∗�x�+ B�2� (4.12)

Let us consider x ∈ � satisfying

dist�x� 
0� ≥
4C̃1�c1 + c2��

A0

where A0 is the positive constant in Assumption 5 in Section 1. This implies that

dist��u0�x�� v0�x��� S� ≥ 4C̃1�c1 + c2���

It holds that

dist��u0�x� + 2c1C̃1�� v0�x�− 2c2C̃1��� S� ≥ 2C̃1�c1 + c2��� (4.13)

dist��u0�x� − 2c1C̃1�� v0�x�+ 2c2C̃1��� S� > 2C̃1�c1 + c2��� (4.14)
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902 Hilhorst et al.

Choose c1� c2 > 0 sufficiently large such that

2C̃1�c1 + c2� > $� (4.15)

where $ is as in Lemma 3.8. We apply Lemma 3.8 to �P+� Q+�, �P−� Q−� with (4.13),
(4.14) and 	 = h�x�t

�2
. Then we have either

��P+�x� t��Q+�x� t��� �P−�x� t��Q−�x� t��� ∈ ��1
�R1� 0��

or

��P+�x� t��Q+�x� t��� �P−�x� t��Q−�x� t��� ∈ ��1
�0� R2��

for t ≥ t∗�x�+ B0�
2. This fact and (4.12) with C̃ = 4C̃1�c1+c2�

A0
proves the lemma.

Proof of Lemma 4.4. We will show that �u+� v+�� �u−� v−� satisfy inequalities (4.3)
and (4.2) respectively. We set

�1�u
±� v±� = u±

t − � · �k�x��u±�− 1
�2

h�x��R1 − u± − bv±�u±�
(4.16)

�2�u
±� v±� = v±t −D� · �k�x��v±�− 1

�2
h�x��R2 − au± − v±�v±�

Our goal is to show that

�1�u
+� v+� ≥ 0� �1�u

−� v−� ≤ 0� �2�u
+� v+� ≤ 0� �2�u

−� v−� ≥ 0�

We will only prove �1�u
+� v+� ≥ 0, since the other inequalities can be proved

similarly. Substituting (4.8) into (4.16), we obtain

�1�u
+� v+� = !∗h�x� exp�!∗	��c1p
 − c2p��

− p
A1 − p�A2 − q
A3 − q�A4 + A5 + A6� (4.17)

where

A1 = �k�x�

(
�u0 + c1!

∗	
�2

h�x�
exp�!∗	��h

)
+ k�x�

(
�u0 + c1!

∗ �2	

h�x�
exp�!∗	��h+ c1!

∗2 �2

h�x�2
	2 exp�!∗	���h�2

)
+ 2fp�p� q�k�x�

(
�u0 + c1!

∗ �2	

h�x�
exp�!∗	��h

)(
!∗	�h
h�x�

)
�

A2 = �k�x�

(
�v0 − c2!

∗ �2	

h�x�
exp�!∗	��h

)
+ k�x�

(
�v0 − c2!

∗ �2	

h�x�
exp�!∗	��h− c2!

∗2 �2

h�x�
	2�!∗	���h�2

)
+ 2fp�p� q�k�x�

(
�v0 − c2!

∗ �2	

h�x�
exp�!∗	��h

)(
!∗	�h
h�x�

)
�
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A3 = 2fq�p� q�k�x�
(
�u0 + c1!

∗ �2	

h�x�
exp�!∗	��h

)(
!∗	�h
h�x�

)
�

A4 = 2fq�p� q�k�x�
(
�v0 − c2!

∗ �2	

h�x�
exp�!∗	��h

)(
!∗	�h
h�x�

)
�

A5 = −p

k�x�

∣∣∣∣�u0 + c1!
∗ �2	

h�x�
exp�!∗	��h

∣∣∣∣2
− p��k�x�

∣∣∣∣�v0 − c2!
∗ �2	

h�x�
exp�!∗	��h

∣∣∣∣2
− p
�2k�x�

(
�u0 + c1!

∗ �2	

h�x�
exp�!∗	��h

)(
�v0 − c2!

∗ �2	

h�x�
exp�!∗	��h

)
�

A6 = −�fpf�p� q�+ fqg�p� q��
	2

h�x�2
��h�2k�x�− f�p� q�

	

h�x�
�k�x��h+ �k�x� · �h��

where 	 = h�x�t

�2
. Here we have used the fact that

p
	 = fpp
 + fqq
� p�	 = fpp� + fqq�

p		 = fpp	 + fqq	 = fpf + fqg�

Since 	 ≤ 1
!∗ log

1
�
+ Bh�x�, there exists B′

1 > 0 such that

�A1� + �A2� + �A3� + �A4� ≤ B′
1�

Applying Lemma 3.9i), ii) with C > Bmaxx∈� h�x�, we have

�−p
A1 − p�A2 − q
A3 − q�A4� ≤ B′
1�B2 + B3 + B4 + B6� exp�!

∗	�� (4.18)

In the same way, there exists B′
2 > 0 such that

�A5� ≤ B′
2��p

� + �p
�� + �p�����

By this fact and Lemma 3.9iii), we have

�A5� ≤ B′
2B7 exp�2!

∗	�� (4.19)

Comparing 	, 	2 with exp�!∗	�, we find B′
3 > 0 such that

�A6� ≤ B′
3 exp�!

∗	�� (4.20)

On the other hand, it follows from Lemma 3.9i), ii) that

c1p
 − c2p� ≥ �c1B1 + c2B4� exp�!
∗	�� (4.21)

Substituting (4.18)–(4.21) into (4.17), we conclude that �1�u
+� v+� ≥ 0 for

sufficiently large c1� c2 > 0. Since u0�x�� v0�x� satisfy the Neumann zero boundary
condition, we can easily see that u+� v+� u−� v− satisfy the Neumann zero boundary
condition. The proof of the lemma is complete.
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904 Hilhorst et al.

Remark 4.7. It remains to consider the case where u0�x� and v0�x� do not satisfy
the Neumann boundary conditions. In this case the function �u±� v±� in (4.8) and
(4.9) are no longer upper and lower solutions since they do not satisfy the Neumann
boundary conditions on ��. We therefore modify �u±� v±� near �� as follows.
Choose a small constant dN > 0 such that d�x� ��� is a smooth function in the
region

� ���� = �x ∈ � � dist�x� ��� ≤ dN�� (4.22)

We then define a smooth function  �x� on �� satisfying 0 ≤  ≤ 1 and

 �x� =
{
1 if dist�x� ��� ≥ 2dN �

0 if dist�x� ��� ≤ dN �
(4.23)

For each x ∈ � ����, we define z�x� ∈ �� by

�z�x�− x� = dist�x� ����

Note that z�x� is uniquely determined since dN is sufficiently small. Now choose a
constant �1 > 0 such that

�1 > max
{

max
x∈� ����

u0�x�− min
x∈� ����

u0�x�� max
x∈� ����

v0�x�− min
x∈� ����

v0�x�

}
�

and define

u+
0 �x� =  �x�u0�x�+ �1−  �x���u0�z�x��+ �1��

v+0 �x� =  �x�v0�x�+ �1−  �x���v0�z�x��− �1��

u−
0 �x� =  �x�u0�x�+ �1−  �x���u0�z�x��− �1��

v−0 �x� =  �x�v0�x�+ �1−  �x���v0�z�x��+ �1��

Note that we have

�u+
0

��
= �v+0

��
= �u−

0

��
= �v−0

��
= 0 on ���

To see this, we remark that

 = 0�
� 

��
= 0�

�u0�z�x��

��
= 0 on ���

Then it follows that

�

��
�u+

0 �x�� =
� 

��
u0�x�+  �x�

�u0�x�

��
− � 

��
�u0�z�x��+ �1� = 0 on ���

The same argument applies to v+0 � u
−
0 � v

−
0 . Now we replace u0 and v0 by u+

0 and v+0
respectively, in the definition of u+� v+ in (4.8). Similarly, we replace u0 and v0 by
u−
0 and v−0 respectively, in the definition of �u−� v−� in (4.9). Then it is not difficult
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Lotka–Volterra Competition–Diffusion System 905

to see that the new function �u+� v+� is an upper solution, while the new �u−� v−� is
a lower solution. The proof is basically the same as that of Lemmas 4.4 and 4.5, so
we omit the details.

5. Construction of Upper and Lower Solutions

In this section we construct upper and lower solutions �U±� V±� of (1.2) that have
steep internal layers near 
�t�, the solution of the interface equation (1.8). These
upper and lower solutions are used to estimate the distance between 
��t� and 
�t�
after the formation of internal layers.

In Section 5.1, we first construct �U±� V±� in a tubular neighborhood of 
�t� by
modifying the first two terms of the asymptotic expansion (2.5). We will then extend
those upper and lower solutions to the entire domain �.

Though we borrow some symbols from Section 2 in order to clarify the meaning
of certain terms that appear in the expression of upper and lower solutions, this does
not mean that our argument relies on the formal (unproven) results in Section 2. All
the results we present here and later sections are rigorous.

5.1. Construction of Upper and Lower Solutions Near the Interface

As mentioned above, we will first construct �U±� V±� in a small neighborhood
of 
�t�. Recall the distance function defined in (2.2). Since 
�t� is a smooth
hypersurface that depends smoothly on t, d�x� t� is a smooth function of �x� t� near

�t�. Let

�d�
�t�� �= �x ∈ � � dist�x� 
�t�� ≤ d�� (5.1)

In what follows we fix a constant d∗ > 0 such that d�x� t� is smooth in the �N + 1�-
dimensional tubular neighborhood �3d∗ . Because of the smoothness of 
�t� such a
neighborhood exists. Note that ��d� = 1 in this neighborhood.

Now we will find �U±� V±� in the following form:

U+�x� t� = U0

(
d+�x� t�

�
� x

)
+ �U1

(
d+�x� t�

�
� x� t

)
+Q

(
d+�x� t�

�
� x� t

)
�

V+�x� t� = V0

(
d+�x� t�

�
� x

)
+ �V1

(
d+�x� t�

�
� x� t

)
+ Q̂

(
d+�x� t�

�
� x� t

)
�

(5.2)

U−�x� t� = U0

(
d−�x� t�

�
� x

)
+ �U1

(
d−�x� t�

�
� x� t

)
+Q

(
d−�x� t�

�
� x� t

)
�

V−�x� t� = V0

(
d−�x� t�

�
� x

)
+ �V1

(
d−�x� t�

�
� x� t

)
+ Q̂

(
d−�x� t�

�
� x� t

)
�

Here �U0� V0� and �U1� V1� are functions defined in (2.14) and (2.23), namely

U0��� x� = �0�K�x���� V0��� x� = �0�K�x���� (5.3)

U1��� x� t� =
�K · �d

K2
�1�K�x��� x� t�� V1��� x� t� =

�K · �d
K2

�1�K�x��� x� t��

(5.4)
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906 Hilhorst et al.

where ��0� �0� and ��1� �1� are solutions of (2.15) and (2.24), respectively, and

d±�x� t� = d�x� t�± �P�x� t��

From the above definition it is clear that both �U+� V+� and �U−� V−� have a steep
internal layer within a ‘small’ neighborhood—of order �p—of 
�t�. Our goal is to
find smooth functions P�x� t� > 0, Q��� x� t� > 0, and Q̂��� x� t� > 0 such that for
sufficiently small � > 0, the following hold:

• �Ũ+� Ṽ+� and �Ũ−� Ṽ−� are an upper and a lower solution of (1.2),
respectively in a neighborhood of 
�t� for t ∈ �t∗�x�� T�, where t∗�x� is defined
in (4.10).

• Ũ+�x� t∗�x�� ≥ Ũ−�x� t∗�x��, Ṽ+�x� t∗�x�� ≤ Ṽ−�x� t∗�x��, moreover the graphs
of �Ũ+� Ṽ+� and �Ũ−� Ṽ−� are well-separated in a certain sense to be specified
later.

Here, roughly speaking, t∗�x� represents the timing for transition from the initial
stage of interface formation to the later stage of interface motion, which we have
explained near the end of Section 1. �u±� v±� which we construct in Section 4, is
defined for the initial stage 0 ≤ t ≤ t∗�x�, while the other pair of upper and lower
solutions �U±� V±� is defined for the later stage t∗�x� ≤ t ≤ T .

Define the operator � by

�
(
U
V

)
= �

(
Ut

Vt

)
− �

(
� · �k�x��U�
D� · �k�x��V�

)
− h�x�

�

(
f�U� V�
g�U� V�

)
� (5.5)

Then we want �U+� V+� to satisfy �
(
U+
V+
) ≥ 0. Straightforward calculation shows

�
(
U+

V+

)
= E1 + E2 + E3 + E4 + E5 + E6 + E7 + E8 + E9�

where Ei = Ei�x� t� �i = 1� 2� � � � � 7� are defined by

E1 = −k�x���d�2
�

(
U0��

DV0��

)
− h�x�

�

(
f�U0� V0�
g�U0� V0�

)
�

E2 = �Pt

(
U0�

V0�

)
+ �

(
Qt

Q̂t

)
− h�x�

�

(
fu�U0� V0� fv�U0� V0�
gu�U0� V0� gv�U0� V0�

)(
Q

Q̂

)

+ 2h�x�
�

(
Q2 + bQQ̂

Q̂2 + aQQ̂�

)

E3 = �Pt

(
Q� + �U1�

Q̂� + �V1�

)
− k�x���d�2

�

(
Q��

DQ̂��

)
�

E4 = −k�x���d�2
(

U1��

DV1��

)
− h�x�

(
fu�U0� V0� fv�U0� V0�
gu�U0� V0� gv�U0� V0�

)(
U1

V1

)
+ �dt − � · �k�x��d��

(
U0�

DV0�

)
− 2k�x�

(
�xU0� · �d
D�xV0� · �d

)
�

E5 = 2h�x�

(
2U1Q+ bU1Q̂+ bV1Q

2V1Q̂+ 2aV1Q+ 2aU1Q̂

)
+ �dt − � · �k�x��d��

(
Q�

DQ̂�

)
�

D
o
w
n
l
o
a
d
e
d
 
B
y
:
 
[
U
n
i
v
e
r
s
i
t
y
 
o
f
 
C
r
e
t
e
]
 
A
t
:
 
1
2
:
2
6
 
1
3
 
S
e
p
t
e
m
b
e
r
 
2
0
0
9



Lotka–Volterra Competition–Diffusion System 907

E6 = −2k�x��d · �P
(

U0�� +Q��

D�V0�� + Q̂���

)
− 2k�x�

(
�xQ� · �d
D�xQ̂� · �d

)
�

E7 = −�k�x���P�2
(

U0�� + �U1� +Q��

D�V0�� + �V1� + Q̂���

)
− ��k · �P

(
U0� + U1� +Q�

D�V0� + V1� + Q̂��

)
− 2�k�x�

(
��xU0� + ��xU1� + �xQ�� · �P

D��xV0� + ��xV1� + �xQ̂���� · �P
)

− 2��d · �P
(

U1��

DV1��

)
− �

(
�k · �xQ

D�k · �xQ̂

)
�

E8 = −�k�P

(
U0� + �U1� +Q�

D�V0� + �V1� + Q̂��

)
− �

(
k�xQ

Dk�xQ̂

)
�

E9 = ��dt − � · �k�x��d��
(

U1�

DV1�

)
− �

(
� · �k��xU0 + ��xU1��
D� · �k��xV0 + ��xV1��

)
− �

(
k · ��xU0 + ��xU1�
Dk · ��xV0 + ��xV1�

)
− 2�k�x�

(
�xU1� · �d
D�xV1� · �d

)
+ 2�h�x�

(
U 2

1 + bU1V1

V 2
1 + aU1V1

)
�

with � being substituted by

� = d+�x� t�
�

� (5.6)

Here �xU0 denotes the derivative with respect to x when we regard U0��� x� as a
function of two variables � and x. The symbol �x is defined similarly and this
convention applies to U0, U�, V1, Q, Q̂ as well.

Our first goal in this section is to show that E2 dominates all the other terms
E1� E3� � � � � E9 in a neighborhood of the interface 
�t�, which implies that �U+� V+�
in (5.2) is an upper solution near 
�t�. In the second part of this section, we
will modify �U+� V+� away from 
�t�, to obtain an upper solution in the entire
region �. In what follows, we will regard E1 to E9 as functions of �x� t� �� without
the substitution (5.6) and derive estimates that hold for all �x� t� ∈ ��× �0� T� and
�∈R. This will reduce the notational complexity considerably. Naturally, all these
estimates remain valid after substituting (5.6). For simplicity, we introduce the
notation

R��� x� �=
(
fu�U0��� x�� V0��� x�� fv�U0��� x�� V0��� x��
gu�U0��� x�� V0��� x�� gv�U0��� x�� V0��� x��

)
�

Note that by (2.11) and (2.14), we have

lim
�→−�

R��� x� = −
(
R1 R1b
0 R1a− R2

)
� lim

�→+�
R��� x� = −

(
R2b − R1 0

R2a R2

)
� (5.7)

uniformly in x ∈ �.
By the estimates in Lemmas 2.1 and 2.3, we can find constants � > 0, M > 0

such that

U0� + �U1� ≤ −�� V0� + �V1� ≥ � for−M < � < M� (5.8)

D
o
w
n
l
o
a
d
e
d
 
B
y
:
 
[
U
n
i
v
e
r
s
i
t
y
 
o
f
 
C
r
e
t
e
]
 
A
t
:
 
1
2
:
2
6
 
1
3
 
S
e
p
t
e
m
b
e
r
 
2
0
0
9



908 Hilhorst et al.

Hereafter we fix such M > 0 and � > 0. Now we specify P�Q� Q̂ in (5.2) as follows:

P�x� t� = �

(
exp
(
−�h�x�t

�2
+ �	∗�x�

)
− 1
)
− e�t − �0� (5.9)

Q��� x� t� = �J���� exp
(
−�h�x�t

�2
+ �	∗�x�

)
+ �2%J���e�t� (5.10)

Q̂��� x� t� = �Ĵ���� exp
(
−�h�x�t

�2
+ �	∗�x�

)
+ �2%̂J���e�t� (5.11)

where 	∗�x� is as defined in (4.10), � is a positive constant satisfying

� <
1
2
min�R1� R2� aR1 − R2� bR2 − R1� (5.12)

and the constants �� �� %� �� �0 will be specified later. The coefficients J���, Ĵ ��� are
smooth functions satisfying(

J���

Ĵ���

)
=
(

2bR1

−�R1 − ��

)
for � ≤ −M� (5.13)

(
J���

Ĵ���

)
=
(
R2 − �
−2aR2

)
for � ≥ M� (5.14)

By (5.7), we have

lim
�→−�

R��� x�

(
J���

Ĵ���

)
=
(

R1b� + bR2
1

−�R1a− R2��R1 − ��

)
�

lim
�→+�

R��� x�

(
J���

Ĵ���

)
=
(
�R2b − R1��R2 − ��

−R2a� − aR2
2

)

uniformly in x ∈ �. In view of this and (5.12), and by replacing M by a larger
constant if necessary, we see that there exists a constant C > 0 such that

−R��� x�

(
J���

Ĵ���

)
≥ C

(
1
−1

)
for ��� ≥ M� x ∈ �� (5.15)

The terms E2 and E3.

Lemma 5.1. Let (5.27), (5.32), and (5.49) hold, and let M be the constant appearing
in (5.8), (5.13), (5.14). Then

E2 � C̃1

(
��

�
exp
(
−�h�x�t

�2
+ �	∗�x�

)
+ �%e�t

)(
1

−1

)
if ��� ≥ M� (5.16)

E2 � C̃3

(
�

�
exp
(
−�h�x�t

�2
+ �	∗�x�

)
+ ��e�t

)(
1

−1

)
if ��� ≤ M� (5.17)
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Lotka–Volterra Competition–Diffusion System 909

�E3� ≤ �C̃2

(
�

�
exp
(
−�h�x�t

�2
+ �	∗�x�

)
+ ��e�t

)
if ��� ≥ M� (5.18)

�E3� ≤ C̃4

(
��

�
exp
(
−�h�x�t

�2
+ �	∗�x�

)
+ �%e�t

)
if ��� ≤ M� (5.19)

where C̃i, i = 1� 2� 3� 4 are positive constants independent of �� �� %� �.

Proof. Since Pt < 0, U0� < 0, V0� > 0, we have

E2 � �

(
Qt

Q̂t

)
− h�x�

�
R��� x�

(
Q

Q̂

)
+ 2h�x�

�

(
Q2 + bQQ̂

Q̂2 + aQQ̂

)
�= I���Q� Q̂�� (5.20)

From the definition of Q, Q̂, there exists C ′
0 > 0 such that

max�a� b� 1�
(�Q� + �Q̂�) ≤ C ′

0

(
��+ �2%e�T

)
� (5.21)

Therefore

I���Q� Q̂� � �

(
Qt

Q̂t

)
− h�x�

�

(
R��� x�− C ′

0

(
��+ �2%e�T

) (1 0

0 1

))(
Q

Q̂

)
� (5.22)

Note that

Qt��� x� t� = −�J�����h�x�

�2
exp
(
−�h�x�t

�2
+ �	∗�x�

)
+ �2�%J���e�t� (5.23)

Q̂t��� x� t� = −�Ĵ�����h�x�

�2
exp
(
−�h�x�t

�2
+ �	∗�x�

)
+ �2�%Ĵ���e�t� (5.24)

Consequently,

I���Q� Q̂� � h�x���

�
exp
(
−�h�x�t

�2
+ �	∗�x�

)

×
(
−(� + C ′

0���+ �2%e�T �
) (1 0

0 1

)
− R��� x�

)(
J���

Ĵ���

)

− �%h�x�e�t
(
C ′

0

(
��+ �2%e�T

) (1 0

0 1

)
+ R��� x�

)(
J���

Ĵ���

)

+ �3%�e�t

(
J���

Ĵ���

)
� (5.25)

Observe that (5.15) implies

h�x�

(
−�� + C ′

0���+ �2%e�T ��

(
1 0

0 1

)
− R��� x�

)(
J���

Ĵ���

)
� C ′

1

(
1

−1

)
(5.26)
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and

−h�x�e�t
(
C ′

0

(
��+ �2%e�T

) (1 0

0 1

)
+ R��� x�

)(
J���

Ĵ���

)
� C ′

2e
�t

(
1

−1

)
(5.27)

for some constants C ′
1, C ′

2 that are independent of �� �� �� %. If the constants
�� �� �� %� � are chosen small enough to satisfy

��+ �2%e�T � 1� (5.28)

then (5.22)–(5.27) imply

I���Q� Q̂� �
(
C ′

1

��

�
exp
(
−�h�x�t

�2
+ �	∗�x�

)
+ �C ′

2%e
�t

)(
1

−1

)
(5.29)

for ��� ≥ M . This and (5.20) imply (5.16). Next we recall that J and Ĵ are constant
in the region ��� ≥ M . Consequently,

�E3� = �2

∣∣∣∣Pt

(
U1�

V1�

) ∣∣∣∣ ≤ �C̃2

(
�

�
exp
(
−�h�x�t

�2
+ �	∗�x�

)
+ ��e�t

)
for ��� ≥ M�

where C̃2 is a constant independent of �� �� �� %. This proves (5.18).
We next consider the case −M < � < M . In view of (5.8) and the fact that

Pt = −��h�x�

�2
exp
(
−�h�x�t

�2
+ �	∗�x�

)
− �e�t < 0�

we obtain

Pt

(
U0� + �U1�

V0� + �V1�

)
� �

(
��h�x�

�2
exp
(
−�h�x�t

�2
+ �	∗�x��+ �e�t

)(
1

−1

)
� (5.30)

Since �J ′�, �̂J ′�, �J ′′�, �̂J ′′� are continuous, they are bounded for −M < � < M .
Consequently there exists C ′

4 > 0, C ′
5 > 0 such that

�

(
Qt

Q̂t

)
− h�x�

�

(
fu�U0� V0� fv�U0� V0�

gu�U0� V0� gv�U0� V0�

)(
Q

Q̂

)
+ 2h�x�

�

(
Q2 + bQQ̂

Q̂2 + aQQ̂

)

� −C ′
4

�

(
Q

Q̂

)
= −C ′

5

(
��

�
exp
(
−�h�x�t

�2
+ �	∗�x�

)
+ �%e�t

)(
1

−1

)
� (5.31)

provided that (5.28) holds. Here we have used (5.23) and (5.24). Using (5.30) and
(5.31) and choosing positive constants �� �� %, and � satisfying

� � 1� % � �� � � 1� (5.32)

we obtain (5.17) for −M < � < M .
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On the other hand, a straightforward calculation shows that there exists C̃4 > 0
such that (5.19) holds. The lemma is proved.

The terms E6 and E7 . By straightforward calculation, we have

�P =
(
−��ht

�2
− ���∗

!∗�∗

)
� exp

(
−�h�x�t

�2
+ �	∗�x�

)
� (5.33)

where �∗ = �∗�u0�x�� v0�x��. Note that

���∗� =
∣∣∣∣��∗�u

�u0 +
��∗

�v
�v0

∣∣∣∣ ≤ ��̃�∗�√��u0�2 + ��v0�2� (5.34)

where ��̃�∗� =
√(

��∗
�u

)2 + ( ��∗
�v

)2
. Since ��̃�∗�, ��u0�, ��v0� are independent of � > 0,

the right-hand side of the above inequality is independent of � > 0 as x varies in
��. By the definition of �∗ in (4.9), we have �∗�u0�x�� v0�x�� ≥ �$. Combining these,
we get

��P� ≤ C ′
6

(
t

�2
+ 1

�$

)
� exp

(
−�h�x�t

�2
+ �	∗�x�

)
� (5.35)

Since minx∈�̄ h�x� > 0, for any small constant �1 > 0, we can choose � > 0
sufficiently small such that

t

�2
exp
(
−�h�x�t

�2
+ �	∗�x�

)
< �1� for t ≥ 1

2
�1��

t

�2
exp
(
−�h�x�t

�2
+ �	∗�x�

)
<

�1
�
exp
(
−�h�x�t

�2
+ �	∗�x�

)
for t <

1
2
�1��

(5.36)

Inequalities (5.35) and (5.36) yield

��P� ≤ C ′
7

�

(
�1 +

1
$

)
� exp

(
−�h�x�t

�2
+ �	∗�x�

)
+ C ′

8�1� (5.37)

for sufficiently small � and t ≥ �2

�h�x�
	∗�x� with C ′

7� C
′
8 > 0 independent of � > 0.

On the other hand, it is not difficult to see that

�xQ� = �J ′����P� �xQ̂� = �Ĵ ′����P�

�xQ�� = �J ′′����P� �xQ̂�� = �Ĵ ′′����P�
(5.38)

Note that U0� V0� U1� V1 and all their derivatives with respect to � are bounded
from above by some constant independent of � > 0. Therefore, (5.37) and (5.38)
show that there exists a constant C ′

11� C
′
12 independent of � > 0 such that

�E6� + �E7� ≤
C ′

11

�

(
�1 +

1
$

)
�1+ ��� exp

(
−�h�x�t

�2
+ �	∗�x�

)
+ C ′

12�1+ ���1��
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912 Hilhorst et al.

The term E8. Differentiating �P with respect to x, we have

�P =
(
−��ht

�2
− ���∗

!∗�∗
+ ����∗�2

!∗�∗2
+
(
��ht

�2
+ ���∗

!∗�∗

)2)
� exp

(
−�h�x�t

�2
+ �	∗�x�

)
�

(5.39)

where �∗ = �∗�u0�x�� v0�x��. This and the fact that

��∗ = �2�∗

�u2
��u0�2 +

��∗

�u
�u0 +

��∗

�v2
��v0�2 +

��∗

�v
�v+ 2

�2�∗

�u�v
�u0�v0� (5.40)

yield

��P� ≤ Ĉ1

�2

(
t + 1

$2

)
� exp

(
−�h�x�t

�2
+ �	∗�x�

)
(5.41)

for sufficiently small � > 0. Hereafter, Ĉi will denote a positive constant independent
of �. By (5.36),

��P� ≤ Ĉ1

(
�1
�

+ 1
�2$2

)
� exp

(
−�h�x�t

�2
+ �	∗�x�

)
+ Ĉ4�1�� (5.42)

By the fact that

�xQ = �J����P� �xQ̂ = �Ĵ����P (5.43)

and (5.41), it follows that

�E8� ≤ Ĉ3

(
�1 +

1
�$2

)
� exp

(
−�h�x�t

�2
+ �	∗�x�

)
+ Ĉ4�1�

2� (5.44)

The term E5. By the definition of Q and Q̂, we have

�E5� ≤ Ĉ4

(
�� exp

(
−�h�x�t

�2
+ �	∗�x�

)
+ �2%e�t

)
�

The term E9. Since U0� V0� U1� V1 and all their derivatives are bounded, we
have

�E9� ≤ Ĉ5�

for some positive constant Ĉ5.

The terms E1 and E4.

Lemma 5.2. Let �d∗�
�t�� be as in (5.1). Then

E1 =
(
0

0

)
in �d∗�
�t��
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and there exists a constant M > 0 such that

�E4� ≤ �M in �d∗�
�t��� (5.45)

Proof. We first consider E1. Note that ��d� = 1 in the range where �d�x� t�� ≤ d∗.
Therefore (2.15) implies E1 =

(
0
0

)
.

We next consider E4. Recall that d satisfies (2.21) on 
�t�:

dt − � · �k�x��d� = 2�C + 1�
k�d · �K

K
�

Here C is the constant in (2.22). By the smoothness of 
 , the functions dt, �d, �d,
and �k are Lipschitz continuous in x. Consequently we have∣∣∣∣dt − � · �k�x��d�− 2�C + 1�k�d · �K

K

∣∣∣∣ ≤ M0�d� (5.46)

for some constant M0 > 0.
By the definition (5.4) and (2.24) with z replaced by �K�x�, we have

−k�x���d�2
(

U1��

DV1��

)
− h�x�

(
fu�U0� V0� fv�U0� V0�
gu�U0� V0� gv�U0� V0�

)(
U1

V1

)

= −k�x��K · �d
(
−2�K�x�

(
�0zz

D�0zz

)
+ 2C

(
�0z

D�0z

))
�

Using the fact that �U0� = �0zz�K + �0z�K�x��K, we obtain

E4 =
{
dt − � · �k�x��d�− 2k�d · �K

K
�C + 1�

}(
U0�

DV0�

)
�

This and (5.46) imply

�E4� ≤ M0�d�
∣∣∣∣(U0�

(
d+�x� t�

�
� x

)
� DV0�

(
d+�x� t�

�
� x

))∣∣∣∣�
Note that U0� = K�x��′

0, V0� = K�x��′
0 and that ��′

0� �
′
0� is a solution of (2.19) with

A1 ≡ A2 ≡ 0. By Lemma 2.3, there exists �̂ > 0 such that

�′
0�z� = o

(
exp�−�̂�z��)� �′

0�z� = o
(
exp�−�̂�z��)� (5.47)

which yields

�E4� ≤ M̃0�d�x� t�� exp
(
− �̂k�x��d�x� t�+ �P�x� t��

�

)
�
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914 Hilhorst et al.

We can find some constants M̃1� M̃2 > 0 such that

�E4� ≤ M̃1�d�x� t�� exp��P�x� t��� exp
(
− �̂�d�x� t��

�

)
≤ �M̃1 exp��P�x� t��max

�≥0
�� exp�−�̂���

≤ �M̃2 exp��P�x� t����

The lemma is proved.
Now let us consider the sum of Ei, i = 1� 2� � � � � 9. By Lemma 5.1, E3 is much

smaller than E2 as long as we have (5.28), (5.32), and

� � �� �� � %� (5.48)

Also, by what we have shown above, E1 =
(
0
0

)
, and the terms E4 to E9 are much

smaller than E2 if

� � 1� �1 +
1
$
� � (5.49)

and if � > 0 sufficiently small. This yields ��U+� V+� ≥ �0� 0� for �� %� �� �� $
satisfying (5.32), (5.49) and � > 0 satisfying (5.28) and (5.48). Similarly ��U−� V−� ≤
�0� 0�.

Summarizing, we obtain the following main lemma of this subsection.

Lemma 5.3. Assume (5.32) and (5.49). For � > 0 sufficiently small such that (5.28)
and (5.48) hold, �U+� V+� and �U−� V−� are an upper and a lower solution respectively
in a neighborhood of 
�t�. More precisely, they satisfy (4.3), (4.4), respectively, for
�x� t� satisfying

t > t∗�x� and �d�x� t�� ≤ d∗�

where t∗�x� is as defined in (4.10).

5.2. Cut-Off Function

So far, we have constructed the upper and lower solutions �U±� V±� in a
neighborhood of 
�t� where the distance function d�x� t� is smooth. In order to
extend the domain of definition of �U±� V±� over the entire region ��, we introduce
a cut-off function. Let 
 be a smooth function such that


�d� = d if �d� ≤ d∗�

d∗ ≤ �
�d�� ≤ 2d∗ if d∗ ≤ �d� ≤ 2d∗�

�
�d�� = 2d∗ if �d� ≥ 2d∗�

(5.50)

and that 
′�d� ≥ 0. Set

d̃±�x� t� = 
�d�x� t�± �P�x� t���
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We will first consider the case where h�x� satisfies the zero Neumann boundary
condition. The newly constructed upper and lower solutions given below will then
satisfy the Neumann boundary condition on �� automatically. To be more precise,
we set

Ũ+�x� t� = U0

(
d̃+�x� t�

�
� x

)
+ �U1

(
d̃+�x� t�

�
� x� t

)
+Q

(
d̃+�x� t�

�
� x� t

)
�

Ṽ+�x� t� = V0

(
d̃+�x� t�

�
� x

)
+ �V1

(
d̃+�x� t�

�
� x� t

)
+ Q̂

(
d̃+�x� t�

�
� x� t

)
�

(5.51)

Ũ−�x� t� = U0

(
d̃−�x� t�

�
� x

)
+ �U1

(
d̃−�x� t�

�
� x� t

)
+Q

(
d̃−�x� t�

�
� x� t

)
�

Ṽ−�x� t� = V0

(
d̃−�x� t�

�
� x

)
+ �V1

(
d̃−�x� t�

�
� x� t

)
+ Q̂

(
d̃−�x� t�

�
� x� t

)
�

(5.52)

The following lemma is the main result of this section.

Lemma 5.4 (Main Lemma). Assume (5.32) and (5.49). For sufficiently small � such
that (5.28) and (5.48) hold, �Ũ+� Ṽ+� and �Ũ−� Ṽ−� are an upper and a lower solution,
respectively, in the region ��x� t� ∈ ��× �0� T� � t > t∗�x��.

Proof of Main Lemma. We only prove that �Ũ+� Ṽ+� is an upper solution. To do so,
it suffices to show that there exist C̃1� C̃2 > 0 such that for sufficiently small � > 0
the following holds:

�

(
Ũ+

Ṽ+

)
�
(
C̃1

�
exp
(−�h�x�t

�2
+ �	∗�x�

)
+ �C̃2e

�t

)(
1

−1

)
� (5.53)

In the case where �d̃+� ≤ d∗, we have �Ũ+� Ṽ+� = �U+� V+�. Therefore (5.53)
follows directly from Lemma 5.3.

In the case where �d̃+� ≥ d∗, �Ũ+� Ṽ+� is close to �R1� 0� if d̃+ ≤ −d∗, while it
is close to �0� R2� if d̃+ ≥ d∗. We only consider the case where d̃+ ≤ −d∗ since the
other case is treated in the same way. To complete the proof, we need to prove the
following two inequalities.

In Step 1, we will show that∣∣∣∣∣�
(
Ũ+

Ṽ+

)
−�

(
R1 +Q

Q̂

) ∣∣∣∣∣ ≤ �C̃3 exp
(
−M0d

∗

�

)
(5.54)

under the condition d̃+�x� t� ≤ −d∗ where

Q = Q

(
d̃+�x� t�

�
� x� t

)
� Q̂ = Q̂

(
d̃+�x� t�

�
� x� t

)
�
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916 Hilhorst et al.

In Step 2, we will prove

�

(
R1 +Q

Q̂

)
�
(
C̃4��

�
exp
(
−�h�x�t

�2
+ �	∗�x�

)
+ �C̃5%e

�t

)(
1

−1

)
� 0� (5.55)

Hereafter C̃i, Mi �i ∈ N� are constants independent of � > 0.

Step 1. By Lemma 2.1 and (5.47), �′
0 and �′

0 decay exponentially as �z� → �.
If we recall that �0, �0 satisfy (2.15), we obtain that �′′

0 , �
′′
0 also have the same decay

rate as R1 − �0 and �0. From this fact, there exist C̃6, M1 > 0 such that

�U0 − R1� + �V0� + �U0�� + �V0�� + �U0��� + �V0��� ≤ C̃6 exp
(−M1�d̃+�

�

)
� (5.56)

Next we estimate U1, V1 and their derivatives. Combining (2.17) and Lemma 2.3, we
see that �1, �1 decay exponentially. Differentiating (2.17) and applying Lemma 2.3,
we see that �′

1, �
′
1 also decay exponentially. The same argument holds for �′′

1 and
�′′

1 . Consequently there exist M2 > 0 and C̃7 > 0 such that

�U1� + �V1� + �U1�� + �V1�� + �U1��� + �V1��� ≤ C̃7 exp
(−M2�d̃+�

�

)
� (5.57)

By Taylor’s theorem we have

�

(
Ũ+

Ṽ+

)
= �

(
R1 +Q

Q̂

)
+ �

(
U0 − R1 + �U1

V0 − R2 + �U2

)
t

− �� ·
(
k�x��

(
U0 − R1 + �U1

V0 + �V1

))

− h�x�

�

(
fu��1� �1� fv��2� �2�
gu��3� �3� gv��4� �4�

)(
U0 + �U1 − R1

V0 + �V1

)
� (5.58)

where �i, i = 1� 2� 3� 4 are some values between U0 + �U1 +Q and R1 +Q, and �i,
i = 1� 2� 3� 4, are some values between V0 + �V1 + Q̂ and Q̂. From (5.56)–(5.58) we
obtain (5.54).

Step 2. Let 
 �= d̃+/�. Since we are assuming �d̃+� ≥ d∗, we have �
� ≥ M for
� sufficiently small, where M is as in (5.13), (5.14). Consequently the terms Q� Q̂ do
not depend on � �= d̃+/� (see (5.10), (5.11), (5.13), and (5.14)). Therefore, we have

�

(
R1 +Q

Q̂

)
= �

(
Qt

Q̂t

)
− h�x�

�

(
fu�R1� 0� fv�R1� 0�

gu�R1� 0� gv�R1� 0�

)(
Q

Q̂

)
+ 2h�x�

�

(
Q2 + bQQ̂

Q̂2 + aQQ̂

)
�

− �

(
�k · �xQ

D�k · �xQ̂

)
− �

(
k�xQ

Dk�xQ̂

)
� (5.59)

Note that the sum of the first three terms on the right-hand side is equal to I���Q� Q̂�
with � = −� (see (5.20)). Clearly (5.29) holds for � = −�. Using the same argument
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as we have used to estimate �E6� + �E7� and �E8�, we obtain∣∣∣∣�
(

�k · �xQ

D�k · �xQ̂

) ∣∣∣∣ ≤ C ′
11

�

(
�1 +

1
$

)
�1+ ��� exp

(
−�h�x�t

�2
+ �	∗�x�

)
+ C ′

12�1+ ���1�� (5.60)∣∣∣∣�
(

k�xQ

Dk�xQ̂

) ∣∣∣∣ ≤ Ĉ3

(
�1 +

1
�$2

)
� exp

(
−�h�x�t

�2
+ �	∗�x�

)
+ Ĉ4�1�

2� (5.61)

Combining (5.29) and (5.59)–(5.61), we obtain (5.55). This together with (5.54) yields
(5.53). The lemma is proved.

6. Transition from Stage 1 to Stage 2

In Sections 4 and 5, we have constructed two pairs of upper and lower solutions.
More precisely:

• Stage 1 (Generation of interface phase): �u+� v+� and �u−� v−�,
• Stage 2 (Motion of interface phase): �U+� V+� and �U−� V−�.

In this section we will ‘glue’ these pairs together, to form a single pair of upper
and lower solutions �û+� v̂+� and �û−� v̂−� on the entire period 0 ≤ t ≤ T . The timing
for transition from Stage 1 to Stage 2, denoted by t∗�x�, varies from place to place
within �, due to the spatial-inhomogeneity of the equation as well as that of the
initial data. To deal with this non-uniform transition, we define �û±� v̂±� as follows:

Definition 6.1. For x ∈ � and t ≥ 0 we set

û+�x� t� =
{
1− &

(
h�x�t

�2
− 	∗�x�

)}
u+�x� t�+ &

(
h�x�t

�2
− 	∗�x�

)
Ũ+�x� t�� (6.1)

v̂+�x� t� =
{
1− &

(
h�x�t

�2
− 	∗�x�

)}
v+�x� t�+ &

(
h�x�t

�2
− 	∗�x�

)
Ṽ+�x� t�� (6.2)

where 	∗�x� is as defined in (4.10) and &�s� = g�!s�. Here ! is a positive constant to
be specified later, and g is defined as follows:

g�s� = 0 if s < 0� g�s� = 1 if s > 1�

g�s� =
∫ s

0 r
m�1− r�mdr∫ 1

0 rm�1− r�mdr
if 0 ≤ s ≤ 1�

with m being an arbitrary constant which is larger than 1.

We recall

�1�û
±� v̂±� = �û±

t − �� · �k�x��û±�− h�x�

�
f�û±� v̂±��

�2�û
±� v̂±� = �v̂±t − �D� · �k�x��v̂±�− h�x�

�
f�û±� v̂±��

(6.3)
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918 Hilhorst et al.

Now we specify the constant �0 in (5.8) as

�0 = 4C̃ (6.4)

and choose other parameters to satisfy

�0 � C̃� �1 + exp
(−M1�0

2

)
+ 1

$
� min��� �̂��� B >

1
minx∈� h�x�!

� (6.5)

where C̃� B� �1 are as in Lemma 4.5 and M1 is as in (5.57). The constants � and �
satisfy (5.32) and (5.49).

Lemma 6.2. Under the conditions (6.4), (6.5), the following holds for sufficiently small
�> 0:

�1�û
+� v̂+� ≥ 0� �1�û

−� v̂−� ≤ 0� �2�û
+� v̂+� ≤ 0� �2�û

−� v̂−� ≥ 0 (6.6)

for x ∈ �� and t ∈ �0� T�. Consequently, �û+� v̂+� (resp. �û−� v̂−�� is an upper solution
(resp. lower solution) of (1.2) in ��× �0� T�.

To prove the above lemma, we present some properties of &.

Lemma 6.3. & is a C2-class function satisfying

i) &�s� = 0 for s < 0, &�s� = 1 for s > 1
!
, 0 ≤ &�s� ≤ 1 for 0 ≤ s ≤ 1

!
,

ii) &′�0� = 0, &′�s� ≥ 0 for s ∈ (0� 1
!

]
,

iii) &�s��1− &�s�� ≤ 1
2! &

′�s� for all s ∈ [0� 1
!

]
,

iv) There exists positive constant C > 0 such that &′′�s� ≤ C!m+1sm−1.

The proof of this lemma will be given below.

Proof of Lemma 6.3. i) It follows from the definition of &.

ii) Differentiating &, we obtain

&′�s� = !g′�!s� = !m+1sm�1− !s�m∫ 1
0 rm�1− r�mdr

� (6.7)

This yields ii).

iii) Suppose that 0 ≤ s ≤ 1
2! . It holds that

&�s��1− &�s�� ≤ &�s� ≤ s sup
r∈�0�s�

&′�r� ≤ 1
2!

&′�s��

Using ii), we see that &′ is monotone increasing in �0� 1
2! �. Therefore,

&�s��1− &�s�� ≤ 1
2!

&′�s� for s ∈
[
0�

1
2!

]
�
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Since &′�s� is symmetric with respect to s = 1
2! , the above estimate also holds for

s ∈ [ 1
2! �

1
!

]
. This proves iii).

iv) Differentiating (6.7), we have

&′′�s� = !2g′′�!s� = m!m+1sm−1�1− !s�m−1�1− 2!s�∫ 1
0 rm�1− r�mdr

� (6.8)

The desired result follows immediately from (6.8). Clearly from (6.7), (6.8) and the
fact that & is flat for s < 0, s > 1

!
, we have & ∈ C2�R�. The lemma is proved.

Lemma 6.4. Assume (6.5). There exists 0 < �0 < 1 such that for sufficiently small
�> 0

Ũ+�x� t�− u+�x� t� ≥ �0��� v+�x� t�− Ṽ+�x� t� ≥ �0�̂��

u−�x� t�− Ũ−�x� t� ≥ �0��� Ṽ−�x� t�− v−�x� t� ≥ �0�̂��

for t∗�x� ≤ t ≤ t∗�x�+ �2

h�x�!
, where t∗�x� is as defined in (4.10).

Proof. Set

I�!� �=
[
t∗�x�� t∗�x�+ �2

h�x�!

]
(6.9)

and recall that d is smooth in �d�x� t�� ≤ d∗. We will only show Ũ+�x� t�− u+�x� t� ≥
�0��, since the other inequalities can be proven in the same way. The proof consists
of two steps.

Step 1. We first deal with �x� t� satisfying

d�x� t� <
�0�

2
(6.10)

where �0 > 0 is a positive constant in (5.9). Recall that P�t� ≤ −�0 in I�!�.
The following holds for sufficiently small � > 0:

d̃+�x� t�
�

<
1
�


(
d�x� t�+ �P�t�

)
< −�0

2
(6.11)

To estimate Ũ+�x� t� we will estimate U0, U1, Q respectively. Using (6.11) and (5.56),
we get

U0

(
d̃+�x� t�

�
� x

)
≥ R1 − C ′

1 exp
(
−M�d̃+�x� t��

2

)
≥ R1 − C ′

1 exp
(
−M�0

2

)
(6.12)

We next consider �U1. Since U1 is given by (5.4), there exists C ′
2 such that

�U1

(
d̃+�x� t�

�
� x� t

)
≥ −�C ′

2� (6.13)
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920 Hilhorst et al.

We finally consider Q. There exists C ′
3 > 0 such that

Q�x� t� ≥ C ′
3�� for t ∈ I�!� (6.14)

by the definition of Q�x� t�. Combining (6.12)–(6.14), we obtain

Ũ+�x� t� ≥ R1 − C ′
1 exp

(
−M1�0

2

)
− �C ′

2 + C ′
3���

It follows from the assumption (6.5) that Ũ+�x� t� ≥ R1 + C′
3
2 ��. On the other hand,

u+�x� t� ≤ R1 + �1 by Lemma 4.5

Ũ+�x� t�− u+�x� t� ≥ C ′
3

2
��− �1�

Step 2. We next consider �x� t� satisfying

d�x� t�

�
≥ �0�

2
�

First we note that the following inequality holds near the interface:

�d�x� t�− d�x� 0�� ≤
(

sup
t∈I0�!�

�dt�
)
t ≤ C ′

4�
2� log �� for x ∈ �d∗�
�t��� t ∈ I0�!��

(6.15)

where

I0�!� �=
[
0� t∗�x�+ �2

h�x�!

]
and C ′

4 is a positive constant independent of � > 0. Consequently,

d�x� 0� ≥ �0�

2
− C ′

4�
2� log �� ≥ �0�

4
(6.16)

for sufficiently small �. Now we choose B satisfying B >
(
minx∈� h�x�!

)−1
as (6.5)

so that Lemma 4.5 applies. Then we get

�u+�x� t��� v+�x� t�� ∈ ��1
�R1� 0� ∪��1

�0� R2��

In view of this and the fact that d�x� 0� ≥ 0, we obtain �u+�x� t�� v+�x� t�� ∈
��1

�R1� 0�. Especially it holds that

u+ ≤ �1 in I�!�� (6.17)

On the other hand, there exists C ′
5 > 0 such that

Ũ+�x� t� ≥ �U1

(
d̃+�x� t�

�
� x� t

)
+Q�x� t� ≥ C ′

5���− �� ≥ C ′
5

2
�� (6.18)
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for � > 0 sufficiently small. The assumption (6.5), (6.17), and (6.18) show that

Ũ+�x� t�− u+�x� t� ≥ C ′
5

2
��− �1 ≥

C ′
5

3
���

Choosing �0 > 0 in Step 1 such that �0 < max
{C′

3
2 �

C′
5
3

}
if necessary and combining

Steps 1–3, we complete the proof of Lemma 6.4.

Proof of Lemma 6.2. We will only present the proof for �1�û
+� v̂+� ≥ 0. In the case

where t ≥ t∗�x�+ �2

h�x�!
or t ≤ t∗�x�, the assertion is already shown in Sections 4 and

5, respectively. Therefore, we only consider the case where t ∈ I�!�. Substituting (6.1)
and (6.2) into (6.3), we obtain

�1�û
+� v̂+� = ��J1 + J2 + J3 + J4 + J5�� (6.19)

where

J1 = �1− &�

(
u+
t − � · �k�x��u+�− h�x�

�2
f�u+� v+�

)
�

J2 = &

(
�Ũ+

t − ��k�x��Ũ+�− h�x�

�2
f�Ũ+� Ṽ+�

)
�

J3 = −h�x�

�2
�f
(
�1− &�u+ + &Ũ+� �1− &�v+ + &Ṽ+)

− �1− &�f�u+� v+�− &f�Ũ+� Ṽ+��+ h�x�

�2
&′�Ũ+ − u+��

J4 = &′�Ũ+ − u+�
(
− t�k · �h

�2
+ �k · ��∗

!∗
− tk�h

�2
+ k��∗

!∗�∗
− k���∗�2

!∗�∗2

)
− 2k&′��Ũ+ − �u+� ·

(
t�h

�2
− ��∗

!∗�∗

)
�

J5 = −k&′′
(
t�h

�2
− ��∗

!∗�∗

)2

�Ũ+ − u+��

and

& = &

(
h�x�t

�2
− 	∗�x�

)
�

To obtain (6.19) we recall the definitions of 	∗�x� and the following:

�	∗�x� = ��∗

!∗�∗
� �	∗�x� = 1

!∗

(
��∗

�∗
− ���∗�2

�∗2

)
�

where �∗ = �∗�u0�x�� v0�x��.
We will estimate separately each term: Set s = h�x�t

�2
− 	∗�x�. It is already shown

in Section 5 that

J1 ≥ �1− &�s���c′1p
 − c′2p�� exp
(
!∗h�x�t

�2

)
�
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922 Hilhorst et al.

for some large constants c′1� c
′
2 independent of � > 0. If we use the estimates in

Lemma 3.9, we have

J1 ≥ c′3�1− &�s�� exp
(
2!∗h�x�t

�2

)
≥ c′3�1− &�s��

�∗2
(6.20)

for t ∈ I�!� and some constant c′3 independent of � > 0. The inequality (5.53) yields

J2 ≥
c′4
�2

&�s� for t ∈ I�!�� (6.21)

Now we will estimate J3. Set

M = �Ũ+�L� + �u+�L� + b��Ṽ+�L� + �v+�L��� (6.22)

where �v�L� �= maxx∈�� �v�x��. Straightforward calculation shows that

�2J3
h�x�

= &′�s��Ũ+ − u+�+ �1− &�s��u+�R1 − u+ − bv+�

+ &�s��Ũ+�R1 − Ũ+ − bṼ+�− u+�R1 − u+ − bv+��

− �u+ + &�s��Ũ+ − u+���R1 − u+ − &�s��Ũ+ − u+�− b�v+ + &�s��Ṽ+ − v+���

= &′�s��Ũ+ − u+�− &�s��1− &�s��
(
Ũ+ − u+ + b�Ṽ+ − v+�

)
�Ũ+ − u+��

Using Lemma 6.4, we have Ũ+ ≥ u+. Therefore,

J3 ≥
h�x�

�2

(
Ũ+ − u+)(&′�s�− &�s��1− &�s��M

)
�

Using Lemma 6.3iii), and Lemma 6.4

J3 ≥
h�x�

�2
&′�s�

(
1− M

2!

)
�Ũ+ − u+� ≥ h�x�

�2
&′�s�

(
1− M

2!

)
�0�� ≥ 0 (6.23)

holds if

M < 2!� (6.24)

We next consider J4. By the definition (4.9) of �∗, we have �∗ ≥ �$. In addition,
by (5.34) and (5.40), we obtain that ���∗� and ���∗� are bounded from above by
some constant independent of � > 0. Therefore there exist C̃1� C̃2 > 0 such that for
sufficiently small � > 0, we have

�J4� ≤ C̃1&
′�s�
(
�Ũ+ − u+�

(
t

�2
+ 1

�∗2

)
+ C̃2��Ũ

+ − �u+�
(

t

�2
+ 1

�∗

))
�

By the definition of Ũ+ and u+, there exists M ′ > 0 such that

��Ũ+� + ��u+� ≤ M ′

�
�
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Lotka–Volterra Competition–Diffusion System 923

By the above two inequalities, there exist C ′
3 > 0 independent of � > 0 such that

�J4� ≤ C̃3&
′�s�
(
M

�∗2
+ M ′

��∗

)
� (6.25)

For the term J5, there exist C̃4 independent of � > 0 such that

�J5� ≤ C̃4�&′′�s��
(
	∗�x�+ 1

�∗

)2

≤ C̃3�&′′�s��
(
log

1
�∗

+ 1
�∗

)2

� (6.26)

where the definition of 	∗�x� has been used. We now consider J3 + J4. By (6.23),
(6.25) and the fact that �∗ ≥ �$, (see (4.9) we have

J3 + J4 ≥ &′�s�
(
h�x�

�2

(
1− M

2!

)
�0��− C̃3

(
M

�2$2
+ M ′

�$

))
� (6.27)

By the assumption that �� � 1
$
, the right-hand side of (6.27) is positive. Next we

consider (6.20), (6.21), and (6.26) and obtain

J1 + J2 + J5 ≥
C ′

3�1− &�s��

�∗2
+ C ′

4

�2
&�s�− C̃4�&′′�s��

(
log

1
�∗

+ 1
�∗

)2

� (6.28)

Recall that C ′
3 is chosen arbitrarily large (by choosing c1, c2 large enough). If & ≤ 1

2
the first term of (6.28) is dominant, while for & > 1

2 , the second term is dominant.
Now, combining (6.27) and (6.28), we obtain

J1 + J2 + J3 + J4 + J5 ≥ 0�

This proves the inequalities (6.6). Since �û+� v̂+� and �û−� v̂−� satisfy the Neumann
boundary conditions on ��, they are, respectively, an upper and a lower solution
of (1.2). The lemma is proved.

7. Proof of the Main Theorems

Let �u�� v�� be a solution of (1.2). It follows from Lemma 6.2 and Proposition 4.1
that (

û−

v̂−

)
�
(
u�

v�

)
�
(
û+

v̂+

)
� 0 ≤ t ≤ T� (7.1)

Set �2�0�
�
�t�� = �x ∈ � �dist�x� 
�t�� ≤ 2�0��, where �0 is the same constant as in

(5.9), and is defined by (6.16). By the definition of û±, v̂±, we see that(
û+

v̂+

)
�
(
R1

0

)
+
(

2��

−2��

)
�

(
û−

v̂−

)
�
(
R1

0

)
−
(

2��

−2��

)
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924 Hilhorst et al.

for x ∈ �in�t�\�2�0�
�
�t�� and for t ≥ t∗�x�+ �2

!h�x�
. Consequently(

R1

0

)
−
(

2��

−2��

)
�
(
u�

v�

)
�
(
R1

0

)
+
(

2��

−2��

)
for x ∈ �in�t�\�2�0�

�
�t��� (7.2)

Here ��
in and ��

out below are as in Section 1. In the same way we obtain(
0

R2

)
−
(

2��

−2��

)
�
(
u'

v�

)
�
(
0

R2

)
+
(

2��

−2��

)
for x ∈ �out�t�\�2�0�

�
�t��� (7.3)

Setting

t� = sup
x∈��

(
t∗�x�+ �2

!h�x�

)
�

we obtain the conclusion of Theorem 1.
We next prove Theorem 2. By (7.2) and (7.3), we have


��t� �=
{
x ∈ �

∣∣∣∣
(
u��x� t�

v��x� t�

)
∈ S

}
⊂ �2�0�

�
�t�� (7.4)

for t ∈ �t�� T�. Let us show that (7.4) holds also for t ∈ �0� t��.
In fact, by the definition of t∗�x� in (4.10), we have

�2�exp�!∗	�− 1� = O��� for 0 ≤ t ≤ t∗�x��

where !∗ is the constant appearing in (4.7), (4.8), and 	 = h�x�

�2
t. In view of this and

the nondegeneracy condition (Assumption 5) on �u0� v0�, we see that(
u0�x�± �2C1�exp�!

∗	�− 1�

v0�x�± �2C2�exp�!
∗	�− 1�

)
∈
{
�1� if x ∈ �in�0�\��1�

�
0�

�2� if x ∈ �out�0�\��1�
�
0��

for 0 ≤ t ≤ t∗�x�, where C1� C2 are the constants in (4.8) and (4.9), and �1 is a
constant satisfying �1 ≤ �0 and independent of � > 0. Since both �1 and �2 are
positively invariant regions for the system (1.4), we have(

u±�x� t�
v±�x� t�

)
∈
{
�1� if x ∈ �in�0�\��1�

�
0�

�2� if x ∈ �out�0�\��1�
�
0��

(7.5)

for 0 ≤ t ≤ t∗�x�. Now since 
�t� depends on t smoothly, we have

dH�
0� 
�t�� = O�t�� = O��2� log ���� (7.6)

Consequently, (
u±�x� t�
v±�x� t�

)
∈
{
�1� if x ∈ �in�t�\�2�1�

�
�t��

�2� if x ∈ �out�t�\�2�1�
�
�t���

(7.7)
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for 0 ≤ t ≤ t∗�x� provided that � > 0 is chosen small enough so that �1� � �2� log ��.
During the transition period t∗�x� ≤ t ≤ t�, the upper and lower solutions �û±� v̂±�
take intermediate values between �u±� v±� and �U±� V±� with respect to the order
relation �. As is easily seen, (7.7) is valid for t∗�x� ≤ t ≤ t�. On the other hand, by
the definition of �U±� V±� it is clear that(

Ũ±�x� t�

Ṽ±�x� t�

)
∈
{
�1� if x ∈ �in�t�\�2�1�

�
�t��

�2� if x ∈ �out�t�\�2�1�
�
�t���

(7.8)

During this transition period t∗�x� ≤ t ≤ t�, the upper and lower solutions �û±� v̂±�
are given by

û± = �1− &�u± + &Ũ±

v̂± = �1− &�v± + &Ṽ±�

Since by Lemma 6.4, (
u+

v+

)
�
(
Û+

V̂+

)
�

(
u−

v−

)
�
(
Û−

V̂−

)
�

we have (
u+

v+

)
�
(
û+

v̂+

)
�
(
Ũ+

Ṽ+

)
�

(
u−

v−

)
�
(
û−

v̂−

)
�
(
Ũ−

Ṽ−

)
�

This and (7.8) along with Lemma 3.3 imply that(
û±�x� t�
v̂±�x� t�

)
∈
{
�1� if x ∈ �in�t�\�2�1�

�
�t��

�2� if x ∈ �out�t�\�2�1�
�
�t���

Combining the above equation, (7.1) and using Lemma 3.3 again, we obtain(
u��x� t�

v��x� t�

)
∈
{
�1� if x ∈ �in�t�\�2�1�

�
�t��

�2� if x ∈ �out�0�\�2�1�
�
�t���

for 0 ≤ t ≤ t�. Hence


��t� ⊂ �2�0�
�
0� for 0 ≤ t ≤ t�� (7.9)

Let x0 be any point on 
�t�. Then there exist points x1� x2 ∈ � such that

�x0 − x1� = �x0 − x2� = 2�0��

x1 ∈ ��2�0�
�
�t�� ∩�int�t��

x2 ∈ ��2�0�
�
�t�� ∩�out�t��
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926 Hilhorst et al.

Then (7.2) and (7.3) imply that(
u��x1� t�

v��x1� t�

)
∈ �1�

(
u��x2� t�

v��x2� t�

)
∈ �2�

Denote by x1x0x2 the piecewise linear curve consisting of the two line segments x1x0
and x0x2. As the point x moves from x1 to x2 along x1x0x2, the point

(
u��x�t�
v��x�t�

)
moves

from the region �1 into �2. Therefore there exists a point x3 ∈ x1x0x2 with x3 �=
x1� x2, such that

(
u��x3�t�
v��x3�t�

) ∈ S. This means that dist�x0� 

��t�� < 2�0�, hence


�t� ⊂ �2�0�
�
��t��� (7.10)

Combining (7.4) and (7.10), we obtain

dH�

��t�� 
�t�� ≤ 2�0��

This proves Theorem 1.
Next we prove Theorem 3. Choose t > 0 and x0 ∈ �\
�t� arbitrarily. Choose

�0 > 0 small enough so that

t > t��x0� = O

(
�2 log

1
�

)
for 0 < � < �0�

Then we have û±�x0� t� = Ũ±�x0� t�, hence

Ũ+�x0� t� ≥ u��x0� t� ≥ Ũ−�x0� t�� (7.11)

where Ũ± are as defined in (5.51) and (5.52). It is easily seen that

Ũ±�x0� t� →
{
�R1� 0� if x0 ∈ �in�t�

�0� R2� if x0 ∈ �out�t��

Therefore by the comparison principle and (7.11), we have

u��x0� t� →
{
�R1� 0� if x0 ∈ �in�t�

�0� R2� if x0 ∈ �out�t��

The theorem is proved.

8. Appendix A. Proof of Lemma 3.9

In this appendix, we give the proof of Lemma 3.9. Set

�n = �x ∈ ��u∗� v∗� � �2�n+1�
1 ≤ dist�x� S� ≤ �2n

1 �

and note that

�⋃
n=1

�n = ��u∗� v∗��
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The proof consists of three steps. In Steps 1 and 2, we prove the inequalities
assuming some conditions on the initial data and the location of �p� q�. Finally in
Step 3 by combining Steps 1 and 2 we obtain the desired inequalities for arbitrarily
chosen initial data.

Step 1. Let �
� �� ∈ �n for n = 1� 2� � � � . We will show that the solution �p� q�
satisfies i) as long as �p� q� ∈ �n. By differentiating (1.4) with respect to 
, we obtain

d

d	

(
p


q


)
=
(
fp�p� q� fq�p� q�

gp�p� q� gq�p� q�

)(
p


q


)
�

(
p
�0�

q
�0�

)
=
(
1

0

)
� (A.1)

Now, we consider �w1� w2� to be an upper solution of (A.1) satisfying

d

d	

(
w1

w2

)
= T 1

(
w1

w2

)
�

(
w1�0�

w2�0�

)
=
(
1

0

)
� (A.2)

where

T 1 =
 max

�p�q�∈�n

fp�p� q� min
�p�q�∈�n

fq�p� q�

min
�p�q�∈�n

gp�p� q� max
�p�q�∈�n

gq�p� q�


and �w3� w4� to be a lower solution of (A.1) satisfying

d

d	

(
w3

w4

)
= T1

(
w3

w4

)
�

(
w3�0�

w4�0�

)
=
(
1

0

)
(A.3)

with

T1 =
 min

�p�q�∈�n

fp�p� q� max
�p�q�∈�n

fq�p� q�

max
�p�q�∈�n

gp�p� q� min
�p�q�∈�n

gq�p� q�

 �

Therefore it holds that

w3�	� ≤ p
�	� 
� �� ≤ w1�	��

w4�	� ≥ q
�	� 
� �� ≥ w2�	��
(A.4)

It is clear that there exist ci > 0, i = 1� 2� 3� 4 such that

T 1 =
(−u∗ + c1�1

2�n−1� −bu∗ − c2�1
2�n−1�

−av∗ − c3�
2�n−1�
1 −v∗ + c4�

2�n−1�
1

)
�

For sufficiently small �1 > 0, the matrix T 1 has a positive and a negative eigenvalue
denoted by ā and �̄ respectively. By straightforward computation there exists
c5 >c6 > 0 such that

!∗ + c6�1
2�n−1� < ā < !∗ + c5�1

2�n−1�� (A.5)
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928 Hilhorst et al.

Now by solving (A.2) explicitly, we obtain

w1�	� =
ā+ v∗ + c1�1

2�n−1�

ā− �̄
exp�ā	�+ ā+ u∗ − c1�1

2�n−1�

ā− �̄
exp��̄	��

w2�	� =
−�ā+ u∗ + c1�1

2�n−1���ā+ v∗ − c1�1
2�n−1��

�ā− �̄��bu∗ − c2�1
2�n−1��

�exp�ā	�− exp��̄	���

Since � is sufficiently small, there exist B1 > 0 and B2 > 0 such that

w1�	� ≤ B1 exp�ā	�� w2�	� ≥ −B2 exp�ā	�� (A.6)

From inequality (A.5) we get

w1�	� ≤ B1 exp�ā	� ≤ B1 exp��!
∗ + c5�1

2�n−1��	�� (A.7)

In the same way we obtain

w2�	� ≥ −B2 exp��!
∗ + c5�1

2�n−1��	�� (A.8)

On the other hand, by solving (A.3) explicitly, we can easily obtain

w3�	� ≥ c̃3 exp�!
∗	�� w4�	� ≤ 0� (A.9)

Equations (A.7)–(A.9) yield

c̃3 exp�!
∗	� ≤ p
�	� 
� �� ≤ B1 exp��!

∗ + c5�1
2�n−1��	�� (A.10)

−B1 exp��!
∗ + c5�1

2�n−1��	� ≤ q
�	� 
� �� ≤ 0� (A.11)

Here we will show that the time when �p�	� 
� ��� q�	� 
� ��� goes out of �n, say 	̂1,
satisfies

	̂1 <
1
!∗

(
log

1
�1

)
+ C ′

5� (A.12)

where C ′
5 > 0 is independent of n� �1. To prove this, we only need to apply

Lemma 3.6 with dist��
� ��� S� ≥ �n+1
1 and dist��p� q�� S� ≤ �n

1 .
By (A.12) and the fact that �1 > 0 is small there exists c̃1 > 0 such that

exp��!∗ + c5�1
2�n−1��	� ≤ exp�!∗	� exp�c5�1

2�n−1�	̂1� ≤ c̃0 exp�!
∗	�� (A.13)

Combining (A.10), (A.11), and (A.13), we have

c̃3 exp�!
∗	� ≤ p
�	� 
� �� ≤ c̃1 exp�!

∗	�� (A.14)

−c̃2 exp�!
∗	� ≤ q
�	� 
� �� ≤ 0� (A.15)

D
o
w
n
l
o
a
d
e
d
 
B
y
:
 
[
U
n
i
v
e
r
s
i
t
y
 
o
f
 
C
r
e
t
e
]
 
A
t
:
 
1
2
:
2
6
 
1
3
 
S
e
p
t
e
m
b
e
r
 
2
0
0
9
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By following the same argument as above we can also obtain

0 ≤ p��	� 
� �� ≤ c̃4 exp�!
∗	�� (A.16)

−c̃5 exp�!
∗	� ≤ q��	� 
� �� ≤ −c̃6 exp�!

∗	�� (A.17)

which implies ii).
We now prove estimate iii� for �p� q� ∈ �n with initial data �
� �� ∈ �n.

Differentiating (1.8) twice with respect to 
, we obtain

d

d	

(
p



q



)
=
(
fp�p� q� fq�p� q�

gp�p� q� gq�p� q�

)(
p



q



)
+H�p
� q
��

(
p

�0�

q

�0�

)
=
(
0

0

)
� (A.18)

where

H�p
� q
� =


(
p
 q


) (fpp�p� q� fpq�p� q�

fpq�p� q� fqq�p� q�

)(
p


q


)
(
p
 q


) (gpp�p� q� gpq�p� q�

gpq�p� q� gqq�p� q�

)(
p


q


)
 �

The solution of the system

d

d	

(
y1

y2

)
= T 1

(
y1

y2

)
+H�p
� q
��

(
y1�0�

y2�0�

)
=
(
0

0

)
(A.19)

is an upper solution of (A.18). A straightforward calculation yields(
y1

y2

)
=
∫ 	

0
exp
(
�	− s�T 1

)
H�p
� q
�ds ≤

∫ 	

0
� exp(�	− s�T 1

)��H�p
� q
��ds� (A.20)

Utilizing (A.14), (A.15) and the fact that the second derivatives of f and g are
bounded, we have

�H�p
� q
�� ≤ C̃1 exp�2!
∗	�� (A.21)

for some positive constant C̃1 independent of �1, n. On the other hand it holds that

� exp (�t − s�T̃1

)� ≤ C̃2 exp�ā	� (A.22)

for some constant C̃2 > 0 independent of �1, n. Inequalities (A.20)–(A.22) imply∣∣∣∣∣
(
y1

y2

)∣∣∣∣∣ ≤ ∫ 	

0
C̃1C̃2 exp�ā�	− s�� exp�2!∗s�ds

= C̃3�exp�2!
∗	�− exp�ā�	��� ≤ Ĉ3 exp�2!

∗	��

(A.23)
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930 Hilhorst et al.

Similarly, a solution of the system

d

d	

(
y3

y4

)
= T1

(
y3

y4

)
+H�p
� q
��

(
y3�0�

y4�0�

)
=
(
0

0

)

is a lower solution of (A.18). By following the same argument as before we obtain∣∣∣∣∣
(
y3

y4

)∣∣∣∣∣ ≤ C̃4 exp�2!
∗	�� (A.24)

Since �y1� y2� and �y3� y4� are upper and lower solution, respectively, we have

y1 ≥ p

 ≥ y3� y2 ≤ q

 ≤ y4�

It follows from (A.23) and (A.24) that

�p

� ≤ c1 exp�2!
∗	�� �q

� ≤ c1 exp�2!

∗	��

Step 2. In this step we consider the solution of the ordinary differential
equation with initial data �
� �� ∈ �. We will show that the lemma holds for 	 ≤ Ĉ2

with any constant Ĉ2 independent of the initial data. We first show i�. In the same
way as Step 1, we observe that the solution of the system

d

d	

(
w5

w6

)
= T 2

(
w5

w6

)
�

(
w5�0�

w6�0�

)
=
(
1

0

)
� (A.25)

where

T 2 =
 max

�p�q�∈�
fp�p� q� min

�p�q�∈�
fq�p� q�

min
�p�q�∈�

gp�p� q� max
�p�q�∈�

gq�p� q�

 �

is an upper solution, while the solution of the system

d

d	

(
w7

w8

)
= T2

(
w7

w8

)
�

(
w7�0�

w8�0�

)
=
(
1

0

)
�

T 2 =
 min

�p�q�∈�
fp�p� q� 0

0 min
�p�q�∈�

gq�p� q�

 (A.26)

is a lower solution of (A.1). If we denote by M1 the largest eigenvalue of the matrix
T 2, then (A.25) has a solution satisfying

w5�	� ≤ c1 exp�M1	�� w6�	� ≥ −c2 exp�M1	�

and the solution of (A.26) is given by

w7�	� = c3 exp
(
	 min
�p�q�∈�

fp�p� q�
)
� w8�	� = c4 exp

(
	 min
�p�q�∈�

gq�p� q�
)
�
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Since w8�0� = 0, we have c4 = 0. Therefore it holds that

c3 exp�−M2	� = w7�	� ≤ p
�	� 
� �� ≤ w5�	� = c1 exp�M1	��

−c2 exp�M1	� ≤ q
�	� 
� �� ≤ 0�

where −M2 = min�p�q�∈�fp�p� q�. On the other hand, since 	 < Ĉ2, there exist positive
constants c5� c6� c7 such that

c5 ≤ p
�	� 
� �� ≤ c6� −c7 ≤ q
�	� 
� �� ≤ 0� for any 	 ∈ �0� 	̂��

By choosing c8 > 0 sufficiently small and c9, c10 > 0 sufficiently large we conclude

c8 exp�!
∗	� ≤ p
�	� 
� �� ≤ c9 exp�!

∗	�� (A.27)

−c10 exp�!
∗	� ≤ q
�	� 
� �� ≤ 0� (A.28)

By following the same argument, we have

−c11 exp�!
∗	� ≤ p
�	� 
� �� ≤ 0� (A.29)

c12 exp�!
∗	� ≤ q
�	� 
� �� ≤ c13 exp �!

∗	� (A.30)

for an initial data �
� �� ∈ �.
We next show iii) for �
� �� ∈ �. In the same way as in Step 1, we consider an

upper and lower solution of (A.25) for 	 ∈ �0� Ĉ2�. An upper solutions �y5� y6� is
given by

d

d	

(
y5

y6

)
= T 2

(
y5

y6

)
+H�p
� q
��

(
y5�0�

y6�0�

)
=
(
0

0

)
�

which implies (
y5

y6

)
=
∫ 	

0
exp
(
�	− s�T 2

)
H�p
� q
�ds� (A.31)

On the other hand, a lower solution �y7� y8� is given by

d

d	

(
y7

y8

)
= T2

(
y7

y8

)
+H�p
� q
��

(
y7�0�

y8�0�

)
=
(
0

0

)
�

which implies (
y7

y8

)
=
∫ 	

0
exp
(
�	− s�T2

)
H�p
� q
�ds� (A.32)

Note that 	 < Ĉ2. We easily see from (A.31) and (A.32) that there exists M3 > 0 such
that

�yi� < M3 for i = 5� 6� 7� 8�
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932 Hilhorst et al.

This and the fact that �y5� y6� and �y7� y8� are a pair of upper and lower solutions
imply that

�p

�	� 
� ��� < M3� �q

�	� 
� ��� < M3�

This implies that iii) holds for �
� �� ∈ � if we choose B̃7 sufficiently large.

Step 3. We are interested in obtaining the lemma for any initial data �
� �� ∈
�0� M̃�× �0� M̃�\��0

�0� 0�. Here we only consider the case where �
� �� ∈ �1 and
dist��
� ��� S� is small so that �p� q� enters ��1

�u∗� v∗�, since all the other cases are
simpler. Note that �u∗� v∗� is a saddle point. The solution �p� q� starts from inside
of � and goes through the following sets:

���1��2� � � � ��n−1��n��n−1� � � � ��2��1� ��

where n is some integer depending on dist��
� ��� S�. Finally it arrives at ��1
�R1� 0�.

Let 	1 be the time when �p� q� exits from � and enters �1 and 	2 be the time when
�p� q� exits �1 and enters �2. We have already shown in Step 2 that �p� q� with
initial data �
� �� ∈ � satisfies (A.27)–(A.30) for 	 ∈ �0� 	1�. We will next show that
these inequalities hold also true for �	1� 	2�. Differentiating the equality

p�	� 
� �� = p�	− 	1� p�	1� 
� ��� q�	1� 
� ���� (A.33)

with respect to 
, we have

p
�	� 
� �� = p
�	− 	1� p�	1�� q�	1��p
�	1� 
� ��+ p��	− 	1� p�	1�� q�	1��q
�	1� 
� ���
(A.34)

where we write p�	1� 
� ��� q�	1� 
� �� as �p�	1�� q�	1��. By replacing 	 by 	− 	1 and
initial data �
� �� by �p�	1�� q�	1�� in (A.14) and (A.17), we obtain

c̃1 exp�!
∗�	− 	1�� ≤ p
�	− 	1� p�	1�� q�	1�� ≤ c̃2 exp�!

∗�	− 	1�� (A.35)

−c̃7 exp�!
∗�	− 	1�� ≤ q��	− 	1� p�	1�� q�	1�� ≤ −c̃8 exp�!

∗�	− 	1��� (A.36)

Substituting (A.27), (A.28) with 	 = 	1 and (A.35), (A.36) into (A.34), we obtain

B1 exp�!
∗	� ≤ p
�	� 
� �� ≤ B2 exp�!

∗	� for 	 ∈ �	1� 	2�� (A.37)

Similarly we can obtain estimates for q
� p�� q� in �	1� 	2�.
Next we define 	3 to be the time when �p� q� exits �2 and enters �3. Then

we will show that i) holds for 	 ∈ �	2� 	3� by the same argument as we get (A.37).
Inductively by the same argument, we can show the first equation of i) for
	∈ [0� 1

!∗ log
1

dist��
����S� + Ĉ0

]
, where Ĉ0 is the same constant as in Lemma 3.9.

Obviously the second equation of i) and ii) can be shown in the same way.

We proceed with estimate iii). Since we have already shown in Step 2 that iii)
holds for 	 ∈ �0� 	1�, we will only prove iii) for 	 ∈ �	1� 	2�. Differentiating (A.33)
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by 
, we have

p

�	� 
� �� = p

�	− 	1� p�	1�� q�	1���p
�	1� 
� ���
2

+ 2p
��	− 	1� p�	1�� q�	1��p
�	1� 
� ��q
�	1� 
� ��

+ p
�	− 	1� p�	1�� q�	1��p

�	1� 
� ��

+ p���	− 	1� p�	1�� q�	1���q
�	1� 
� ���
2

+ p��	− 	1� p�	1�� q�	1��q

�	1� 
� ��� (A.38)

On the other hand by utilizing the estimate �p

� ≤ c1 exp�2!
∗	� with �
� �� replaced

by �p�	1�� q�	1��, we obtain

�p

�	− 	1� p�	1�� q�	1��� ≤ B̃2 exp�2!
∗�	− 	1��� (A.39)

�p
��	− 	1� p�	1�� q�	1��� ≤ B̃2 exp�2!
∗�	− 	1��� (A.40)

We substitute (A.39), (A.40) into (A.38) and get

�p

�	� 
� ��� < B7 exp�2!
∗	� (A.41)

for 	 ∈ �	1� 	2�. Inductively by repeating the same argument, we obtain iii�. The
estimates for p
�� p��� q

� q
�� q

 can be obtained by following the same procedure.

The proof of the lemma is now completed.
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