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Abstract. We consider a finite number of particles initially close to spherical but of
varying size exhibiting the property of preserving the measure of each connected com-
ponent. We show that under the assumptions i) particle size/interparticle distance � 1
and ii) initial deviation from sphericity/particle size � 1 the particles retain their al-
most spherical shape and the dynamics of the system is determined by the motion of the
centers. This is in sharp contrast with the Mullins-Sekerka free boundary problem where
the particle centers remain almost fixed and the dynamics of the system is determined
by the evolution of the radii.

1. Introduction

We study the effective dynamics of the following equation:
∆ui = 0, in Ωi

∆ue = 0, in Ωe

∇uin− +∇uen+ = H, on ∂Ωi

ue = 0, on ∂Ω

(1.1)

V = ∇uin−. (1.2)

Here Ω is a bounded smooth domain in IR3, Ωi is open, smooth under the assumption
that ∂Ωi ∩ ∂Ω = ∅ and Ω1, · · · ,ΩN are bounded connected components of Ωi such that
Ωi := ∪Nh=1Ωh. ue, ui are the restrictions of u on Ωe (the exterior) and Ωi (the interior)
in Ω and n−, n+ the unit exterior normal to Ωe, Ωi. H is the mean curvature of ∂Ωi at
x and V is the normal velocity. The sign convention for H and V is that H and V are
positive for Ωi a shrinking sphere.

We observe from (1.1) that ui is harmonic in Ωh and therefore the Green’s identity imply
that

∫
∂Ωh
∇uin− = 0. This and (1.2) conclude

∫
∂Ωh

V = 0 and thus the conservation of

the measure of Ωh.
There are physical situations where a system composed of two immiscible phases A and

B has the quite remarkable property, that during the evolution, not only the measure of
each of the regions ΩA,ΩB occupied by the two phases is conserved, but also any con-
nected subregion of either ΩA or ΩB evolves keeping its measure constant until eventually
coalesces with another component or splits in two or more components through some kind
of singularity. It is worth mentioning here, that despite the fact that (1.1), (1.2) is not a
perimeter shortening law, hence there is no isoperimetric property, the spherical shape is
preserved and is indeed stable.
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Even though they do not directly model a specific physical phenomenon, equations (1.1),
(1.2) exhibit the property of preserving the measure of each connected component and the
dynamics defined by (1.1), (1.2) can be expected to be a paradigm for some of the typical
nonlinear phenomena that are tightly related to that property. More specifically, those
equations capture some qualitative aspects like the fact that the motion (the evolution)
is dictated by the decreasing of an energy proportional to the surface or also the fact that
in such situations one expects that the only stable equilibrium should correspond to the
case of just one component.

Conservation of the measure of each connected component does not imply that the
number N of the such components cannot change during the evolution but only requires
that N = N(t) be locally constant. Therefore, as we have observed above, N can only
change through jump discontinuities at certain singular times. Besides local constancy of
N and the existence of singularities, another qualitative feature of the dynamics that any
mathematical model having the above conservation property should present is a particles-
like behavior in the case of small volume fraction

|ΩA|
|ΩB|

� 1

when a small amount of phase A is divided into many tiny particles dispersed in the
matrix of phase B. The rationale behind this conjecture is that: (i) If the size of a
connected region is small with respect to the distance from the other regions, then, under
general isotropy assumptions, the spherical shape should be privileged and particles should
therefore have a tendency to assume a spherical shape (Stability of Spherical Shape). (ii)
If the particles have an almost fixed shape, and in particular a fixed volume, then the
only parameters left for determining the whole geometry and therefore also the dynamics
of the system are the centers ξh, h = 1, .., N of the particles. Therefore it is natural to
expect that, provided particle sizes are small and interparticle distances sufficiently large,
some reduction of the P.D.E becomes possible resulting in an O.D.E for the evolution
and the interaction of the centers of the particles. This should be contrasted with the
Mullins-Sekerka dynamics



−∆u = 0, off Γ(t), in Ω ⊂ IRm, m = 2, 3
u = H, on Γ(t)
∂u

∂ν
= 0, on ∂Ω

V =

[[
∂u

∂n

]]
, on Γ(t)

which in a sense is the “dual” of (1.1). As it has been shown in [3], the almost spherical
shape is stable. However, in that context the centers, to principal order stay fixed, and
the radii evolve according to the set of ODE’s ([1], [2], [4]):
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ε
dρi
dt

=
1

ερi

{( 1

ερ̄
− 1

ερi

)
+

1

Nερ̄

∑′

h,k

ερh
|ξh − ξk|

(
ερk
ερ̄
− 1

)
−
∑′

j

1

|ξj − ξi|

(
ερj
ερ̄
− 1

)
+

1

N

∑
i,h

4π
ερi
ερ̄

γ(ξi, ξh)

(
ερh
ερ̄
− 1

)
−
∑
h

γ(ξi, ξh)4π

(
ερh
ερ̄
− 1

)
+

gi
ερi

}
+ · · ·

dξi
dt

= −3
∑′

k

(
1

ερ̄
− 1

ερk

)
ερk

ξk − ξi
|ξk − ξi|3

−3
∑

h ερh
∂γ(ξi, ξh)

∂x

(
1

ερ̄
− 1

ερh

)
+ · · ·

where ρ = 1
N−i+1

N∑
h=1

ρh and ‖ri(t)‖C3+α(S2) < Cr as long as ri is defined. The symbol

∑′ means summation avoiding equal indices. Here γ is the smooth part of the Green’s
function. Notice that ρ, and ξ form a closed system of equations if the highest order terms
are ignored.

For the problem (1.1), (1.2) under similar assumptions, the situation is exactly the
opposite. To principal order the radii of the particles stay fixed, and the centers evolve
according to (1.4) below.

The scope of the present note is to give a rigorous proof of the above conjectures
concerning particles dynamics in the context of the P.D.E (1.1), (1.2). In particular we
show that under the assumption that

particle size

interparticle distance
� 1,

initial deviation from sphericity

particle size
� 1, (1.3)

the particles retain their almost spherical shape and their centers, in the limit ε → 0+,
evolve according to the O.D.E

dξh
dt

=
N∑
k=1
h6=k

ρhρk
ξh − ξk
|ξh − ξk|3

−
N∑
h=1

4πρhρk
∂γ(ξh, ξk)

∂x
, (1.4)

where ρh, h = 1, .., N are the radii of the particles. Equation (1.4) is the gradient system
in the Euclidean metric of the potential energy

P(ξ) =
N∑

h,k=1

h6=k

ρhρkG(ξh, ξk)−
N∑
h=1

ρ2
hγ(ξh, ξh),
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where G(x, y) = 1
4π|x−y| + γ(x, y) is the Green function for the Dirichlet problem{

−∆xG(x, y) = δy(x), x ∈ Ω, y ∈ Ω
G(x, y) = 0 y ∈ Ω, x ∈ ∂Ω.

Equation (1.4) can be formally derived if one accepts that, under assumptions (1.3), the
solution of (1.1) is well represented by the Monopole Approximation

u(x) =
N∑
k=1

ckG(x, ξk), x ∈ Ωe, (1.5)

u(x) = ch(
1

4πρh
+ γ(x, ξh)) +

N∑
k=1
k 6=h

ckG(x, ξk), x ∈ Ωi,h, h = 1, ..N.

Then, imposing the interior boundary condition (1.1)3 yields

(∇u(x), n−) + (∇u(x), n+) ' (∇u(x), n+) ' ch
1

4πρ2
h

' 1

ρh
, x ∈ ∂Ωi,h

and therefore
ch = 4πρh. (1.6)

For a ball that moves rigidly with speed dξh
dt

the normal velocity V at a point of the

surface where the exterior normal is n− is given by V = −(dξh
dt
, n−) on the other hand

from (1.5) and (1.2), we get V =
∑

k,k 6=h ckρh(∇xG(x, ξk)|x=ξh , n
−) where we have used

∇xG(x, ξk)|x=ξh+ρhn− ' ∇xG(x, ξk)|x=ξh . Comparing the two expressions of V above, using
the fact that n− can be chosen arbitrarily and using also (1.6) yield (1.4).

It is interesting to consider some particular cases of (1.4). If we take N = 2, ρ1 = ρ2 = ρ;
ξ2 = −ξ1; ξ1 = (s, 0, 0), and Ω = IR3, then from (1.4), taking also into account that now
γ ≡ 0, we obtain

ds

dt
=

ρ2

4s2
⇒ s(t) = (s3

0 +
3

4
ρ2t)

1
3

which shows that the interaction between two particles has a repelling character. Similarly
we can show that the boundary attracts the particles. To see this we take N = 1;
ξ = (s, 0, 0); Ω = {x = (x1, x2, x3) : x1 > 0}. Then we get G(x, y) = 1

4π|x−y| −
1

4π|x+y| and

(1.4) yields

ds

dt
= − ρ2

4s2
⇒ s(t) = (s3

0 −
3

4
ρt)

1
3 .

Another interesting aspect of the model in discussion is the lack of knowledge of the
shape of the equilibria, since it is not straightforward what the equilibrium states are. For
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the Mullins-Sekerka model if H = const. on Γ(t) then u(x) = H = const., ∀x ∈ Ω and
V ≡ 0 solves the problem. Therefore Ωi is the union of equal balls with the same radius
which are equilibria, something which is not the case here.

However, a main feature of the dynamics of (1.1), (1.2) is the generation of singularities.
After a singularity occurs a new phase of smooth motion begins. As the evolution contin-
ues and after a finite number of singularities just one particle persists and moves according
to the O.D.E. We can conjecture that this unique particle approaches asymptotically an
equilibrium position which is determined by the geometry of Ω.

Our methodology and analysis follows [3]. In section 2 we present some general prop-
erties. We discuss the operator L which will be the main part in the linear part of
the evolutionary equation for r. Moreover we introduce a suitable representation for
Γ = Γ(t) and show in Proposition 2.1 that there are uniquely determined ξi, ρi, ri such
that Γ = {x/x = ξ+ ερ(1 + εr(u))u, u ∈ S2}. In Proposition 2.2 we give the expression of
H in terms of ρ and r. In section 3 (cfr. Proposition 3.1), we derive an expression for Vi,

as a function of the time derivatives dξi
dt

, dρi
dt

, dri
dt

of the unknowns ξi, ρi, ri. Moreover, we

solve the linear equation V = 1
2
H(x) −

∫
Γ
∂G(x,y)
∂nx

H(y)dy which is the central dynamical

problem. The main result is in Proposition 3.2 where we solve this problem by assuming
that H is known and we obtain a system of ξ, ρ and r equations with estimates for the
higher order terms. At the end of section 3, we obtain an explicit formula for Vi as a
function of ξ, ρ, r (cfr. Proposition 3.3). This function is inserted in the place of Zi in
Proposition 3.1 and so we obtain the sought evolutionary system (cfr. Proposition 3.4).
Finally in section 4, we show that (1.1) is well posed globally in time, and we derive a
bound on r which implies the robustness of the spherical shape. The main step is to
prove that r is bounded (cfr. Proposition 4.2) and in order to do so we use a suitable
functional-analytic setting by making use of the optimal regularity theory of Da Prato
and Grisvard.

2. General properties

The operator L

Consider Ω ⊂ IR3 a bounded, smooth, connected set in IR3, and Γ a C1+α closed,
orientable surface in Ω. We consider the Jacobi operator defined as Lr = ∆sr + 2r on
the two dimensional unit sphere. So, in spherical coordinates (coordinatizing with φ:
longitude, θ: colatitude), we have the representation

Lχ =
χφφ

sin2 θ
+

(sin θχθ)θ
sin θ

+ 2χ (2.1)

〈χ, ψ〉L2 =

∫ π

0

∫ 2π

0

χψ sin θ dφ dθ (2.2)
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L is a self adjoint operator. Indeed, by integration by parts it follows

−
∫ π

0

∫ 2π

0

(Lχ)ψ sin θ dφ dθ (2.3)

=

∫ π

0

∫ 2π

0

(
χφψφ
sin2 θ

+ χθψθ − 2χψ)

)
sin θ dφ dθ =: B(χ, ψ)

By direct calculation we obtain some information on the spectrum of −L:

µ0 = −2, µ1 = µ2 = µ3 = 0, µ4 > 0 (2.4)

with the first few eigenfunctions given by

w0 = 1
2
√
π
,

w1 = 1
2

√
3
π
〈u, e1〉 = 1

2

√
3
π

cosφ sin θ,

w2 = 1
2

√
3
π
〈u, e2〉 = 1

2

√
3
π

sinφ sin θ,

w3 = 1
2

√
3
π
〈u, e3〉 = 1

2

√
3
π

cos θ.

(2.5)

The Coordinate System

The introduction of a suitable representation for the interface Γ(t) is very important.
Given an interface close to spherical, we would like to associate to it a unique sphere
and view the interface as a small perturbation of this sphere. So, an appropriate choice
of the coordinates used to represent Γi(t) is essential for the analysis. In particular, to
each interface we associate a center ξ, a radius ρi and a function ri that describes the
“distortion from sphericity” and we show that ξi, ρi, ri are uniquely determined.

Proposition 2.1 ([3]). Given an interface Γ in a small C1 neighborhood of a sphere Sξ̄,ρ̄,

there are unique ξ ∈ IR3, ρ > 0, r ∈ C1(S2) such that

Γ = {x/x = ξ + ερ(1 + εr(u))u, u ∈ S2} (2.6)

satisfying the orthogonality conditions∫
S2

r(u) du = 0,

∫
S2

r(u)〈u, ei〉 du = 0, i = 1, 2, 3 (2.7)

where S2 ⊂ IR3 is the unit sphere and {e1, e2, e3} the standard basis in IR3.

�

The Mean Curvature in Special Coordinates
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Proposition 2.2 ([3]). Assume Γ = {x|x = X(u) := ξ + ερ(1 + εr(u))u, u ∈ S2} with r ∈
C2+α(S2). Then the mean curvature H(X(u)) of Γ at the point X(u) is given by

H(X(u)) =
1

ερ
(1− εLr +B), (2.8)

where L is the Jacobi operator on S2, that is

Lr = ∆Sr + 2r, (2.9)

∆S being the Laplace-Beltrami operator on S2, and B of the form B = b(εr, εJr, εJ2r)
with b(z, p, P ) a smooth function which is linear in P and, under the assumption |z| < δ,
satisfies the estimate

|b(z, p, P )| ≤ C(|z|2 + |p|2 + (|z|+ |p|)|P |). (2.10)

�

The Green’s function in three space dimensions is of the form

G(x, y) =
1

4π|x− y|
+ γ(x, y)

which is associated to the problem

{
−∆xG(x, y) = δy(x), x ∈ Ω, y ∈ Ω
G(x, y) = 0 x ∈ ∂Ω, y ∈ Ω

(2.11)

and γ is the smooth part of the Green’s function that captures the effect of the boundary
and satisfies {

−∆xγ(x, y) = 0, x ∈ Ω, y ∈ Ω
γ(x, y) = − 1

4π
|x− y|, x ∈ ∂Ω, y ∈ Ω

(2.12)

where Ω is the container of the mixture and δx(y) is the Dirac δ supported at y ∈ Ω.

Lemma 2.3. The following estimates hold true

|γ(x, y)| ≤ C

dist(x, ∂Ω)
,

∣∣∣∣∂γ(x, y)

∂y

∣∣∣∣ ≤ C

dist2(x, ∂Ω)
(2.13)

Proof. The above estimates can be proved by making use of classical elliptic theory [10].
�
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3. Solving the equation V = 1
2
H(x)−

∫
∂Ωi

∂G(x,y)
∂nx

H(y)dy for given H

In this section, we first give a decomposition result for a general V in terms of
dρ

dt
,
dξ

dt
,

ρ
dr

dt
and then we solve the linear equation

V =
1

2
H(x)−

∫
Γ

∂G(x, y)

∂nx
H(y)dy for given H.

So, firstly we are interested in obtaining a decomposition for V in terms of
dρ

dt
,
dξ

dt
, ρ
dr

dt

for interfaces with the representation (2.6). We let V = V (u, t) to be the speed of Γ(t)
in the orthogonal direction to Γ(t) at the point x ∈ Γ(t) and we study the relationship

between V and
dρ

dt
,
dξ

dt
, ρ
dr

dt
.

Proposition 3.1 ([3]). Assume that ε‖r‖C1+α(S1) < δ for δ > 0 a small fixed number, so

that Proposition 2.2 holds. Then V is a linear combination of ε
dρ

dt
, ε2ρ

dr

dt
,
dξ

dt
and the

equation V = Z with Z ∈ Cα(S2) a given function, determines uniquely ε
dρ

dt
, ε2ρ

dr

dt
,
dξ

dt
.

Moreover, the following estimates hold true:



|2
√
πε
dρ

dt
+ 〈Z,w0〉L2(S2)| ≤ Cε

(
ε‖r‖2

C1+α(S2)‖Z‖Cα(S2) +‖r‖C1+α(S2)

3∑
h=1

∣∣∣〈Z,wh〉L2(S2)

∣∣∣)

|2
√
π

3

dξj
dt

+ 〈Z,wj〉L2(S2)| ≤ Cε
(
ε‖r‖2

C1+α(S2)‖Z‖Cα(S2) +‖r‖C1+α(S2)

3∑
h=1

∣∣〈Z,wh〉L2(S2)

∣∣)

‖ε2ρdr
dt

+ Z −
3∑
j=0

〈Z,wj〉L2(S2)wj − ε〈Z,w0〉L2(S2)w0r‖Cα(S2)

≤ Cε
(
ε‖r‖2

C1+α(S2)‖Z‖Cα(S2) + ‖r‖2
Cα(S2)

∑3
h=1

∣∣〈Z,wh〉L2(S2)

∣∣)
(3.1)

for some constant C > 0 and wj, j = 0, 1, 2 defined in (2.5).

�

Problem (1.1), (1.2) can be formulated via potential theory ([9], [18]) as an integral
equation

V =
1

2
H(x)−

∫
Γ

∂G(x, y)

∂nx
H(y)dy (3.2)
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where ∂G(x,y)
∂nx

= d
ds
G(x + sn−(x), y)

∣∣∣
s=0

, V is the normal velocity and H is the mean

curvature. Here t is suppressed and we write Γ instead of Γ(t) with Γi = {x/x = X i(u) :=

ξi + ερi(1 + εri(u))u, u ∈ S2} and Γ =
⋃N
i=1 Γi. If ε > 0 is small, the map X i : S2 → Γi

is a diffeomorphism with the same regularity as ri. We let ui : Γi → S2 be the inverse of
X i. The above expression can be written in the form

V =
1

2
H(x)−

N∑
h=1

∫
Γh

∂G(x, y)

∂nx
Hh(u

h(y))dy, x ∈ Γi, i = 1, . . . N (3.3)

where Hh(u
h(y)) is the restriction of H to Γh and

∂G(x, y)

∂nx
=
−(x− y)n−(x)

4π|x− y|3
+
∂γ(x, y)

∂nx
.

Proposition 3.2. Let ξi ∈ Ω, ρi > 0, ri ∈ C1+α(S2), Wi ∈ C1+α(S2), i = 1, . . . , N be
given and assume ξi 6= ξj, for i 6= j. Then, for small ε > 0, the system

V =
1

2
H(x)−

N∑
h=1

∫
Γh

∂G(x, y)

∂nx
Hh(u

h(y))dy, x ∈ Γi, i = 1, . . . , N (3.4)

has a unique solution Vi ∈ Cα(S2). Moreover,

‖Vi −
1

2
Hi +K‖

Cα(S2)
≤ ‖F‖Cα(S2) (3.5)

where

K =
1

2
ερh

∫
S2

3ri(v)− ri(·)
4π| · −v|

Hi(v)dv −
∑
h6=i

ε2ρh
2 〈ξi − ξh, ερiu〉

4π|ξi − ξh|3

∫
S2

Hh(v)dv

−
∑
h6=i

∫
S2

2ε3ρh
2rh(v)〈ξi − ξh, ερiu〉

4π|ξi − ξh|3
Hh(v)dv

+
∑
h6=i

ε2ρh
2 1

4π|ξi − ξh|3
3

〈
ερiu,

ξi − ξh
|ξi − ξh|

〉2 ∫
S2

Hh(v)dv

−
∑
h6=i

ε2ρh
2 〈ξi − ξh, ερiu〉

4π|ξi − ξh|4
∫
S2

3

〈
ερhv,

ξi − ξh
|ξi − ξh|

〉
Hh(v)dv+

N∑
h=1

ε2ρh
2

∫
S2

〈∂γ(ξi, ξh)

∂x
, ερiu〉Hh(v)dv

+
N∑
h=1

ε2ρ2
h

∫
S2

〈
∂γ(ξi, ξh)

∂x
, ερiu

〉〈
∂γ(ξi, ξh)

∂y
, ερhv

〉
Hh(v)dv
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+
N∑
h=1

ε2ρ2
h

∫
S2

〈
∂γ(ξi, ξh)

∂x
, ερiu

〉2

Hh(v)dv

and ‖F‖Cα(S2) includes precise estimates for higher order terms

‖F‖Cα(S2) = ε2ρh
2OC1+α(S2)

(
ε2‖rh‖2

C1+α(S2)

|ξi − ξh|3
+
ε2‖rh‖2

C1+α(S2)

|ξi − ξh|4

+
ε2‖rh‖C1+α(S2)

|ξi − ξh|4
(ρi + ρh) + ε2

(
ρ2
i + ρ2

h

|ξi − ξh|5
+
ρi‖ri‖C1+α(S2) + ρh‖rh‖C1+α(S2)

|ξi − ξh|4

)

+ε2ρh
2OC1+α(S2)(ε

3ρi
3 ∂

∂x

∂γ(ξi, ξh)

∂x
+ ε‖rh‖C1+α(S2)

∂

∂x

∂γ(ξi, ξh)

∂x
)

)
‖Hh‖Cα(S2).

Proof. We are interested in solving equation (3.4). We have,∫
Γh

∂G(x, y)

∂nx
Hh(u

h(y))dy =

∫
Γh

−(x− y)n−(x)

4π|x− y|3
Hh(u

h(y))dy +

∫
Γh

∂γ(x, y)

∂nx
Hh(u

h(y))dy.

(3.6)
Step A

We consider the case h = i, x ∈ Γi and we are interested in the analysis of the two
integrals on the right hand side of Eq. (3.6).
a) We start our analysis with the study of the first of the two integrals.
Let Ωh = {z/z = λu, 0 ≤ λ < 1 + εrh(u), u ∈ S2} and we consider the function
U i : Ωi → IR defined by

U i(z) :=

∫
Γi

− 1

4π

(ξi + ερiz − y)z(x)

|ξi + ερiz − y|3
Hi(u

i(y))dy

= ε2ρi
2

∫
∂Ωi

− 1

4π

ερi(z − z′)z(x)

ε3ρi3|z − z′|3
Hi(u

i(ξi + ερiz
′))dz′

=

∫
∂Ωi

− 1

4π

1

|z − z′|
Hi(u

i(ξi + ερiz
′))dz′. (3.7)

Therefore by theorem 2.I pg. 307 in [15] applied to the derivatives of U i, since ri ∈
C1+α(S2), ∂Ωi is a surface of class C1+α(S2), U i can be extended as a C1+α function to

the closure Ωi of Ωi, with the following estimate

‖U i(·)‖C1+α(Ω̄i) ≤ ερiC‖Hi

(
ui (ξi + ερi·)

)
‖Cα(∂Ωi) (3.8)

10



where C is O
(
1 + ε‖ri‖C1+α(S2)

)
and can be considered as a constant independent of r

under the standing assumption ‖ri‖C1+α(S2) <
δ

ε
. The map ∂Ωi 3 z → ui(ξi + ερiz) ∈ S2

is a C1+α diffeomorphism and

‖ui (ξi + ερi ·) ‖C1+α(∂Ωi) < Const
(
1 + ε‖ri‖C1+α(S2)

)
< C

and a similar statement holds true for the inverse map u→ z. It follows that

‖Hi

(
ui (ξi + ερi·)

)
‖Cα(∂Ωi) ≤ C‖Hi‖Cα(S2). (3.9)

From (3.7) and the discussion after it and in particular from (3.8) and (3.9) we have a map
Hi ∈ Cα(S2) → U i|∂Ωi ∈ C1+α(S2). From this and the properties of the diffeomorphism

u→ z(u) :=
X i(u)− ξi

ερi
discussed above we can define a map I i1 : Cα(S2)→ C1+α(S2) by

setting (
I i1Hi

)
(u) = U i

(
X i(u)− ξi

ερi

)
, (3.10)

and that

‖I i1Hi‖C1+α(S2) ≤ C‖Hi‖Cα(S2). (3.11)

Besides this estimate we also need to compute the main term in I i1Hi. From (3.7) and

dz′ =
(

1 + 2εri + OCα(S2)

(
ε2 ‖ri‖2

C1+α(S2)

))
du (3.12)

it follows that

(
I i1Hi

)
(u) = −

∫
S2

1 + 2εri(v) + OCα(S2)

(
ε2 ‖ri‖2

C1+α(S2)

)
(v)

4π
∣∣∣Xi(u)−Xi(v)

ερi

∣∣∣ Hi(v) dv (3.13)

= −
∫
S2

1

4π|u− v|
Hi(v) dv − ε

∫
S2

2ri(v)Hi(v)

4π|u− v|
dv

−ε2
∫
S2

OCα(S2)

(
‖ri‖2

C1+α(S2)

)
(v)Hi(v)

4π|u− v|
dv

−ε
∫
S2

1

4π|u− v|

 |u− v| −
∣∣∣Xi(u)−Xi(v)

ε ρi

∣∣∣
ε
∣∣∣Xi(u)−Xi(v)

ερi

∣∣∣


(
1 + 2εri(v) +OCα(S2)

(
ε2 ‖ri‖2

C1+α(S2)

)
(v)
)
Hi(v) dv.
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By the result in [15] quoted above, I i1Hi as well as the first 3 integrals on the right hand
side of (3.13) are C1+α(S2) functions. Therefore also the last integral on the right hand
side of (3.13) belongs to C1+α(S2). Let ε (=Hi) (u) be this last integral. We have

(=Hi) (u) (3.14)

=

∫
S2

1

4π|u− v|

(
|u− v| − |u− v + ε (ri(u)u− ri(v)v)|

ε |u− v + ε (ri(u)u− ri(v)v)|

)
Hi(v) dv

+

∫
S2

1

4π|u− v|

(
|u− v| − |u− v + ε (ri(u)u− ri(v)v)|

ε |u− v + ε (ri(u)u− ri(v)v)|

)
OCα(S2)

(
ε ‖ri‖C1+α(S2)

)
(v)Hi(v) dv

=: (=1Hi) (u) + (=2Hi) (u).

From (3.14) it follows that

‖ (=2Hi) ‖C1+α(S2) ≤ Cε ‖ri‖2
Cα(S2)‖Hi‖Cα(S2) (3.15)

where we have used the fact that

|u− v| − |u− v + ε (ri(u)u− ri(v)v)| (3.16)

= −ε〈ri(u)u− ri(v)v, u− v〉
|u− v|

+ ε2O
(
|ri(u)u− ri(v)v|2

)
.

For |u| = |v| = 1 we have

〈ri(u)u− ri(v)v, u− v〉 =
1

2
(ri(u) + ri(v)) |u− v|2, (3.17)

and so (3.17) implies

=1Hi = −1

2

∫
S2

ri(·) + ri(v)

4π| · −v|
Hi(v) dv (3.18)

+εOC1+α(S2)

(
‖ri‖2

C1+α(S2)‖Hi‖Cα(S2)

)
.

b) We now turn to the analysis of the second integral on the right hand side of (3.6) for
the case x ∈ Γi, h = i. We have,∫

Γi

∂γ(X i(u), y)

∂nx
Hi(u

i(y))dy = ε2ρi
2

∫
∂Ωi

∂γ(X i(u), y)

∂x
n−(X i(u))Hi(u

i(y))dy

= ε2ρi
2

∫
∂Ωi

∂γ(X i(u), ξi + ερiz
′)

∂x
n−(ξi + ερiz)Hi(u

i(ξi + ερiz
′))dz′ =: ε2ρi

2(I i2Hi)(u).

(3.19)
12



By taking into account (3.12) and the fact that z(u) := (X i(u)− ξi)/ερi, (I i2Hi)(u) takes
the form

(I i2Hi)(u) =

∫
S2

∂γ(X i(u), X i(v))

∂x
n−(X i(u))(1+2εri(v)+OCα(S2)

(
ε2 ‖ri‖2

C1+α(S2)

)
(v))Hi(v)dv

=

∫
S2

〈∂γ(ξi, ξi)

∂x
, ερiu〉Hi(v)dv +

∫
S2

〈∂γ(ξi, ξi)

∂x
, ερiu〉〈

∂γ(ξi, ξi)

∂y
, ερiv〉Hi(v)dv

+

∫
S2

〈∂γ(ξi, ξi)

∂x
, ερiu〉

2

Hi(v)dv +
1

2

∫
S2

〈∂γ(ξi, ξi)

∂x
, ερiu〉

3

Hi(v)dv

+

∫
S2

〈∂γ(ξi, ξi)

∂x
, ερiu〉

2

〈∂γ(ξi, ξi)

∂y
, ερiv〉Hi(v)dv+

1

2

∫
S2

〈∂γ(ξi, ξi)

∂y
, ερiv〉

2

〈∂γ(ξi, ξi)

∂x
, ερiu〉Hi(v)dv

+OC1+α(S2)(ε
3ρi

3∂γ(ξi, ξi)

∂x
+ ε‖ri‖C1+α(S2)

∂γ(ξi, ξi)

∂x
)‖Hi‖Cα(S2). (3.20)

From the above analysis and in particular from Eqs. (3.13), (3.15), (3.18) and (3.20)∫
Γi

∂G(x, y)

∂nx
Hi(u

i(y))dy =

∫
S2

1

4π|u− v|
Hi(v)dv + ερi(I

iiHi)(u) (3.21)

where I ii is a linear operator that satisfies

‖I iiHi‖C1+α(S2) ≤ C‖Hi‖Cα(S2). (3.22)

Step B

We now consider the case x ∈ Γi, h 6= i in Eq. (3.6). For h 6= i and x = X i(u) both
integrals on the right hand side of (3.6) have, as functions of u ∈ S2, the same smoothness
as X i. We will analyze how the C1+α(S2) norm of these functions depends on ε, ρ, r. We
can write∫

Γh

∂

∂nx

(
1

4π|X i(u)− y|

)
Hh(u

h(y))dy = −
∫

Γh

〈X i(u)− y, n−(x)〉
4π|X i(u)− y|4

|X i(u)−y|Hh(u
h(y))dy

= −ε2ρh2

∫
S2

〈X i(u)−Xh(v), n−(X i(u))〉
4π|X i(u)−Xh(v)|4

|X i(u)−Xh(v)|

·(1 + 2εrh(v) + OCα(S2)

(
ε2 ‖rh‖2

C1+α(S2)

)
(v))Hh(v)dv

= −ε2ρh2

∫
S2

[
〈ξi − ξh, ερiu〉
4π|ξi − ξh|3

+
〈ερiu− ερhv, ερiu〉

4π|ξi − ξh|3

](
1− 3

〈
ξi − ξh
|ξi − ξh|2

, ερiu− ερhv
〉)

·(1 + 2εrh(v) + OCα(S2)

(
ε2 ‖rh‖2

C1+α(S2)

)
(v))Hh(v)dv

13



= −ε2ρh2 〈ξi − ξh, ερiu〉
4π|ξi − ξh|3

∫
S2

(1 + 2εrh(v) + OCα(S2)

(
ε2 ‖rh‖2

C1+α(S2)

)
(v))Hh(v)dv

+ε2ρh
2 〈ξi − ξh, ερiu〉

4π|ξi − ξh|3

∫
S2

3

〈
ξi − ξh
|ξi − ξh|2

, ερiu− ερhv
〉

·(1 + 2εrh(v) + OCα(S2)

(
ε2 ‖rh‖2

C1+α(S2)

)
(v))Hh(v)dv

−ε2ρh2

∫
S2

〈ερiu− ερhv, ερiu〉
4π|ξi − ξh|3

(1 + 2εrh(v) + OCα(S2)

(
ε2 ‖rh‖2

C1+α(S2)

)
(v))Hh(v)dv

+ε2ρh
2

∫
S2

〈ερiu− ερhv, ερiu〉
4π|ξi − ξh|3

· 3
〈

ξi − ξh
|ξi − ξh|2

, ερiu− ερhv
〉

·(1 + 2εrh(v) + OCα(S2)

(
ε2 ‖rh‖2

C1+α(S2)

)
(v))Hh(v)dv

= −ε2ρh2 〈ξi − ξh, ερiu〉
4π|ξi − ξh|3

∫
S2

Hh(v)dv −
∫
S2

2ε3ρh
2rh(v)〈ξi − ξh, ερiu〉

4π|ξi − ξh|3
Hh(v)dv

+
ε2ρh

2

4π|ξi − ξh|3
3

〈
ερiu,

ξi − ξh
|ξi − ξh|

〉2 ∫
S2

Hh(v)dv−ε
2ρh

2〈ξi − ξh, ερiu〉
4π|ξi − ξh|4

∫
S2

3

〈
ερhv,

ξi − ξh
|ξi − ξh|

〉
Hh(v)dv

+
2ε2ρh

2〈ξi − ξh, ερiu〉
4π|ξi − ξh|3

∫
S2

3

〈
ερiu− ερhv,

ξi − ξh
|ξi − ξh|

〉
εrhHh(v)dv

− ε2ρh
2

4π|ξi − ξh|3
∫
S2

〈ερiu− ερhv, ερiu〉Hh(v)dv

− 2ε2ρ2
h

4π|ξi − ξh|3
∫
S2

〈ερiu−ερhv, ερiu〉·εrhHh(v)dv+ε2ρh
2OC1+α(S2)

(
ε2‖rh‖2

C1+α(S2)

|ξi − ξh|3
+
ε2‖rh‖2

C1+α(S2)

|ξi − ξh|4

+
ε2‖rh‖C1+α(S2)

|ξi − ξh|4
(ρi+ρh)+ ε2

(
ρ2
i + ρ2

h

|ξi − ξh|5
+
ρi‖ri‖C1+α(S2) + ρh‖rh‖C1+α(S2)

|ξi − ξh|4

))
‖Hh‖Cα(S2).

(3.23)
For the other integral on the right hand side of Eq. (3.6) we have∫

Γh

∂γ(X i(u), y)

∂nx
Hh(u

h(y))dy = ε2ρh
2

∫
∂Ωh

∂γ(X i(u), y)

∂x
n−(X i(u))Hh(u

h(y))dy

= ε2ρh
2

∫
S2

∂γ(X i(u), Xh(v))

∂x
n−(X i(u))(1+2εrh(v)+OCα(S2)

(
ε2 ‖rh‖2

C1+α(S2)

)
(v))Hh(v)dv

= ε2ρh
2

∫
S2

〈∂γ(ξi, ξh)

∂x
, ερiu〉Hh(v)dv+ ε2ρh

2

∫
S2

〈∂γ(ξi, ξh)

∂x
, ερiu〉〈

∂γ(ξi, ξh)

∂y
, ερhv〉Hh(v)dv
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+ε2ρh
2

∫
S2

〈∂γ(ξi, ξh)

∂x
, ερiu〉

2

Hh(v)dv+
1

2
ε2ρh

2

∫
S2

〈∂γ(ξi, ξh)

∂y
, ερhv〉

2

〈∂γ(ξi, ξh)

∂x
, ερiu〉Hh(v)dv

+ε2ρh
2

∫
S2

〈∂γ(ξi, ξh)

∂x
, ερiu〉

2

〈∂γ(ξi, ξh)

∂y
, ερhv〉Hh(v)dv+

1

2
ε2ρh

2

∫
S2

〈∂γ(ξi, ξh)

∂x
, ερiu〉

3

Hh(v)dv

+ε2ρh
2OC1+α(S2)(ε

3ρi
3∂γ(ξi, ξh)

∂x
+ ε‖rh‖C1+α(S2)

∂γ(ξi, ξh)

∂x
)‖Hh‖Cα(S2). (3.24)

From Eqs. (3.23), (3.24) it follows that∫
Γh

∂G(x, y)

∂nx
Hh(u

h(y))dy = ερh(I
ihHh)(u) (3.25)

where I ih is a linear operator that satisfies

‖I ihHh‖C1+α(S2) ≤ C‖Hh‖Cα(S2). (3.26)

Under the assumption that ε‖rh‖C1+α(S2) < δ and ερh < δ, we have

Vi =
1

2
Hi −

N∑
h=1

ερhI
ihHh. (3.27)

The above system has a unique solution which can be computed by iteration and moreover
from Eqs. (3.13), (3.15), (3.18), (3.21) it follows that∥∥∥I iiHi −

1

2

∫
S2

3ri(v)− ri(·)
4π| · −v|

Hi(v)dv

−
∫
S2

〈∂γ(ξi, ξi)

∂x
, ερiu〉Hi(v)dv −

∫
S2

〈∂γ(ξi, ξi)

∂x
, ερiu〉〈

∂γ(ξi, ξi)

∂y
, ερiv〉Hi(v)dv

−
∫
S2

〈∂γ(ξi, ξi)

∂x
, ερiu〉

2

Hi(v)dv − 1

2

∫
S2

〈∂γ(ξi, ξi)

∂x
, ερiu〉

3

Hi(v)dv

−
∫
S2

〈∂γ(ξi, ξi)

∂x
, ερiu〉

2

〈∂γ(ξi, ξi)

∂y
, ερiv〉Hi(v)dv−1

2

∫
S2

〈∂γ(ξi, ξi)

∂y
, ερiv〉

2

〈∂γ(ξi, ξi)

∂x
, ερiu〉Hi(v)dv

∥∥∥
= OC1+α(S2)(ε

3ρi
3∂γ(ξi, ξi)

∂x
+ ε‖ri‖C1+α(S2)

∂γ(ξi, ξi)

∂x
)‖Hi‖Cα(S2) (3.28)

and Eqs. (3.23), (3.24), (3.25) imply that∥∥∥I ihHh +
ερh〈ξi − ξh, ερiu〉

4π|ξi − ξh|3

∫
S2

Hh(v)dv +

∫
S2

2ε2ρhrh(v)〈ξi − ξh, ερiu〉
4π|ξi − ξh|3

Hh(v)dv

− ερh

4π|ξi − ξh|3
3

〈
ερiu,

ξi − ξh
|ξi − ξh|

〉2 ∫
S2

Hh(v)dv+
ερh〈ξi − ξh, ερiu〉

4π|ξi − ξh|4
∫
S2

3

〈
ερhv,

ξi − ξh
|ξi − ξh|

〉
Hh(v)dv
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−2ερh〈ξi − ξh, ερiu〉
4π|ξi − ξh|3

∫
S2

3

〈
ερiu− ερhv,

ξi − ξh
|ξi − ξh|

〉
εrhHh(v)dv

+
ερh

4π|ξi − ξh|3
∫
S2

〈ερiu−ερhv, ερiu〉Hh(v)dv+
2ερh

4π|ξi − ξh|3
∫
S2

〈ερiu−ερhv, ερiu〉·εrhHh(v)dv

−ερh
∫
S2

〈∂γ(ξi, ξh)

∂x
, ερiu〉Hh(v)dv − ερh

∫
S2

〈∂γ(ξi, ξh)

∂x
, ερiu〉〈

∂γ(ξi, ξh)

∂y
, ερhv〉Hh(v)dv

−ερh
∫
S2

〈∂γ(ξi, ξh)

∂x
, ερiu〉

2

Hh(v)dv−1

2
ερh

∫
S2

〈∂γ(ξi, ξh)

∂y
, ερhv〉

2

〈∂γ(ξi, ξh)

∂x
, ερiu〉Hh(v)dv

−ερh
∫
S2

〈∂γ(ξi, ξh)

∂x
, ερiu〉

2

〈∂γ(ξi, ξh)

∂y
, ερhv〉Hh(v)dv−1

2
ερh

∫
S2

〈∂γ(ξi, ξh)

∂x
, ερiu〉

3

Hh(v)dv

∥∥∥∥∥
= ερhOC1+α(S2)

(
ε2‖rh‖2

C1+α(S2)

|ξi − ξh|3
+
ε2‖rh‖2

C1+α(S2)

|ξi − ξh|4

+
ε2‖rh‖C1+α(S2)

|ξi − ξh|4
(ρi + ρh) + ε2

(
ρ2
i + ρ2

h

|ξi − ξh|5
+
ρi‖ri‖C1+α(S2) + ρh‖rh‖C1+α(S2)

|ξi − ξh|4

))
‖Hh‖Cα(S2)

+ε2ρh
2OC1+α(S2)(ε

3ρi
3∂γ(ξi, ξh)

∂x
+ ε‖rh‖C1+α(S2)

∂γ(ξi, ξh)

∂x
)‖Hh‖Cα(S2). (3.29)

Inserting the expressions of I iiHi, I
ihHh into Eq. (3.27) we conclude to Eq. (3.5). �

We are going to show next that the integral equation (3.2) is equivalent to a system
of evolution equations in terms of ρ = (ρ1, . . . , ρN), r = (r1, . . . , rN) and ξ = (ξ1, . . . , ξN)
with N +N + 3N unknowns. We first provide the following proposition

Proposition 3.3. Equation (3.5) implies

Vi =
ε

ερi
Lri +

∑
h6=i

ερh〈ξi − ξh, ερiu〉
4π|ξi − ξh|3

−
∑
h6=i

ερhερi
1

4π|ξi − ξh|3
3

〈
u,

ξi − ξh
|ξi − ξh|

〉2

+
∑
h6=i

ε2ρh
2 〈ξi − ξh, ερiu〉

4π|ξi − ξh|2
∫
S2

3

〈
v,

ξi − ξh
|ξi − ξh|

〉
dv − ερh

∫
S2

〈∂γ(ξi, ξh)

∂x
, ερiu〉dv

+
1

ερi
OC1+α(S2)(ε

2‖ri‖2
C1+α(S2) + ε‖ri‖C1+α(S2) +

ερh
|ξi − ξh|4

ε‖ri‖C1+α(S2) + ε2ρ2
h

∂

∂x

∂γ(ξi, ξh)

∂x
).

(3.30)
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Proof. By utilizing the expression for H given in Proposition 2.1 that is

H|Γi =
1

ερi
(1− εLri +B)

and as long as L is a second order operator satisfying the estimates

‖
∫
S2

3
2
ri(v)− 1

2
ri(·)

4π| · −v|
εLri(v)dv‖

Cα(S2)

≤ C‖ri‖2
C3+α(S2)

‖εLri(v)dv‖Cα(S2) ≤ C‖ri‖2
C3+α(S2).

Then equation (3.30) follows from (3.5). �

Proposition 3.4. There is ε̄ > 0 such that for 0 < ε < ε̄ the integral equation (3.2) is
equivalent to the following system of evolution equations

ε
dρi
dt

= fρi (ρ, ξ, r)

dri
dt

=
1

ε2ρi2
Lri + f ri (ρ, ξ, r)

dξi
dt

=
∑
h6=i

ε2ρhρi
ξi − ξh
|ξi − ξh|3

−
N∑
h=1

4περhερi
∂γ(ξi, ξh)

∂x
+ f ξi (ρ, ξ, r)

(3.31)

where fρi (ρ, ξ, r), f ri (ρ, ξ, r), f ξi (ρ, ξ, r) are smooth functions of ρ = (ρ1, . . . , ρN), ξ =
(ξ1, . . . , ξN) and r = (r1, . . . , rN), r ∈ C3+α(S2) satisfying the following estimates:

fρi (ρ, ξ, r) = OC1+α(S2)

(
ερh

|ξi − ξh|
+

ερh
|ξi − ξh|

ε‖rh‖C1+α(S2)

)

+
1

ερi
OC1+α(S2)(ε

2‖ri‖2
C1+α(S2))

f ri (ρ, ξ, r) =
1

ερi
OC1+α(S2)

(
ε2‖ri‖2

C1+α(S2) +
ερh

|ξi − ξh|

)

f ξi (ρ, ξ, r) = OC1+α(S2)

(
ε2‖rh‖C1+α(S2)+

ε2‖rh‖2
C1+α(S2)

|ξi − ξh|3
+
ε2ρi‖ri‖C1+α(S2) + ε2ρh‖rh‖C1+α(S2)

|ξi − ξh|4

+ε3ρ3
h

∂

∂x

∂γ(ξi, ξh)

∂x

)
.
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Proof. Eqs. (3.31) are obtained from Proposition 3.1 when one identifies Z with the
right hand side of Eqs. (3.30). Moreover, we note that under the standing assumption

ε‖ri‖C1+α(S2) < δ, the expression ε‖ri‖C1+α(S2)

3∑
h=1

|〈Z,wh〉L2(S2)| is estimated by the right

hand side of Eqs. (3.30). We refer to [3] for further details. �

4. The ρ, r, ξ estimates

In this section, we prove that r is bounded by analyzing the following system

ε
dρi
dt

= fρi (ρ, ξ, r)

dri
dt

=
1

ε2ρi2
Lri + f ri (ρ, ξ, r)

dξi
dt

=
∑
h6=i

ε2ρhρi
ξi − ξh
|ξi − ξh|3

−
N∑
h=1

4περhερi
∂γ(ξi, ξh)

∂x
+ f ξi (ρ, ξ, r)

(4.1)

with initial data ρi(0), ri(0), ξi(0). To obtain this bound on r we use a suitable functional-
analytic setting for the evolutionary equation for r in (3.31). We will use the optimal
regularity theory of Da Prato and Grisvard [17], [8] which provides the appropriate semi-
group setting and makes available the variation of constants formula.

Let hk+α be the ”little Hölder” space defined as the completion of the set of C∞ functions
with respect to Ck+α norm. It is known that the operator L has the optimal regularity
property with respect to the pair E0 = hα(S2), E1 = h2+α(S2), [12] and it holds that the
operator L is the generator of an analytic semigroup while the following estimate holds
true:

sup
[0,t̄]

‖
∫ t

0

eL(t−ϑ)g(ϑ)dϑ‖E1 ≤ ct̄ sup
t∈[0,t̄]

‖g(t)‖E0 (4.2)

with g : [0, t̄]→ E0 is continuous function.
In order to utilize the above estimate, we need estimates of the type

‖f ri (ρ, ξ, r)‖E0
≤ C‖r‖E1

, i = 1, . . . , N.

For obtaining such Hölder estimates, we use Th.2I in [15]. That theorem covers a class of
operators

U(x) =

∫
∂Ω

E(y − x)f(y)dy

with E modelled after ∂
∂xi

( 1
|x−y|) and provides estimates of the type

‖U(·)‖C1+α(Ω) ≤ ‖f(·)‖Cα(∂Ω).
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Lemma 4.1. There exist constants µ > 0,M > 0, β ∈ (0, 1) such that the semigroup
generated by L in E1 satisfies

‖eLsϕ‖C2+α ≤Me−µs‖ϕ‖C2+α(S2), ϕ ∈ E1 (4.3)

‖eLsϕ‖C2+α(S2) ≤
M

sβ
e−µs‖ϕ‖C2+α(S2), ϕ ∈ h1+α(S2) ∩ E0, β =

1

3
. (4.4)

Moreover if ϕ : (0, s̄]→ E0 is continuous

sup
0<s≤s̄

∥∥∥∥∫ s

0

eL(s−σ)ϕ(σ) ds

∥∥∥∥
C2+α(S2)

≤ C̄ sup
0<s≤s̄

‖ϕ(s)‖Cα(S2), (4.5)

where C̄ > 0 is a constant independent of s̄.

Proof. Estimates (4.3)-(4.5) are well known consequences of the fact that L generates
an analytic semigroup on E1, and of basic interpolation properties of the “little”Hölder
spaces. Estimate (4.4) states that L belongs to M1(E0, E1). We note that generally for
an operator in M1(E0, E1) the inequality (4.5) holds with C̄ replaced by a Cs̄ which grows
with s̄. In our special case we can take a C̄ independent of s̄ because the spectrum of L
is bounded above by a negative number. �

In the following we assume, as we can, that the constant M in Lemma (4.1) satisfies
M > 1 .

In terms of simplicity in what follows we define

si :=

∫ t

0

dt′

ε2ρ2
i (t)

, i = 1, . . . , N.

So, after this transformation Eqs. (3.31) take the form

dρi
dsi

= gρi (ρ, ξ, r)

dri
dsi

= Lri + εgri (ρ, ξ, r)

dξi
dsi

= ε2ρ2
i

[∑
h6=i

ε2ρhρi
ξi − ξh
|ξi − ξh|3

−
N∑
h=1

4περhερi
∂γ(ξi, ξh)

∂x

]
+ gξi (ρ, ξ, r)

(4.6)

where

gρi (ρ, ξ, r) = ερ2
i f

ρ
i (ρ, ξ, r), gri (ρ, ξ, r) = ερ2

i f
r
i (ρ, ξ, r), gξi (ρ, ξ, r) = ε2ρ2

i f
ξ
i (ρ, ξ, r).

Proposition 4.2. Assume N ≥ 2. Then there exists ε̄ > 0 and ζ > 0, independent of ε
such that, for ε ∈ (0, ε̄) the following inequality holds true

‖ri(t)‖C2+α(S2) < ζ.
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Proof. We need to obtain estimates on r for rt = Lr + f(r(t)).
It is known that if r is a solution of rt = Lr + f(r(t)) then r satisfies the ”variation of
constants formula”

r(t) = e−Ltr(0) +

∫ t

0

e−L(t−s)f(r(s))ds.

Let ζ > 0 any number that satisfies

‖ri(0)‖C2+α(S2) < ζ, i = 1, . . . , N.

Then from Eq. (4.4) it follows that

sup
0<s≤si

‖
∫ s

0

eL(s−σ)εgri ds‖
C2+α(S2)

≤ εC1ζ sup
0<s≤si

‖ri(t(s))‖
C2+α(S2)

(4.7)

where C1 a suitably chosen constant.
From the variation of constants formula applied to Eq. (4.6)2, it follows via Eq. (4.7) and
Eq. (4.3) that

sup
0<s≤si

‖ri(t(s))‖C2+α(S2) ≤M‖ri(0)‖C2+α(S2) + εC1(1 + ζ) + εC1ζ sup
0<s≤si

‖ri(t(s))‖C2+α(S2).

(4.8)
If we set

zi = sup
0<s≤si

‖ri(t(s))‖C2+α(S2), zi(0) = ‖ri(0)‖C2+α(S2),

the above equation takes the form

zi ≤Mzi(0) + εC1(1 + ζ) + εC1ζzi. (4.9)

We make a specific choice for ζ

ζ = 8M(2M)k̄ max
i
‖ri(0)‖C2+α(S2) + 1 (4.10)

and we assume ε̄ > 0 so small such that for ε ∈ (0, ε̄)

2εC1ζ <
1

4
(4.11)

2εC1

k̄−1∑
k=0

(2M)k <
1

8M
. (4.12)

From Eqs. (4.9), (4.11) it follows that

zi < 2Mzi(0) + 2εC1(1 + ζ)

equivalently

zi < (2M)2zi(0) + 2εC1(1 + ζ)(2M + 1)
20



and by iterating this procedure we get

zi < (2M)kzi(0) + 2εC1(1 + ζ)
k−1∑
h=0

(2M)h

≤ (2M)k̄ max
i
‖ri(0)‖C2+α(S2) + 2εC1

k̄−1∑
h=0

(2M)h + 2εC1

k̄−1∑
h=0

(2M)ζ

≤ (2M)k̄ max
i
‖ri(0)‖C2+α(S2) +

1

8M
+

ζ

8M
<

ζ

4M

where the definition of ζ has been utilized. So,

zi(si) <
ζ

4M
< ζ, i = 1, . . . , N

which implies that ‖ri(t)‖C2+α(S2) < ζ.

The proof of the proposition is now complete.
�
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