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ABSTRACT. Gierer-Meinhardt system is a mathematical model to describe bi-
ological pattern formation due to activator and inhibitor. Turing pattern is
expected in the presense of local self-enhancement and long-range inhibition.
The long-time behavior of the solution, however, has not yet been clarified
mathematically. In this paper, we study the case when its ODE part takes
periodic-in-time solutions, that is, 7 = % Under some additional assump-
tions on parameters, we show that the solution exists global-in-time and ab-
sorbed into one of these ODE orbits. Thus spatial patterns eventually dis-
appear if those parameters are in a region without local self-enhancement or
long-range inhibition.

1. Introduction. Several models in mathematical biology take the form of a reaction-
diffusion system

up = 2 Au+ f(u,v)

T = DAv + g(u,v) in  x (0,7T) (1)
with 5 5
u v
52520 OnaQX(O,T) (2)

where €, 7, and D are positive constants, 2 is a bounded domain in R" with
smooth boundary 0f2, and v is the outer unit normal vector. One of them is the
Gierer-Meinhardt system in morphogenesis [2] which is the case of
uP u”
Fluv) = —ut o gluw) = vt 3)
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with
p>1, ¢qr>0s>-—1. (4)

It is concerned with pattern formations of spatial tissue structures of hydra, where
u = u(z,t) > 0 and v = v(z,t) > 0 stand for the activator and inhibitor, respec-
tively. Fundamental ideas of this model are from Turing [17], that is, instability of
constant stationary solutions is driven by diffusion terms (see also Murray [13]).

Mathematical study on Gierer-Meinhardt system, the reaction - diffusion system
(1)-(2) with the nonlinearity (3)-(4), has been done in details. “Turing pattern” is
observed as spiky stable stationary solutions [15, 6] in the case of

0<exkl, D>1, 0<7K1, (5)

and
-1
b < 4 .
T s+1
See also Wei [18] and the references therein for later studies.
Condition (6) takes the following roles in the ODE system
du uP dv u”
E——Uﬂ‘qu, Ta——v‘f‘ﬁ. (7)
First, if (6) is the case, the ODE orbits near the equilibrium (u,v) = (1,1) are
cyclic. Next, in the case of

(6)

s+1
e (8)

the constant solution (u,v) = (1,1) is stable as a steady state of (7) because the
linearized equation takes the form

d{y \_(pr-1 —q y
dt \ 7z r —(s+1) z
and the real parts of all the eigenvalues of the matrix
_(pr—1 —q
A= ( it —(s+1)/7 )
are negative if and only if (8) is satisfied. Finally, if 7 = 0 the ODE system (7) is
reduced to the single equation

0<7T<

du qr
& _ ¥ —p_ ]
dt utuh, Y=p s+1
Then condition (6) implies 0 < v < 1 and hence global-in-time existence of the
solution of this reduced system.

In spite of such a stable profile of the stationary solution (u,v) = (1,1) in ODE,
it becomes unstable as a steady state of

2 u?
u = e“Au—u+ —
v4

T

TvtzDAv—v+Z—s in Q x (0,7) (9)

with
ou Ov

=5 =0 on 09 x (0,7) (10)
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if its linearized part

g w [ EA+p-—1 —q w
ot \ Tz | r DA — (s+1) z
in Qx (0,7) (11)
with 5 9
w z
5:510 on 8QX(O,T) (12)
is unstable. This property arises if

(s)=(et el () w

has a positive eigenvalue A, where p is a positive eigenvalue of —A with 6%~ =0on
09). In fact, since
qr

uD+ (s+1)+7A
the instability A = A(e, D, 7) > 0 occurs for D > 1 and 0 < ¢ < 1. Condition (6),
on the other hand, implies A(e, D, 7) < 0 for 0 < D < 1 and 0 < 7 < 1. Thus, the
instability of (u,v) = (1,1) as a stationary state of (9) with (10) arises if and only
if D > 1, provided that (6) and 0 < e,7 < 1 are the cases.

Henceforth we assume (6). Unique existence of the regular solution local-in-time
to (9) with (10) is standard, for given smooth initial values

ul,_g = uo(z) >0, v|,_y=vo(z)>0  on. (14)
Its global-in-time existence was studied by Masuda-Takahashi [12], and recently,
Jiang [7] has established this property for

1
pT <1 (15)

A=—pe® +(p-1)

Condition (15) is almost optimal, regarding the work of Ni-Suzuki-Takagi [14] con-
cerning the ODE system (7). Namely, according to their classification of orbits,
there is fintie time blowup in (7) for
p—1
r
One of other mathematical results on the Gierer-Meinhardt system (9) is the
existence and non-existence of the global-in-time solution to the shadow system

> 1.

9 u? .
ut:eAu—u+£—q in Qx (0,7T)
%:O on 90 x (0,T)
d¢ 1 u” .
T = 4 — —dx in (0,7
@~ e 01

done by Li-Ni [11]. Yanagida [19, 20], on the other hand, formulated (9) as a
skew-gradient system

ru; = re? Au + H,(u,v)

Tqus = ¢DAv — Hy(u,v) in Q x (0,7)
with

ou  Ov
5—5—0 OnaQX(O7T)
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in the case of
ptl=r q+l=s,
using
r q o u”
H =——ul+ 2 —.
(u,v) 5 U + 5 + o

Consequently, any non-degenerate mini-maximizer of
2 D
E(u,v) = / %\Vu\Q - %|Vv|2 — H(u,v) dx
Q

is linearly stable by general theory.
The asymptotic behavior of the solution as ¢ T +oco of the Gierer-Meinhardt
system, however, has been studied mostly for the system with supplementary terms

2 u?
U = € Au—u—i——q—i—ol
v

s
Tvt:DAv—v—i—u——i—aQ in Qx(0,7)
/US

with 5 5
U v
52520 OnaQX(O,T)
where 0; = o;(x) > 0, i = 1,2, are smooth functions satisfying o1 + o2 > 0 (see
[12, 7]). Technical difficulties to this problem lie on the uniform esitmate of v > 0
from below, and to our knowledge the present paper is the first challenge for the
case without supplementary terms.

Our result, however, is restrited to the special case

s+1
= 16
p (16)
where the ODE part takes the first integral (see [14])
hans p—1 s+1
H = e TR 17
(u,v) u”*1+r—p+1u s+1—qv (17)
Thus, any solution (u,v) = (u(t),v(t)) to (7) with u(t),v(t) > 0 satisfies
d
4 H (), v) = 0
If )
p—- q
<1< 18
ro T T s+1’ (18)

furthermore, all the level curves of H are closed in uv plane with u,v > 0. Con-
sequently, any solution (u,v) = (u(t),v(t)) to (7) is time-periodic with a period
determined by the first integral (or energy) H = H(u(t),v(t)), which is constant in
t.

Actually, periodic orbits to (7) arise if and only if (16) and (18) are the cases,
according to the classification of the ODE orbits done by [14]. Our result is now
stated as follows.

Theorem 1.1. Let
di =¢%, dy=7"1D, (19)
and assume
Wids _ [(s+Dp—1)
di+do sp

, s§>0. (20)
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Assume, furthermore, (16), that is,

s+

=1

and » 7
—<1l< . 21
r s+1 (21)

Then, given a solution (u,v) = (u(-,t),v(-,t)) to the Gierer-Meinhardt system (9)
with (10), we have an ODE orbit O C R? to (7) such that

t%l_{n distez ((u(-,t),v(-,t)),0) = 0. (22)
Furthermore, if this O is not composed of a single point there is £ > 0 such that
Jim (1t 46, 0(,t+6) = (ul( 1), v(- 1))l = 0. (23)

The proof is based on the theory of dynamical systems. We introduce a Lyapunov
function which has not been known so far. This Lyapunov function is valid only
in the case of (20) and (21). In spite of these additional restrictions, parameters
(p,q,r,s) satisfying all the requirements of Theorem 1.1 exist.

Actually, the set of the values of the left-hand of (20) is equal to [0,1) as d;,
i = 1,2, varies. Hence inequality (20) requires

-1
P <, (24)
S

which, however, is consistent to (21). The extremal value 1 of the left-hand side of
(20) is achieved if and only if d; = dy. In other words the admissible parameter
region of (p, q,r, s) assumed in Theorem 1.1 is wider as two diffusion coefficients d;,
i =1,2, are closer.

Since condition (21) is included by (15) and (18), in the parameter region treated
in Theorem 1.1 any solution (u,v) = (u(-,t),v(-,t)) to (9) with (10) and (14) exists
global-in-time, any solution to its ODE part (7) is time-periodic, and any PDE
orbit O = {(u(-,t),v(-,t))}+>0 is absorbed into one of the periodic orbits of its ODE
part, denoted by O. In other words, any spatial patterns of the Gierer-Meinhardt
system eventually disappear in the parameter region (21) of (p,q,r,s) under the
assumptions of 7 = (s + 1)/(p — 1) and d; ~ dy. These assumptions are far from
(5), the local self-enhancement 0 < ¢ <« 1 and the long-range inhibition D > 1,
0 < 7 <« 1. Thus Theorem 1.1 still supports the paradigm, Turing patterns expected
under such environments [9].

Assumption (16) may look restrictive. Here we emphasize again that this is the
only case that the ODE part of (9)-(10) takes peiodic-in-time orbits. The proof
of Theorem 1.1, furthermore, implies that the stationary state to (9)-(10) must be
spatially homogeneous without this condition.

Theorem 1.2. Let

-1
B<1<L7 p
r s+1 s

and d, D > 0 be in the region
2V/dD (s+Dp—-1)

>
+1 -1 - S
sHd+ /25D p

<1 (25)

(26)
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Then any solution to

u? u” )
dAu—u+ — =0, DAv—v+—=0 inQ (27)
v4 Vs
with 5 5
u v
— == Q 2
5 = By 0 on 9 (28)

must be the constant (1,1).

Theorem 1.1 of Jiang-Ni [8] is also concerned with the uniqueness of the solution
0 (27)-(28). There, this property is established for

max{q,r} <s+1 (29)

and D/d < k with k = k(p, q,r, s) calculated explicitly. We note that this case of
[8] is a counter part of the one treated in Theorem 1.2, comparing (25) and (29).
The other uniqueness result of [8] is Theorem 1.7, which is concerned with n = 2
and % < 1. Thus any D, > 0 admits d* > 0 such that there is no non-constant
solution to (27)-(28) if D > D, and d > d*.

The same properties as in Theorems 1.1 and 1.2 are observed in the classical
prey-predator system

uy = *Au + u(a — bv)

7o = DAv 4+ v(—c + du) in Qx (0,7T) (30)
with 5 5
u v
= B =0 on 99 x (0,T), (31)

where a,b,c,d > 0 are constants (see [1, 10]), that is, the ODE part takes always
time-periodic orbits and the PDE solution is absorbed into one of them. We have,
actually, common mathematical structures between these two models. In fact, first,
any orbit of the ODE part of (30)

du dv
i u(a — bv), T = v(—c+ du) (32)

with v = u(t) > 0 and v = v(t) > 0 is time-periodic. This property follows from
the fact that system (32) takes the first integral

H(u,v) = —alogv +bv — 7 'clogu + 7 'du (33)

of which level curves are closed in uv plane, u,v > 0. Then,
H(u(-,t / H(u(z,t),v(z,t))dz (34)

casts a Lyapunov function to (30) with (31).
Although these structures are common to (7) for (16), here we use additional
technical ingredients. One is due to Masuda-Takahashi [12] estimating

o A wvldzx, a,b>0.
The other is the use of a comparison principle to v~ to derive the uniform estimate
of v =wv(x,t) > 0 from below.

In the following sections, first, we confirm that H(u,v) defined by (17) is a
Hamiltonian of an ODE system associated with (7) for (16) and then show that

H(u(-,t),v(-,t)) defined by (34) and (17) acts as a Lyapunov function to (9) with
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(10). This propery implies Theorem 1.2 immediately. The proof of Theorem 1.1 is
given in the final section.

2. Preliminaries. The parabolic strong maximum principle to (9), (10), and (14)
guarantees u(-,t) > 0 in Q x (0, +00), provided that uy Z 0 on Q. Hence we shall
treat positive solutions to (9) with (10) and to (7), mostly.

Writing (7) in the form of
wP(up +u) =07 v (v 1) =771

we introduce new variables,

u7p+l ,Uerl
g_p_17 77—8+1 (35)
Then it follows that
& = —wu™?, =0y (36)

and hence
Gt vt = (- g — {(s+ D)7
= =1 T = =T s+ D+ {(p - g}

It is not hard to formulate this system as a Hamilton system in the case of (16),
that is, p— 1 = 771(s + 1). In fact, we have

ds _ dn _ _
a - @ He (37)
using
, —1 q 1
e =o-ven+ (1) a@+ (7o) B @)
and

AQ) =7 p—1) g
B(n) = (s +1)"Fryl=w, (39)

This Hamiltonian is actually equivalent to the first integral defined by (17).
Here we assume

1
Pml 1< ¢
r s+1
and put
" 1s0, =% —1>0 (40)
a= — , = — - .
p—1 s+1

Then it follows that
HeEn=@-Dn+(s+1) ' (p—1) %a ¢
+Hs+ 1)l (41)

recalling (16).
Now we use (19) and (35). First, (36) implies

& = —diu PAu+u Pt —p7

N = dov® Av — 7 oSt 4T ym
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Then, (9) and (10) read as

& =—di(p—)EFTAE T+ H, £>0
nt:dg(s—i—l)ns%Anﬁ — He, n>0 in Q x (0,7)
and
o on

5_5—0 on 00 x (0,T),

respectively. This formulation implies
d
7 H( n)de = | He& + Hyny da
t Ja Q
= / —Hgdl(p — 1)§#A§_Pfil + HndQ(S + ].)'I]ﬁslAn%*l d{E,
Q
while

He=(p—1n—(s+1) '(p—1)7¢ "
Hy=(p—1)¢—(s+ 1)ty o1

holds by (41). Then it follows that

d P 1

o | HEnde=(p—1) | —di(p—1)nE7=T AL
Q Q

+do(s + 1)énTT ATt da
+/ di(s+ 1) p—1) TR A
Q
—dy(s+ 1) Py P ApT da.
The last two terms of the right-hand side of (42) are treated by

. ) 1 1
ETOTITAE T idr = (—a—I— ) —/ E2IVE P da
Q p—1)p—1Jq

1 1 1 1
P Apiidr = / —A2|vn|2d
/Qn YRR (B+S+1>S+1 S Ivnlde

using (10), while for the first two terms we note

p 1 1 P __DP
[nertmag e = — [ Ve Ve do
Q p—1Ja
_ 1 p -1 2
= VE-Vn + n& | VE® da
p—1Jg p—1

and
1

STApTIdr = ———— ).
/an+ N+ dx s+1/QV(§77+)n+V77dx
1

__S+1 Q

) S —1 2
VE-Vn+ & |Vn|*dz.
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Therefore, it follows that

1 4d _ : P et
p_ldt/QH(f,n)dx /le (Vf Vit o |V§|>

+dy (Vé -V + 8+815771V71|2>

T () KA

e e () LAAL R
—— [+ Ve Vr i Lo e

+ds - S%SW”IWIQ

e () KA

1
Fdo(s 1) P p— 1) (ﬂ ; ) 0 P2 V]2 de.

s+1
Here, the inequality a — p—il > 0 is equivalent to £ < 1 and the quadratic form
p 2 S 2
XY)=d-—X"+dy- —=Y di +do) XY
Q(X,Y) (v R R + (di + da)

is non-negative definite if and only if (20). We thus end up with the following

lemma.

Lemma 2.1. Under the assumptions of Theorem 1.1, it holds that
d
— | H(&n)de < — / 1| VE 2R o+ o Vi 2 d (43)
dt Jo Q

where ¢; > 0, 1 = 1,2, are constants.

Concluding this section, we note the following. First, by (35) and (40) it holds
that

[ HEmde = [ari st e g (14)
and
/‘nga/2|2+|vn75/2|2 dmz/ |VuT_§+1|2+|Vv_q+zs+l\2 de,
Q Q
where

r—p+1>0>-—-q+s+1.
Next, Lemma 2.1 implies the following proof.

Proof of Theorem 1.2. Any solution (u,v) to (27)-(28) is regarded as a stationary
solution (u,v) to (9)-(10) for e2 = d. This stationary system of (9)-(10) is indepen-
dent of 7, so that (u,v) may be regarded as a stationary solution to (9)-(10) for
T= ;f 1+ Then, the left-hand side of (43) vanishes because this (u, v) is independent
of t. Therefore, it follows that that (£,7) and hence (u, v) are spatially homogeneous
under the assumptions of Theorem 1.1. Here, condition (20) for d; = 2 = d and

dy = 77'D = ’S’;}D means (26). Thus (u,v) = (1,1) follows if (25)-(26) are the

cases. O
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3. Proof of Theorem 1.1. Henceforth, C;, ¢ = 1,2,--- |13, denote positive con-
stants independent of ¢. To clarify their dependnce on parameters, say, a,b, - -, we
sometimes write them as C;(a,b,---). Furthermore, we shall use standard semi-
group estimates (see, for instance, [4, 16] and the references in [5]).

First, we show the following lemma.

Lemma 3.1. Under the assumptions of Theorem 1.1, it holds that

[o(-,8) Moo < Ch (45)
for any t > 0.
Proof. Given ¢ > max{n/2,1}, we put a = q—ﬁ—l >0 and v = w™* > 0. Then we
obtain
(Bl < Cs (46)
by Lemma 2.1. It also holds that
w, = dyAw —dy(a+ Dw | Vw|? + a 17w — u"wTHDH
< doAw+a 7w
and hence
wy < (doA — p)w + (p+ 7 a Hw in Q x (0,400)
2—7:) =0 on 99 x (0, +00),
where p > 0. Then, the standard maximum principle guarantees
O<w<w  onQx0,+0c0) (47)
using the solution w = w(zx, t) to
Wy = (doA — )W+ (p+ 7 ta Hw in  x (0,400)
g—f:o on 00 x (0,400)
Wy_g = vo(z)™* in Q.

It holds that

¢
T t) = eaB=my=a | (1 4 q=Lr=1). / =B (o)
0
with
e e re@) < Cs(0).
Therefore, we obtain
1A7w(-, )l < Ca(v, )

by (46), where 0 < v < 1. Then it follows that

[@(-, ) lwzve < C5(7,)
which implies
[ (- )l < Co
by ¢ > max{n/2,1} and Morrey’s theorem because 0 < 7 < 1 is arbitrary. Hence
we obtain
[0, 8) ™ loo = [lw(-s )]l < Co

by (47). Since a > 0, the result follows with C; = Cﬁl/a. O
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Following [12], now we estimate

— [ uvldx
dt Jo

from above, where a,b > 0. First, we have
d a, —b a—1, —b a, —b—1
— | u*v dx = au® v "uy — buv vy dx

= /Q —d1aVu - V(u“_lv—b) —autyl 4 qut 1Py b1
+dobVo - V(uo ") + 7 (w0 — w8 de
Z/Q—a(a— Ddyu® 20| Vul?
+ab(dy + dp)u " v T V- Vo — b(b + 1)dautv =72Vl

+(171 — a)utvl 4+ qua TPy 07a

—r out et g
The following lemma is essentially obtained in the proof of Lemma 2 of [7].

Lemma 3.2. Let (6) and (15) be satisfied. Then, given a > 1 and b > 0 such that
24/
d1d2 Z ab : (48)
d1+d2 (a—l)(b+1)

d
— | w7z < (—a+ T_1b>/ uvdz

+C(a,b) ( /Q v_e/fda:)e ( /Q uav_bd:c> o (49)

with € and 0 defined by
0_ r 6[q_(p—1)(s+1)_(s+1_b>5}

r—p+1-— r r a

i) <50>

Here we take 0 < § < 1 so that 0 < e <1 and § > 0 are achieved, recalling (6).

it holds that

Proof. By (48) the quadratic form
QX,Y) =ala—1)d, X* +b(b+1)dyY? — ab(dy + d2) XY

is non-negative definite. Hence it holds that

4 uv~bdr < (—a + T_lb)/ uv~bdx

—I—/ au@tP—ly=b=a _ ety =b=s—l gg
Q

First, we use

’LLCL+P—1U—b_‘1 = {’U_a(uav_b)l—e}l_piihs . (UT—i_a’U_s_b_l)piiJrS (51)
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derived from (50). In fact, we have

—1+49 —-14+4
a(1—6)~{1—p7}+(r+a)~pi
—1+4
:a(1—5)+(r+a5)-%
R I S
:a+p—1+6+a5~p7+ L
=a+p—1
and
—1+49 —14+4
e R R R
—1+94
:0+b(1—e)+{—9+be+s+1}~%
- 1-9¢ - -1+
e L B e et S B
r r
-1+
AT k)
p—1)(s+1 s+1 b
e
T r a
b —1446
_55+b+(3+1).l’7:q+b_
Hence (51) follows.
Next, we use Young’s inequality as
auetP—ly=b=a
_p—=1496 p—1+96
_ a{U79(uavfb)1fe}1 = . (ur+avfsfb71) ™
p—1+435

_ {p_1+6 _T—lb_ur-i-av—s—b—l} "
T

(]

p—1+4+6
1—e=idd

146 —
(1-2=£2)~!

.vfe(uavfb)lfe}

< T_lb . ur+av—s—b—1 4 Cg(a, b) ',U—G . (uav—b)l—a,

_p—1-8
a 7'_11)-177_1—“S '
r

uvldr < (—a+ T_lb)/ uvdz
Q

+Csg(a,b) / v~ (uv ) e da.
Q

where

D—146\—
(1_11 T+) 1

p—1+56
,

CS(avb) = (1 - ) ’

We thus end up with

dt Jo
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1—¢ €
/v*‘g(uav*b)lfed:v < {/ uavbdx} {/ UG/Ediﬁ} ,
Q Q Q

we obtain (49) with C7(a,b) = Cs(a,b). O

Since

Now we show the following lemma.

Lemma 3.3. Under the assumptions of Theorem 1.1, any a > 1 admits 0 < b < 1
such that

J/ wldr < Cy, t>0. (52)
Q

Proof. If a > 1 and b > 0 satisfy (48), we have
d 1-¢
— [ wvbdx < (—a+ Tﬁlb)/ uv~dx + Oy {/ uavbd:c}
dt Jo Q Q

by Lemmas 3.1 and 3.2. Given a > 1, on the other hand, we can take 0 < b < 1
satisfying (48) and @ > 77b. Then inequality (52) follows from Lemma 2.2 of [12]
or Lemma 3 of [7]. O

We proceed to the following lemma.

Lemma 3.4. Under the assumptions of Theorem 1.1, it holds that

t%lil;o H(U(,t)ﬂ}(,t)) - (ﬂ(t)75(t))||02 =0, (53)
where
u(t) = / u(z,t) de, () = / v(z,t) dz (54)
Q Q
Proof. Lemmas 3.1 and 3.3 guarantee
uP u”
2t ()l <
’Uq(’ ) €+ ’05(7 ) E—CU
for £ > max{n/2,1}. Then we obtain
[ul-s O)lloo + [[v( Do < Cra (55)

similarly to the proof of Lemma 3.1. The orbit
0= {(u(’ t)v U('v t)}tZO

is thus compact in C%(Q) x C?(Q) by the parabolic regularity using inequalities (45)
and (55).

From the classical theory of dynamical systems (see [3], for example), w-limit set
of the above O is defined by

w(ug, vg) = {(ux,vs) | Itg T 400
st [[(u(5 k), v(5 k) = (uw, v4)l[c2 = 0}
It is compact and connected in C%(Q) x C?(£2). On the other hand, we have
v. >0 onQ (56)

by (45) and therefore, a semi-flow is well-defined on w(ug, vo) using (9) and (10).
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The set w(ug,vp), furthermore, is invariant under this flow, and the solution
(ﬂv'ﬁ) = (7.~L(~,t),1~)(~,t)) to (())7 (10)7 and

Uy =us >0, ¥,_g=v.>0 onQ
satisfies J
N H(é('vt%ﬁ('vt)) dx = 07 t> 07 (57)
dt Jq
where
_ ﬂfp+1 _ ,ﬁerl
pry y ’]7 pry
p—1 s+1

In fact, Fatou’s lemma guarantees
/ u PHLS T g r=ptl g matstl gy < 4 oo,
Q
recalling (44). Since v, > 0 on Q, it holds that
/ u P dr < +oo
Q

and hence u, # 0. Then we obtain @(-,t) > 0 on Q for t > 0 by the parabolic strong
maximum principle to (9) with (10).

Consequently, the value H(&(+,t),7(+,t)) is well-defined for ¢ > 0, which is invari-
ant from the LaSalle principle. This property implies (57). Then, it holds that

/ a|[VET2P 4y VP22 de < 0
Q

by (43). Hence this (@, ) = (a(-,t),9(-,t)), t > 0, is a pair of spatially homogeneous
functions. Namely, the above (u., v.) must be a pair of positive constant functions.

We have proven that w(ug, vg) is contained in the set of pairs of positive constants.
Then it holds that

lim {[|Vu(-,t)[[cr + [[Vo(, t)[ler} =0 (58)
tT4+o0
and hence (53) with (54). O
We show the first part of Theorem 1.1.

Lemma 3.5. Under the assumptions of Theorem 1.1 there is an ODFE orbit O c R?
satisfying (22).

Proof. Given the solution (u,v) = (u(-,t),v(-,t)) to (9), (10), and (14) with ug # 0,
the orbit O = {(u(-,),v(-,t))}+>0 exists global-in-time and is compact in C?(Q) x
C?(Q). By (43) the value

Hy = lim [ H(&(z,t),n(x,t))dx (59)
tT4o00 Q

exists, where (§,n) = (£(-,t),n(-,t)) is defined by (35). Furthermore, any (u.,v.) €
w(ug, vg) is a pair of positive constants.

Since the set w(ug,vp) is invariant under the flow defined by (9) and (10), this
(s, vs) lies on one of the ODE orbit of (7) which is always time-periodic in the
case of 7 = (p —1)/(s+ 1). Since this ODE system takes the Hamilton formalism
(37), the above orbit is detemined by the first integral, that is, Ho, defined by (59).
Hence w(ug,vo) is contained in a definite ODE orbit denoted by O, and then it
holds that (22). O
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The following lemma is used for the proof of the second part of Theorem 1.1.

Lemma 3.6. Under the assumptions of Theorem 1.1 each ty T 400 admits {t}.} C
{tx} and an ODE solution (i(t),(t)) such that O = {(4(t),(t)) rer and
lim  sup [[(u(- t+1;),v( t + 1)) — (@(t),5(t))llc2 = 0 (60)
k=00 te[—T T
for any T > 0.
Proof. Inequalities (45) and (55) imply
[us (- )2 + [Jor(- D)oz < Crs, £21
by the parabolic regularity. Hence by the Ascoli-Arzeld theorem t; T +o0o admits
{t;,} € {tx} and a solution (@, 0) = (a(-,t),o(-,t)) to (9)-(10) such that
lim  sup ||(U(~,t+t;c),v(‘,t+t;€)) - (ﬂ('vt)aﬁ('vt))”CQ =0 (61)
k=00 te[—T 1)
for any T' > 0. Since (58) implies
Va(-,t) =Vo(-,t) =0, tel[-T,T]
this (a4,9) = (a(-,t),0(-,t)) must be spatially homogeneous, denoted by (4,0) =
(G(t),(t)). Consequently, it is a solution to (7), and then (60) follows from (61). O

We are ready to complete the following proof.

Proof of Theorem 1.1. Tt remains to show (23). Let £ > 0 be the time period of the
solution to (7) on O in Lemma 3.6. Unless O is composed of a single point, it holds
that £ > 0. Then we take T' > 2¢.

By Lemma 3.6, any t; T 400 admits {t;} C {tx} and a solution (4(t),o(t)) to
(7) such that O = {(a(t),(t)) }ser and (60). Let t € [—£, /] be fixed. Then it holds
that

(a(t+0),0(t +0)) = (a(t),(¢)) (62)
and therefore,
limsup ||(u(-,t + €+ t),v(-, t + L+ t},))

k— o0
_(u("t + t;),v(-,t + t%))”CQ
< lem (st +€+t),v(,t+L+1)) — (At +£), 9t +£))|c2

I (|Gt o+ ), 0014 1) = (a0),0(0) e = 0.
This property means

%1_{_11 ||(U(, t+ 14 + S),U(',t + 14 + 5)) - (U(,t + S),’U(',t + 8))“02 =0
s o0
and in particular, (23) follows. O
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