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Abstract. The stochastic partial differential equation analyzed in this work, is motivated by a
simplified mesoscopic physical model for phase separation. It describes pattern formation due to
adsorption and desorption mechanisms involved in surface processes, in the presence of a stochastic
driving force. This equation is a combination of Cahn-Hilliard and Allen-Cahn type operators with
a multiplicative, white, space-time noise of unbounded diffusion. We apply Malliavin calculus, in
order to investigate the existence of a density for the stochastic solution u. In dimension one,
according to the regularity result in [5], u admits continuous paths a.s. Using this property, and
inspired by a method proposed in [8], we construct a modified approximating sequence for u, which
properly treats the new second order Allen-Cahn operator. Under a localization argument, we prove
that the Malliavin derivative of u exists locally, and that the law of u is absolutely continuous,
establishing thus that a density exists.

Keywords: stochastic partial differential equations, reaction-diffusion equations, phase transitions, Malli-
avin calculus.

1. Introduction

1.1. The Stochastic Model. We consider the following stochastic partial differential equation which is
given as a combination of Cahn-Hilliard and Allen-Cahn type equations, perturbed by a multiplicative
space-time noise Ẇ with a non-linear diffusion coefficient σ

(1.1) ut = −%∆
(

∆u− f(u)
)

+
(

∆u− f(u)
)

+ σ(u)Ẇ , t > 0, x ∈ D,

where D ⊂ Rd, for d = 1, 2, 3, is a bounded spatial domain. Here, f(u) = u3 − u is the derivative of a
double equal-well potential. The constant % > 0 is a positive bifurcation parameter referring to an attractive
potential for the related physical model, while the noise Ẇ = Ẇ (x, t) is a space-time white noise in the sense
of Walsh, [18], given as the formal derivative of a Wiener process. More specifically, dW := W (dx, ds) is a
d-dimensional space-time white noise, induced by the one-dimensional (d+ 1)-parameter Wiener process W
defined as W :=

{
W (x, t) : t ∈ [0, T ], x ∈ D

}
. The noise diffusion σ(u) has a sub-linear growth of the form

|σ(u)| ≤ C(1 + |u|q),
for some C > 0 and any q ∈ (0, 1

3 ).
The initial and boundary value problem for this equation, satisfies the initial condition

u(x, 0) = u0(x) in D,
and the next homogeneous Neumann boundary conditions

(1.2)
∂u

∂ν
=
∂∆u

∂ν
= 0 on ∂D × [0, T ).

The Cahn-Hilliard equation was initially proposed as a simple model for the description of the phase
separation of a binary alloy, being in a non-equilibrium state, [10]. Cook in [11], extended the deterministic
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partial differential equation to a stochastic one by introducing thermal fluctuations in the form of an additive
noise. There exist some interesting results in the relevant literature on existence and uniqueness of solution
for the stochastic problem, as for example in [8, 12], where the i.b.v.p. was posed on cubic domains, and
rectangles, or on Lipschitz domains of more general topography, [4]. In [7, 12, 8, 9], the authors considered the
version of an odd polynomial nonlinearity for the potential. Moreover, in [3], the one-dimensional stochastic
Cahn-Hilliard equation has been approximated by a manifold of solutions and the dynamics of the stochastic
motion of the fronts were described. In [7], the effect of noise on evolving interfaces during the initial stage of
phase separation was analyzed, while in [6], the singular limit of the generalized Cahn-Hilliard equation has
been rigorously derived by means of the Hilbert expansion method, imitating the behavior of a stochastic
model. The sharp interface limit of the Cahn-Hilliard equation with additive noise has been examined in [2];
in this case, depending on the noise strength, the chemical potential satisfies on the limit a deterministic or
a stochastic Hele-Shaw problem of Stefan type. Funaki studied the interface motion and applied a singular
perturbation analysis for the Allen-Cahn equation with mild noise, when the initial data are close to an
instanton, [14, 13]. In the presence of a non-local integral term the Allen-Cahn equation exhibits the mass
conservation property; for the dynamics of the mass conserving stochastic Allen-Cahn equation, we refer to
the results presented in [1].

In the deterministic setting, Karali and Katsoulakis, in [15], introduced a simplified mean field type model
written as a combination of Cahn-Hilliard and Allen-Cahn type equations, in order to study the effect of
diffusion and adsorption/desorption in the context of surface processes. Antonopoulou, Karali and Millet
in [5], by inserting a noise term additive in the equation and stemming from the free energy and thermal
fluctuations, derived the stochastic non-linear equation version of the aforementioned model. There in, the
authors described the physical motivation of such a stochastic forcing. In addition, they investigated the
existence and regularity of solution for the stochastic Cahn-Hilliard/Allen-Cahn equation with unbounded
noise diffusion, when posed in dimensions d = 1, 2, 3.

Our aim in this work, is to study the existence of a density for the stochastic solution. The dimensions
of the problem in spatial coordinates are expected to play a crucial role. Note that in dimensions d = 1 the
stochastic solution has continuous paths a.s., while in higher dimensions existence of maximal solutions has
been established, [5].

1.2. The Malliavin derivative. Let (Ω,F , P ) be a probability space, where Ω is a sample space, F is a
σ-algebra consisting of subsets of Ω and P a probability measure P : F → [0, 1], and consider a random
variable F : Ω → R. The sample space Ω consists of all the possible outcomes ω (simple events) of a
random experiment. The Malliavin derivative measures the rate of change of F as a function of ω ∈ Ω
and implements the idea of differentiating F with respect to the ‘chance parameter’ ω, [17]. When Ω has
a topological structure, the derivative operator is induced by a directional Fréchet derivative of F along a
certain direction ω0 in Ω, of the form

d

dε
F (ω + εω0)|ε=0,

[17]. The function F can be a stochastic process as for example the solution of a stochastic pde (such as u in
(1.1)). In our case, F is the σ-algebra generated by the Wiener process W :=

{
W (x, t) : t ∈ [0, T ], x ∈ D

}
,

and the relevant topological structure is this of the Hilbert space L2([0, T ]×D).

1.3. Main Results. We investigate if u, the solution of (1.1), as a random variable, has a density; an
affirmative answer is given by proving that the law of u is absolutely continuous.

Here, we follow the strategy proposed by Cardon-Weber in [8], and approximate u by a sequence un for
which we prove existence of Malliavin derivative; we then check that a certain norm of this derivative is
almost surely strictly positive. Strict positivity establishes the absolute continuity of the sequence un and
on the limit, as n→∞, the same result follows for u, cf. Subsections 3.1, 3.2.

We use carefully some important definitions and results from the theory of Malliavin Calculus, presented
by Nualart in [17].
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More precisely, in dimension d = 1, we show that the stochastic solution is locally differentiable in the
sense of Malliavin calculus. Under some non-degeneracy condition on the noise diffusion coefficient, we prove
that the law of the solution is absolutely continuous with respect to the Lebesgue measure on R.

Cardon-Weber in [8] studied the stochastic Cahn-Hilliard equation with bounded noise diffusion. In our
case we consider a more general problem; this of the stochastic Cahn-Hilliard/Allen-Cahn equation with
unbounded noise diffusion, for which when d = 1 in [5], the authors established existence of a continuous
solution a.s. This equation contains a new second order nonlinear operator, fact that arises the use of
a new spde, quite different than this proposed in [8], which defines a proper approximating sequence un.
Additionally, we treat efficiently the existing growth of the unbounded diffusion, by proving estimates in
expectation in the stronger L∞(D)-norm, in various places, involving un and its Malliavin derivative.

The novelty of this paper is the proof of Theorem 1.1 (i.e., Theorem 2.9 and Theorem 3.4), for the equation
(1.1), which consists a stochastic pde with a white space-time noise and unbounded noise diffusion. This is
an important contribution to the literature of stochastic equations stemming from physical problems, such as
phase separation in the presence of randomness. Our result is set in the very active area of research on well
posedness (existence and regularity) of solutions of spdes. Moreover, these solutions are random variables
depending not only on space and time but also on the parameter ω ∈ Ω. Hence, by proving that a density
exists for u, we integrate significantly the theoretical analysis of this stochastic model.

In particular, we prove the next Main Theorem.

Theorem 1.1. Let u be the solution of the stochastic Cahn-Hilliard/Allen-Cahn equation (1.1), with the
Neumann b.c. (1.2) in dimension d = 1, for D := (0, π), with smooth initial condition u0.

Let the noise diffusion σ satisfy:

(1) σ has a sublinear growth uniformly for any x ∈ R of the form

(1.3) |σ(x)| ≤ C(1 + |x|q),

for C > 0, and q ∈ (0, 1
3 ),

(2) σ is Lipschitz on R, i.e., there exists K:

(1.4) |σ(x)− σ(y)| ≤ K|x− y|, ∀ x, y ∈ R,

(3) σ is continuously differentiable on R (i.e., ∃ σ′, and σ, σ′ are continuous), and since σ′ exists, due
to (1.4) it follows that

(1.5) |σ′(x)| ≤ K, ∀ x ∈ R.

Then the derivative of u in the Malliavin sense exists locally (cf. Theorem 2.9).
Moreover, if, in addition, σ is non-degenerate, i.e., there exists c0 > 0 such that

(1.6) |σ(x)| ≥ c0 > 0, ∀ x ∈ R,

then the law of u is absolutely continuous with respect to the Lebesgue measure on R (cf. Theorem 3.4).

Remark 1.2. The above theorem is also valid in the more general case of

(1.7) ut = −%∆
(

∆u− f(u)
)

+ q̃
(

∆u− f(u)
)

+ σ(u)Ẇ , t > 0, x ∈ D,

for % > 0 and q̃ ≥ 0, cf. Section 4 of [5] for the relevant discussion for the existence and regularity of solution
for this more general problem, and the observations for the Green’s function. In our case, when establishing
existence of a density, all our results hold true for (1.7) also.

Thus, for % = 1, q̃ := 0, the Main Theorem 1.1 (existence of Malliavin derivative locally and of a density
for u) is valid for the one-dimensional stochastic Cahn-Hilliard equation with unbounded noise diffusion and
non-smooth in space and in time space-time noise.
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The structure of the rest of this paper is as follows: Section 2 presents some basic definitions from Malliavin
calculus such as the definitions of the spaces of random variables D1,2, L1,2, and their local versions D1,2

loc ,

L1,2
loc. Moreover, due to the fact that u is a.s. continuous, we are able to approximate efficiently the solution u

by some un defined through an spde, for which we prove existence of the Malliavin derivative; un is proven to
be a localization in the Malliavin sense of u, which yields finally the existence of the Malliavin derivative of u
locally. In details, u is written in the integral representation given by (2.2). This representation motivates the
piece-wise approximation un definition as the solution of the spde (2.6). Lemma 2.7 establishes existence and
uniqueness of un, and provides a useful bound in expectation. We then prove that the Malliavin derivative
of un is well defined, and that un ∈ D1,2, cf. Proposition 2.8; a direct consequence is the Main Theorem 2.9,
i.e., that u belongs to L1,2

loc ⊆ D
1,2
loc .

In Section 3, we prove the absolute continuity of the approximations un which again through a localization
argument (see Remark 3.1) yields the existence of a density for the stochastic solution u. More specifically,
we present first the very technical Lemma 3.2, where the growth of the unbounded noise diffusion σ is crucial.
In the sequel, under the additional assumption (1.6) (non-degenerating σ), we establish, in Theorem 3.3, the
absolute continuity of un, and thus, the existence of a density for u (Main Theorem 3.4).

For the rest of this paper, we consider d = 1, D := (0, π), a smooth u0, and the assumptions (1), (2), (3),
of the statement of Theorem 1.1, for the diffusion σ; for simplicity, we set in (1.1) % := 1. The additional
assumption (1.6) for a non-degenerate σ appears only in the statements (and proofs) of Theorems 3.3, 3.4.

2. Malliavin calculus

2.1. Basic definitions.

Definition 2.1. Following the notation of [8], we denote by D1,2 the set of random variables v such that
the Malliavin derivative (in space and time) Dy,sv(x, t) exists, for any y ∈ D and any s ≥ 0 and any
(x, t) ∈ D × [0, T ], and satisfies

(2.1) ‖v‖D1,2 :=
(
E(|v|2) + E(‖D·,·v‖2L2([0,T ]×D))

)1/2

<∞,

for

‖D·,·v(x, t)‖L2([0,T ]×D) :=
(∫ T

0

∫
D
|Dy,sv(x, t)|2dyds

)1/2

.

Indeed, according to [17], p. 27 (where the definition of D1,p, p ≥ 1, is given), D1,2 is a Hilbert space and
consists the closure of the class of smooth random variables v in the norm

‖v‖D1,2 :=
(
E(|v|2) + E(‖D·,·v‖2H)

)1/2

,

where ‖ · ‖H is the norm induced by the inner product < ·, · >H and the norm ‖ · ‖D1,2 is induced by the inner
product

< f, g >:= E(fg) + E(< D·,·f,D·,·g >H),

where, in our case, H := L2([0, T ]×D) and < ·, · >H is the usual L2 inner product on [0, T ]×D.

Definition 2.2. The set L1,2 is defined as the class of all stochastic processes v = v(x, t) ∈ L2(Ω×[0, T ]×D),
i.e.,

‖v‖L2(Ω×[0,T ]×D) :=
(
E
(∫ T

0

∫
D
|v(x, t)|2dxdt

))1/2

<∞,

such that v ∈ D1,2 and satisfy

E
(∫ T

0

∫
D

∫ T

0

∫
D
|Dy,sv(x, t)|2dydsdxdt

)
<∞,

cf. [17], p. 42 (to avoid any confusion, we point out that the notation T used by Nualart at p. 42, in our
case corresponds to [0, T ]×D), and [8].
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Definition 2.3. According to [17], p. 49, for L := L1,2 (a class of stochastic processes), (L1,2)loc =: L1,2
loc is

defined as the set of random variables v: ∃ a sequence {(Ωn, vn), n ≥ 1} ⊂ F ×L (here L := L1,2) such that

(1) Ωn ↑ Ω a.s.,
(2) v = vn a.s. on Ωn.

Also, for L := D1,2 (a class of random variables), (D1,2)loc =: D1,2
loc is defined as the set of random variables

v: ∃ a sequence {(Ωn, vn), n ≥ 1} ⊂ F × L (here L := D1,2) such that

(1) Ωn ↑ Ω a.s.,
(2) v = vn a.s. on Ωn.

Here, F is the σ-algebra, while Ωn ↑ Ω a.s., is equivalent to Ω1 ⊆ Ω2 ⊆ Ω3 ⊆ · · · ⊆ Ω, such that

lim
n→∞

P (Ωn) = P (Ω) = 1.

Remark 2.4. If v ∈ D1,2
loc and (Ωn, vn) localizes v in D1,2 in the aforementioned way (cf. the previous

definition), then the Malliavin derivative Dy,sv is defined without ambiguity by Dy,sv = Dy,svn on Ωn for

n ≥ 1 (i.e., Dy,sv is well defined by localization in the space D1,2
loc), cf. [17], p. 49.

2.2. Localization of u in L1,2. Our aim is to prove that the stochastic solution u of (1.1) belongs to the

space L1,2
loc, (observe that L1,2

loc ⊆ D
1,2
loc).

Remark 2.5. Note, that L1,2 is a subset of D1,2, consisting of more regular random variables in L2(Ω ×
[0, T ] × D), with Malliavin derivative bounded in L2(Ω × ([0, T ] × D)2). Hence, a constructed localization
(Ωn, un) of u in L1,2 is also a localization in D1,2 and thus, will define well the Malliavin derivative of u
through the Malliavin derivative of un (see Remark 2.4). Moreover, the previous construction, will establish
local regularity of the solution u of (1.1) in the sense of Malliavin calculus.

The solution u of the stochastic equation (1.1) is written in integral representation as

u(x, t) =

∫
D
u0(y)G(x, y, t)dy

+

∫ t

0

∫
D

[∆G(x, y, t− s)−G(x, y, t− s)]f(u(y, s))dyds

+

∫ t

0

∫
D
G(x, y, t− s)σ(u(y, s))W (dy, ds),(2.2)

for,

(2.3) G(x, y, t) :=

∞∑
k=0

e−(λ2
k+λk)tαk(x)αk(y),

where λk are the eigenvalues of the negative Neumann Laplacian with Neumann b.c. posed on D, and
{αk}k∈N a corresponding eigenfunction orthonormal basis of L2(D); see [5] for more details on (2.2) and the
definition of Green’s function G.

2.2.1. Piece-wise approximation of the stochastic solution. We shall construct a ’piecewise’ approximation
un ∈ L1,2 of u.

Let Hn : R+ → R+ be a C1 cut-off function satisfying

|Hn| ≤ 1, and |H ′n| ≤ 2,

for any n > 0, with

(2.4) Hn(x) :=

{
1 if |x| < n

0 if |x| ≥ n+ 1.
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We set

(2.5) fn(x) := Hn(|x|)f(x),

obviously fn is a C1 function and its derivative is bounded, [18]; this bound depends on n and consists a
Lipschitz coefficient for fn.

We define

Ωn :=
{
ω ∈ Ω : sup

t∈[0,T ]

sup
x∈D
|u(x, t;ω)| < n

}
.

Obviously, it holds that

Ω1 ⊆ Ω2 ⊆ · · · ⊆ Ω.

Let

un(x, t) :=

∫
D
u0(y)G(x, y, t)dy

+

∫ t

0

∫
D

[∆G(x, y, t− s)−G(x, y, t− s)]fn(un(y, s))dyds

+

∫ t

0

∫
D
G(x, y, t− s)σ(un(y, s))W (dy, ds).(2.6)

We shall prove existence and uniqueness of solution un of (2.6), and we shall establish that un belongs in

the space L1,2; this will yield that the solution u is in the space L1,2
loc.

We assume that the initial condition u0 is smooth; according to [5], in dimensions d = 1, due to the stated
at the introduction assumptions for σ, in particular the Lipschitz property and the growth of order q < 1

3 (in

[5], σ is just Lipschitz with sublinear growth of order q < 1
3 and not assumed also continuously differentiable

or non-degenerate), the solution u of (1.1) exists and is a.s. continuous.

Remark 2.6. In [5], the authors proved, for d = 1, global existence of an a.s. continuous solution u for
(1.1), when the diffusion coefficient satisfies a sub-linear growth condition of order q bounded by 1

3 , where 1
3

is the inverse of the polynomial order of the nonlinear function used in (1.1), i.e. of

f(u) = u3 − u.

We need a.s. continuity of u in order to establish our arguments, and this is the main reason why our
Main Result is restricted in dimensions d = 1. More precisely, the a.s. continuity of u yields, cf. also in [8]

P (Ωn)→ 1 as n→∞,

which is needed for the definition of the localization of u.
The rest of this paragraph, will be devoted to the proof of the next, quite technical lemma, which

establishes the existence of the piece-wise approximation un, and provides a useful bound in expectation.

Lemma 2.7. The problem (2.6) has a unique solution un, in dimensions d = 1.
Moreover, un satisfies for any p ≥ 2

(2.7) sup
t∈[0,T ]

E(‖un(·, t)‖pL∞(D)) <∞.

Proof. The basic idea is the construction of a Cauchy sequence, through a Picard iteration scheme, which
converges, at a certain norm, to the solution un of (2.6).

For given n, we define

un,0(x, t) := Gtu0(x),
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and for any integer k ≥ 0, we consider the following Picard iteration scheme, which is motivated by (2.6),

un,k+1(x, t) =

∫
D
u0(y)G(x, y, t)dy

+

∫ t

0

∫
D

[∆G(x, y, t− s)−G(x, y, t− s)]fn(un,k(y, s))dyds

+

∫ t

0

∫
D
G(x, y, t− s)σ(un,k(y, s))W (dy, ds).(2.8)

Relation (2.8) yields for any k ≥ 1,

un,k+1(x, t)− un,k(x, t) =

∫ t

0

∫
D

[∆G(x, y, t− s)−G(x, y, t− s)]
(
fn(un,k(y, s))− fn(un,k−1(y, s))

)
dyds

+

∫ t

0

∫
D
G(x, y, t− s)

(
σ(un,k(y, s))− σ(un,k−1(y, s))

)
W (dy, ds).

(2.9)

Hence, we obtain

|un,k+1(x, t)− un,k(x, t)| ≤
∫ t

0

∫
D
|∆G(x, y, t− s)||fn(un,k(y, s))− fn(un,k−1(y, s))|dyds

+

∫ t

0

∫
D
|G(x, y, t− s)||fn(un,k(y, s))− fn(un,k−1(y, s))|dyds

+
∣∣∣ ∫ t

0

∫
D
G(x, y, t− s)(σ(un,k(y, s))− σ(un,k−1(y, s)))W (dy, ds)

∣∣∣.
Thus, taking p powers for p ≥ 2, and then supremum for any x ∈ D and supremum in time for the stochastic
integral, and then expectation, we get

E(sup
x∈D
|un,k+1(x, t)− un,k(x, t)|p) = E(‖un,k+1(·, t)− un,k(·, t)‖pL∞(D))

≤cE
(

sup
x∈D

(∫ t

0

∫
D
|∆G(x, y, t− s)||fn(un,k(y, s))− fn(un,k−1(y, s))|dyds

)p)
+ cE

(
sup
x∈D

(∫ t

0

∫
D
|G(x, y, t− s)||fn(un,k(y, s))− fn(un,k−1(y, s))|dyds

)p)
+ cE

(
sup
τ∈[0,t]

sup
x∈D

∣∣∣ ∫ τ

0

∫
D
G(x, y, τ − s)[σ(un,k(y, s))− σ(un,k−1(y, s))]W (dy, ds)

∣∣∣p).
The function fn is Lipschitz and so,

E(‖un,k+1(·, t)−un,k(·, t)‖pL∞(D))

≤cE
(

sup
x∈D

(∫ t

0

∫
D
|∆G(x, y, t− s)||un,k(y, s)− un,k−1(y, s)|dyds

)p)
+ cE

(
sup
x∈D

(∫ t

0

∫
D
|G(x, y, t− s)||un,k(y, s)− un,k−1(y, s)|dyds

)p)
+ cE

(
sup
τ∈[0,t]

sup
x∈D

∣∣∣ ∫ τ

0

∫
D
G(x, y, τ − s)[σ(un,k(y, s))− σ(un,k−1(y, s))]W (dy, ds)

∣∣∣p).
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Burkholder-Davis-Gundy inequality applied to the stochastic term of the previous inequality gives

E
(
‖un,k+1(·, t)−un,k(·, t)‖pL∞(D)

)
≤cE

(
sup
x∈D

(∫ t

0

∫
D
|∆G(x, y, t− s)||un,k(y, s)− un,k−1(y, s)|dyds

)p)
+ cE

(
sup
x∈D

(∫ t

0

∫
D
|G(x, y, t− s)||un,k(y, s)− un,k−1(y, s)|dyds

)p)
+ cE

(
sup
τ∈[0,t]

sup
x∈D

(∫ τ

0

∫
D
|G(x, y, τ − s)|2|σ(un,k(y, s))− σ(un,k−1(y, s))|2dyds

)p/2)
≤cE

(
sup
x∈D

(∫ t

0

∫
D
|∆G(x, y, t− s)||un,k(y, s)− un,k−1(y, s)|dyds

)p)
+ cE

(
sup
x∈D

(∫ t

0

∫
D
|G(x, y, t− s)||un,k(y, s)− un,k−1(y, s)|dyds

)p)
+ cE

(
sup
τ∈[0,t]

sup
x∈D

(∫ τ

0

∫
D
|G(x, y, τ − s)|2|un,k(y, s)− un,k−1(y, s)|2dyds

)p/2)
,

(2.10)

where for the last inequality we used that the diffusion coefficient σ is Lipschitz, uniformly for any n.
Thus, from (2.10), we derived

(2.11) E
(
‖un,k+1(·, t)− un,k(·, t)‖pL∞(D)

)
≤ Q1(t) +Q2(t) +Q3(t),

where

Q1(t) :=cE

(∥∥∥∫ t

0

∫
D
|∆G(·, y, t− s)||un,k(y, s)− un,k−1(y, s)|dyds

∥∥∥p
L∞(D)

)
,

Q2(t) :=cE

(∥∥∥∫ t

0

∫
D
|G(·, y, t− s)||un,k(y, s)− un,k−1(y, s)|dyds

∥∥∥p
L∞(D)

)
,

Q3(t) :=cE

(
sup
τ∈[0,t]

∥∥∥ ∫ τ

0

∫
D
|G(·, y, τ − s)|2|un,k(y, s)− un,k−1(y, s)|2dyds

∥∥∥p/2
L∞(D)

)
.

In the sequel, we shall estimate the terms involving the Green’s function G by using Lemma 1.6 of [8] for
ρ = q := ∞, r := 1 (which holds true when H and υ are replaced by their absolute values, cf. the proof of
lemma presented in [8]).

The statement of Lemma 1.6 of [8] involves general parameters denoted, in [8], by ρ, q, r. Throughout
our manuscript, whenever we use this Lemma, we assign from the start specific values to these parameters,
which are proper for our proofs; here, we use this Lemma for ρ :=∞, q :=∞, r := 1.

For estimating the term Q1(t), we choose the inequality (1.12) of [8], p. 781, for

H(x, y, t− s) := |∆G(x, y, t− s)|, υ(y, s) := |un,k(y, s)− un,k−1(y, s)|, ρ = q =∞, r = 1.
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Thus, we have for p > 2

Q1(t) ≤cE
(∣∣∣ ∫ t

0

1

(t− s)(d+2)/4−d/4 ‖un,k(·, s)− un,k−1(·, s)‖L∞(D)ds
∣∣∣p)

≤cE
(∣∣∣ ∫ t

0

1

(t− s) 1
2

‖un,k(·, s)− un,k−1(·, s)‖L∞(D)ds
∣∣∣p)

≤cE
((∫ t

0

1

(t− s)q1 1
2

ds
)p/q1(∫ t

0

‖un,k(·, s)− un,k−1(·, s)‖pL∞(D)ds
)p/p)

=cE

((∫ t

0

1

(t− s)q1 1
2

ds
)p/q1 ∫ t

0

‖un,k(·, s)− un,k−1(·, s)‖pL∞(D)ds

)
≤cE

(∫ t

0

‖un,k(·, s)− un,k−1(·, s)‖pL∞(D)ds

)
,

(2.12)

where we used Hölder inequality for q1 := p/(p− 1), i.e., 1/p+ 1/q1 = 1/p+ (p− 1)/p = 1, and the fact that
0 < q1

2 < 1 or equivalently 0 < p
p−1 < 2, which is true for any p > 2, and thus(∫ t

0

1

(t− s)q1 1
2

ds
)p/q1

< c.

For the term Q2(t) we choose the inequality (1.11) of [8], p. 781, for

H(x, y, t− s) = |G(x, y, t− s)|, υ(y, s) = |un,k(y, s)− un,k−1(y, s)|, ρ = q =∞, r = 1.

Then we get

Q2(t) ≤cE
(∣∣∣ ∫ t

0

1

(t− s)( d
4 )(1−1)

‖un,k(·, s)− un,k−1(·, s)‖L∞(D)ds
∣∣∣p)

=cE

(∣∣∣ ∫ t

0

‖un,k(·, s)− un,k−1(·, s)‖L∞(D)ds
∣∣∣p)

≤cE
((∫ t

0

1q2ds
)p/q2(∫ t

0

‖un,k(·, s)− un,k−1(·, s)‖pL∞(D)ds
)p/p)

≤cE
(∫ t

0

‖un,k(·, s)− un,k−1(·, s)‖pL∞(D)ds

)
,

(2.13)

where we used Hölder inequality for q2 := p/(p− 1).
For the term Q3(t) we choose the inequality (1.13) of [8], p. 781, for

H(x, y, t− s) = G2(x, y, t− s), υ(y, s) = |un,k(y, s)− un,k−1(y, s)|2, ρ = q =∞, r = 1,

and we obtain

Q3(t) ≤cE
(

sup
τ∈[0,t]

∣∣∣ ∫ τ

0

1

(τ − s) d
2−

d
4

‖|un,k(·, s)− un,k−1(·, s)|2‖L∞(D)ds
∣∣∣p/2)

=cE

(
sup
τ∈[0,t]

∣∣∣ ∫ τ

0

1

(τ − s) d
4

‖un,k(·, s)− un,k−1(·, s)‖2L∞(D)ds
∣∣∣p/2)

≤cE
(

sup
τ∈[0,t]

[( ∫ τ

0

1

(τ − s)q3 d
4

ds
) p

2q3
[ ∫ τ

0

‖un,k(·, s)− un,k−1(·, s)‖2p/2L∞(D)ds
] p/2

p/2
])

≤cE
(

sup
τ∈[0,t]

[( ∫ τ

0

1

(τ − s)q3 d
4

ds
) p

2q3
]

sup
τ∈[0,t]

[ ∫ τ

0

‖un,k(·, s)− un,k−1(·, s)‖pL∞(D)ds
])

≤cE
(∫ t

0

‖un,k(·, s)− un,k−1(·, s)‖pL∞(D)ds

)
,

(2.14)
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where we used Hölder inequality for q3 such that 1/q3 +1/(p/2) = (p−2)/p+2/p = 1, i.e., for q3 := p/(p−2)
which gives 0 < q3

d
4 = p

p−2
d
4 < 1 true for p > 8

4−d and thus,

(∫ τ

0

1

(τ − s)q3 d
4

ds
) p

2q3
<∞.

Replacing (2.12), (2.13) and (2.14) to (2.11), we obtain for any p > max{2, 8/(4 − d)} and any integer
k ≥ 1

E(‖un,k+1(·, t)− un,k(·, t)‖pL∞(D)) ≤ cE
(∫ t

0

‖un,k(·, s)− un,k−1(·, s)‖pL∞(D)ds

)
≤ c

∫ t

0

E(‖un,k(·, sk)− un,k−1(·, sk)‖pL∞(D))dsk,

(2.15)

where we used Fubini’s Theorem.
Inequality (2.15) applied for the term E(‖un,k(·, sk)− un,k−1(·, sk)‖pL∞(D)) gives

E(‖un,k+1(·, t)− un,k(·, t)‖pL∞(D)) ≤ c
2

∫ t

0

∫ sk

0

E(‖un,k−1(·, sk−1)− un,k−2(·, sk−1)‖pL∞(D))dsk−1dsk,

i.e., we get

E(‖un,k+1(·, t)− un,k(·, t)‖pL∞(D)) ≤ c
2

∫ t

0

∫ sk

0

E(‖un,k−1(·, sk−1)− un,k−2(·, sk−1)‖pL∞(D))dsk−1dsk

≤c3
∫ t

0

∫ sk

0

∫ sk−1

0

E(‖un,k−2(·, sk−2)− un,k−3(·, sk−2)‖pL∞(D))dsk−2dsk−1dsk ≤ · · ·

≤ck
∫ t

0

∫ sk

0

∫ sk−1

0

· · ·
∫ s2

0

E(‖un,1(·, s1)− un,0(·, s1)‖pL∞(D))ds1 · · · dsk−2dsk−1dsk

≤ck
∫ t

0

∫ sk

0

∫ sk−1

0

· · ·
∫ s2

0

1ds1 · · · dsk−2dsk−1dsk sup
t∈[0,T ]

E(‖un,1(·, t)− un,0(·, t)‖pL∞(D)) ≤ c
c2k

k!
,

(2.16)

for any t ∈ [0, T ], where we applied the next calculation

∫ t

0

∫ sk

0

∫ sk−1

0

· · ·
∫ s2

0

1ds1 · · · dsk−2dsk−1dsk =

∫ t

0

∫ sk

0

∫ sk−1

0

· · ·
∫ s3

0

s2ds2 · · · dsk−2dsk−1dsk

=

∫ t

0

∫ sk

0

∫ sk−1

0

· · ·
∫ s4

0

s2
3

2
ds3 · · · dsk−2dsk−1dsk =

∫ t

0

∫ sk

0

∫ sk−1

0

· · ·
∫ s5

0

s3
4

2 · 3
ds4 · · · dsk−2dsk−1dsk

= · · · = O
(ck
k!

)
.

We also used the fact that for the first step (k := 0), we have easily
(2.17)

sup
t∈[0,T ]

E(‖un,1(·, t)− un,0(·, t)‖pL∞(D)) ≤ c sup
t∈[0,T ]

E(‖un,1(·, t)‖pL∞(D)) + c sup
t∈[0,T ]

E(‖un,0(·, t)‖pL∞(D)) <∞,
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since un,0 is deterministic and un,1 is given by the Picard scheme involving fn(un,0) and σ(un,0) at the
right-hand side, for fn and σ Lipschitz, and u0 smooth. In details, by Picard scheme, we have

|un,1(x, t)| ≤
∫ t

0

|G(x, y, t)||u0(y)|dy +

∫ t

0

∫
D
|∆G(x, y, t− s)||fn(un,0(y, s))|dyds

+

∫ t

0

∫
D
|G(x, y, t− s)||fn(un,0(y, s))|dyds

+
∣∣∣ ∫ t

0

∫
D
G(x, y, t− s)(σ(un,0(y, s))W (dy, ds)

∣∣∣.
Thus, taking p powers then supremum on x ∈ D and then expectation, exactly as before, using the Green’s
function estimates, Burkholder-Davis-Gunty inequality and then Hölder’s inequality, we arrive at

sup
t∈[0,T ]

E(‖un,1(·, t)‖pL∞(D)) ≤ sup
t∈[0,T ]

E
(∥∥∥∫ t

0

|G(·, y, t)||u0(y)|dy
∥∥∥p
L∞(D)

)
+ cE

(∫ t

0

1ds

)
≤ c+ c <∞.

So, (2.17) is valid and indeed (2.16) holds true.
Taking now supremum in t at (2.16) we obtain

sup
t∈[0,T ]

E(‖un,k+1(·, t)− un,k(·, t)‖pL∞(D)) ≤ c
c2k

k!
,

and by summation, we get
∞∑
k=0

sup
t∈[0,T ]

E(‖un,k+1(·, t)− un,k(·, t)‖pL∞(D)) ≤ c
∞∑
k=0

c2k

k!
= c exp(c2) <∞,(2.18)

for any p > max{2, 8
4−d} = 8

4−d .

Therefore, it follows that, for n fixed, the limit lim
k→∞

un,k, in the Lp(Ω) norm, exists for any (x, t) ∈
D × [0, T ]. Indeed, we have for any (x, t) ∈ D × [0, T ]

E(|un,k+1(x, t)− un,k(x, t)|p) ≤E(‖un,k+1(·, t)− un,k(·, t)‖pL∞(D))

≤ sup
t∈[0,T ]

E(‖un,k+1(·, t)− un,k(·, t)‖pL∞(D))→ 0 as k →∞.(2.19)

So, for n fixed, the sequence un,k is Cauchy in Lp(Ω), and convergent as k → ∞ to some un in this norm,
i.e.,

∃ un : lim
k→∞

E
(
|un,k(·, t)− un(·, t)|p

)
= 0.

Moreover, we observe that un,k, for n fixed, is also Cauchy in the norm Lp(∞,Ω) defined by

‖v(·, t)‖Lp(∞,Ω) :=
(
E(‖v(·, t)‖pL∞(D))

)1/p

,

and convergent in this norm, i.e.,

∃ ũn : lim
k→∞

E
(
‖un,k(·, t)− ũn(·, t)‖pL∞(D)

)
= 0.

Obviously, since

‖un,k(·, t)− ũn(·, t)‖Lp(Ω) ≤ ‖un,k(·, t)− ũn(·, t)‖Lp(∞,Ω),

from uniqueness of limits, we have un = ũn, and thus

E(‖un(·, t)− un,k(·, t)‖pL∞(D))→ 0, as k →∞,
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and so

(2.20) E(‖un(·, t)− un,k(·, t)‖pL∞(D)) <∞,

for any k.
We then have, using (2.18) and (2.20), for any t

E(‖un(·, t)‖pL∞(D)) ≤E(‖un(·, t)− un,k(·, t)‖pL∞(D)) + c

∞∑
j=k

E(‖un,j+1(·, t)− un,j(·, t)‖pL∞(D))

≤E(‖un(·, t)− un,k(·, t)‖pL∞(D)) + c

∞∑
j=k

sup
t∈[0,T ]

E(‖un,j+1(·, t)− un,j(·, t)‖pL∞(D))

≤E(‖un(·, t)− un,k(·, t)‖pL∞(D)) + c ≤ c.

Hence, by taking supremum over all t ∈ [0, T ], we obtain for any p > max{2, 8/(4− d)} = 8
3 , in dimensions

d = 1,

(2.21) sup
t∈[0,T ]

E(‖un(·, t)‖pL∞(D)) <∞.

Note that for power p̂ such that 2 ≤ p̂ ≤ 8
3 , we use Hölder’s inequality for the expectation as follows. Observe

that 2p̂ > 8
3 , and take

E(‖un(·, t)‖p̂L∞(D)) ≤ cE(‖un(·, t)‖2p̂L∞(D))
1/2

Thus, we get

sup
t∈[0,T ]

E(‖un(·, t)‖p̂L∞(D)) ≤ c sup
t∈[0,T ]

E(‖un(·, t)‖2p̂L∞(D))
1/2 <∞,

by (2.21), since 2p̂ > 8
3 . So, we have finally for any p ≥ 2, in dimensions d = 1

(2.22) sup
t∈[0,T ]

E(‖un(·, t)‖pL∞(D)) <∞.

Through the scheme (2.8), by a standard argument, where we take limits in the Lp(Ω) norm, and use the
fact that fn and σ are uniformly continuous since Lipschitz, we have

lim
k→∞

un,k(x, t) =

∫
D
u0(y)G(x, y, t)dy

+

∫ t

0

∫
D

[∆G(x, y, t− s)−G(x, y, t− s)]fn( lim
k→∞

un,k(y, s))dyds

+

∫ t

0

∫
D
G(x, y, t− s)σ( lim

k→∞
un,k(y, s))W (dy, ds).(2.23)

Note that for the stochastic term, since

‖un(·, t)− un,k(·, t)‖Lp(Ω) → 0, as k →∞,
we can easily prove that∥∥∥∫ t

0

∫
D
G(x, y, t− s)[σ(un(y, s))− σ(un,k(y, s))]W (dy, ds)

∥∥∥
Lp(Ω)

→ 0, as k →∞,

by using Burkholder-Davis-Gundy inequality as before, the Lipschitz property (or uniform continuity of σ),
Hölder inequality and the estimates of G.

So, since un = lim
k→∞

un,k, in the Lp(Ω) norm, we derive that un satisfies the stochastic pde (2.6); as we

shall prove in the sequel, (2.6) is uniquely solvable (due to the fact that fn, σ are Lipschitz in R). Moreover,
u = un on Ωn a.s. (see also in [8], for the analogous argument for the stochastic Cahn-Hilliard case, where
the same cut-off function was used).

We proceed by establishing uniqueness of solution for the problem (2.6).
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Let us suppose that ωn is a solution of (2.6). Then since un is a solution also, by using (2.6) for ωn and
un respectively, and subtracting, we get

un(x, t)− ωn(x, t) =

∫ t

0

∫
D

[∆G(x, y, t− s)−G(x, y, t− s)]
(
fn(un(y, s))− fn(ωn(y, s))

)
dyds

+

∫ t

0

∫
D
G(x, y, t− s)

(
σ(un(y, s))− σ(ωn(y, s))

)
W (dy, ds).

Hence, we obtain

|un(x, t)− ωn(x, t)| ≤
∫ t

0

∫
D
|∆G(x, y, t− s)||fn(un(y, s))− fn(un(y, s))|dyds

+

∫ t

0

∫
D
|G(x, y, t− s)||fn(un(y, s))− fn(ωn(y, s))|dyds

+
∣∣∣ ∫ t

0

∫
D
G(x, y, t− s)(σ(un(y, s))− σ(ωn(y, s)))W (dy, ds)

∣∣∣.
We take p powers for p ≥ 2, and proceed as we did for deriving (2.10), i.e., we take supremum in space,
expectations at both sides, use that fn and σ are Lipschitz, and apply the Burkholder-Davis-Gundy inequality
to the stochastic term. This yields

E
(
‖un(·, t)−ωn(·, t)‖pL∞(D)

)
≤cE

(
sup
x∈D

(∫ t

0

∫
D
|∆G(x, y, t− s)||un(y, s)− ωn(y, s)|dyds

)p)
+ cE

(
sup
x∈D

(∫ t

0

∫
D
|G(x, y, t− s)||un(y, s)− ωn(y, s)|dyds

)p)
+ cE

(
sup
τ∈[0,t]

sup
x∈D

(∫ τ

0

∫
D
|G(x, y, τ − s)|2|un(y, s)− ωn(y, s)|2dyds

)p/2)
.

(2.24)

Observe that the previous inequality is the same as (2.10), where the differences un,k+1−un,k, un,k−un,k−1

are replaced by un−ωn. Thus, a direct result is the analogous of (2.15), i.e., for any p > max{2, 8/(4−d)} = 8
3

E(‖un(·, t)− ωn(·, t)‖pL∞(D)) ≤ cE
(∫ t

0

‖un(·, s)− ωn(·, s)‖pL∞(D)ds

)
≤ c
(∫ t

0

E(‖un(·, s)− ωn(·, s)‖pL∞(D))ds

)
,

(2.25)

where again we used Fubini’s Theorem.
Hence, by applying Gronwall’s Lemma to the previous inequality for the term E(‖un(·, t)−ωn(·, t)‖pL∞(D)),

we obtain
E(‖un(·, t)− ωn(·, t)‖pL∞(D)) ≤ 0,

for any t ∈ [0, T ]. So for any t in [0, T ],

E(‖un(·, t)− ωn(·, t)‖pL∞(D)) = 0.

This yields that un(x, t) = ωn(x, t) almost surely in Ω and in Ωn (since Ωn ⊂ Ω and thus ‖v‖Lp(Ωn) ≤
‖v‖Lp(Ω)), for any t, x, i.e., for Ω̂ := Ω, or Ωn

P
(
w ∈ Ω̂ : un(x, t;w) = ωn(x, t;w)

)
= 1, for any t ∈ [0, T ], and any x ∈ D,

and so by definition un, ωn are equivalent in Ω and in Ωn.
We shall use now the fact that when two processes are equivalent in a set and a.s. continuous in the same

set, then they are indistinguishable in this set.
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The solution u of the stochastic Cahn-Hilliard/Allen-Cahn equation (1.1) is almost surely continuous in
space and time, in dimensions d = 1, cf. [5], and the approximations un, ωn of u satisfy the equation (1.1)
a.s. in Ωn (since fn(un) = f(un) and fn(ωn) = f(ωn) in Ωn a.s.). So, the equivalent processes un, ωn are
almost surely continuous in Ωn also and thus indistinguishable in Ωn (having the same paths), i.e.,

(2.26) P
(
w ∈ Ωn : un(x, t;w) = ωn(x, t;w), for any (x, t) ∈ D × [0, T ]

)
= 1.

Since un, ωn are indistinguishable on Ωn then we have uniqueness of solution of (2.6) with uniquely defined
paths a.s. on Ωn.

Thus, un is well defined by (2.6), and suitable for localizing u. �

2.2.2. The Malliavin derivative of un. We proceed by proving that the derivative of the approximation un
in the Malliavin sense, is well defined as the solution of an spde. In addition, we establish the regularity of
un in D1,2 and L1,2; this is accomplished at the next proposition.

Proposition 2.8. Let un(x, t) be the solution of (2.6), then:

(1) un belongs to the space D1,2.
(2) The Malliavin derivative of un satisfies for any s ≤ t, uniquely, the spde of the form

Dy,sun(x, t) := Dy,s(un(x, t)) =

∫ t

s

∫
D

[∆G(x, z, t− τ)−G(x, z, t− τ)]G̃2(n)(z, τ)Dy,s(un(z, τ))dzdτ

+G(x, y, t− s)σ(un(y, s))

+

∫ t

s

∫
D
G(x, z, t− τ)G̃1(n)(z, τ)Dy,s(un(z, τ))W (dz, dτ),

(2.27)

while

Dy,sun(x, t) = 0 for any s > t.

Here, G̃1(n)(z, τ), G̃2(n)(z, τ) are bounded, and satisfy

Dy,s(σ(un(z, τ))) = G̃1(n)(z, τ)Dy,s(un(z, τ)),

Dy,s(fn(un(z, τ))) = G̃2(n)(z, τ)Dy,s(un(z, τ)).

(3) un belongs to L1,2.

Proof. First, we will prove that the Cauchy sequence {un,k}k∈N (as we described in Lemma (2.7)) belongs
to the space D1,2 for all (x, t) ∈ D × [0, T ], by using induction and the Picard iteration scheme.

For k = 0, the function un,0 is deterministic with Malliavin derivative Dun,0 = 0. Thus un,0 ∈ D1,2.
We proceed with induction.
We suppose for k ≥ 0 that for any i ≤ k, un,i ∈ D1,2 for every (x, t) ∈ D × [0, T ], and that

sup
t∈[0,T ]

sup
i≤k

E
(∫ t

0

∫
D
‖Dy,sun,i(·, t)‖2L∞(D)dyds

)
<∞.

We shall prove that for any i ≤ k + 1, un,i ∈ D1,2 for every (x, t) ∈ D × [0, T ] also (i.e., un,k+1 ∈ D1,2 for
every (x, t) ∈ D × [0, T ]), and

sup
t∈[0,T ]

sup
i≤k+1

E
(∫ t

0

∫
D
‖Dy,sun,i(·, t)‖2L∞(D)dyds

)
<∞,
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also (the bounds being independent of k). Note that the integral for s ∈ [0, t] coincides with the integral for
s ∈ [0, T ], since the Malliavin derivative involved is zero for any s > t. This will result that

∀ k ∃ un,k ∈ D1,2 ∀ (x, t) ∈ D × [0, T ], and

sup
t∈[0,T ]

sup
k

E
(∫ T

0

∫
D
‖Dy,sun,k(·, t)‖2L∞(D)dyds

)
<∞.

(2.28)

We apply the Malliavin derivative to (2.8), and get, since it is a linear operator

Dy,s(un,k+1(x, t)) = : Dy,sun,k+1(x, t) = Dy,s

[ ∫
D
u0(y)G(x, z, t)dz

]
+Dy,s

[ ∫ t

0

∫
D

[∆G(x, z, t− τ)−G(x, z, t− τ)]fn(un,k(z, τ))dzdτ
]

+Dy,s

[ ∫ t

0

∫
D
G(x, z, t− τ)σ(un,k(z, τ))W (dz, dτ)

]
=0 +

∫ t

0

∫
D
Dy,s

(
[∆G(x, z, t− τ)−G(x, z, t− τ)]fn(un,k(z, τ))

)
dzdτ

+G(x, y, t− s)σ(un,k(y, s))

+

∫ t

0

∫
D
Dy,s

(
G(x, z, t− τ)σ(un,k(z, τ))

)
W (dz, dτ)

=

∫ t

0

∫
D
Dy,s

(
∆G(x, z, t− τ)−G(x, z, t− τ)

)
fn(un,k(z, τ))dzdτ

+

∫ t

0

∫
D

[∆G(x, z, t− τ)−G(x, z, t− τ)]Dy,s

(
fn(un,k(z, τ))

)
dzdτ

+G(x, y, t− s)σ(un,k(y, s))

+

∫ t

0

∫
D
Dy,s

(
G(x, z, t− τ)

)
σ(un,k(z, τ))W (dz, dτ)

+

∫ t

0

∫
D
G(x, z, t− τ)Dy,s

(
σ(un,k(z, τ))

)
W (dz, dτ)

=0 +

∫ t

0

∫
D

[∆G(x, z, t− τ)−G(x, z, t− τ)]Dy,s

(
fn(un,k(z, τ))

)
dzdτ

+G(x, y, t− s)σ(un,k(y, s))

+ 0 +

∫ t

0

∫
D
G(x, z, t− τ)Dy,s

(
σ(un,k(z, τ))

)
W (dz, dτ)

=

∫ t

s

∫
D

[∆G(x, z, t− τ)−G(x, z, t− τ)]Dy,s

(
fn(un,k(z, τ))

)
dzdτ

+G(x, y, t− s)σ(un,k(y, s))

+

∫ t

s

∫
D
G(x, z, t− τ)Dy,s

(
σ(un,k(z, τ))

)
W (dz, dτ),

(2.29)

where we used also that the Malliavin derivative is zero when applied to the deterministic terms G, ∆G
(since no change is observed on ω ∈ Ω, they are constant as functions of ω ∈ Ω). Moreover, since the
Malliavin derivative is zero for any τ < s, this resulted to integrals on τ ≥ s.

Here, we note that Dy,s(un,k+1(x, t)) is a function of y, s, x, t. In this work, the notation Dy,sf(x, t),
for a general function f , is used to denote Dy,s(f(x, t)).
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We now use Proposition 1.2.4 of [17], cf. also in [8], in dimensions m = 1 (following the Nualart’s book
notation, since un,k(x, t) ∈ Rm, m = 1) with the norm used for the Lipschitz condition being the absolute
value. More specifically, since un,k belongs to D1,2 (true by the induction hypothesis) and σ is Lipschitz
uniformly on any x in R with Kσ its Lipschitz coefficient, then σ(un,k) belongs to D1,2 also, and there exists
a random variable G1 = G1(n, k) such that

(2.30) Dy,s

(
σ(un,k(x, t))

)
= G1(n, k)(x, t)Dy,sun,k(x, t),

with G1 bounded (in the absolute value norm) by Kσ, uniformly for any x, t, i.e.,

|G1(n, k)(x, t)| ≤ Kσ, ∀ x ∈ D, ∀t ∈ [0, T ].

Since Kσ is independent of n, k, we have finally

(2.31) sup
n,k,(x,t)∈D×[0,T ]

|G1(n, k)(x, t)| ≤ Kσ.

The same argument can be applied for fn in place of σ, since fn is also Lipschitz uniformly on R. Indeed,
there exists a random variable G2 = G2(n, k) such that

(2.32) Dy,s

(
fn(un,k(x, t))

)
= G2(n, k)(x, t)Dy,sun,k(x, t),

and

(2.33) sup
k,(x,t)∈D×[0,T ]

|G2(n, k)(x, t)| ≤ Kfn ,

for Kfn a positive constant, depending on n through fn.
Therefore, (2.30) and (2.32), together with (2.29), give finally for any s ≤ t

Dy,sun,k+1(x, t) =

∫ t

s

∫
D

[∆G(x, z, t− τ)−G(x, z, t− τ)]G2(n, k)(z, τ)Dy,sun,k(z, τ)dzdτ

+G(x, y, t− s)σ(un,k(y, s))

+

∫ t

s

∫
D
G(x, z, t− τ)G1(n, k)(z, τ)Dy,sun,k(z, τ)W (dz, dτ),

(2.34)

while for s > t

Dy,sun,k+1(x, t) = 0.

Taking absolute value at both sides of (2.34), and then p powers for p ≥ 2 , we get

|Dy,sun,k+1(x, t)|p ≤c|G(x, y, t− s)σ(un,k(y, s))|p

+ c
∣∣∣ ∫ t

s

∫
D

[∆G(x, z, t− τ)−G(x, z, t− τ)]G2(n, k)(z, τ)Dy,sun,k(z, τ)dzdτ
∣∣∣p

+ c
∣∣∣ ∫ t

s

∫
D
G(x, z, t− τ)G1(n, k)(z, τ)Dy,sun,k(z, τ)W (dz, dτ)

∣∣∣p,
which gives by (2.33)

‖Dy,sun,k+1(·, t)‖pL∞(D) ≤c‖G(·, y, t− s)σ(un,k(y, s))‖pL∞(D)

+ cKfn

∥∥∥∫ t

s

∫
D
|∆G(·, z, t− τ)−G(·, z, t− τ)||Dy,sun,k(z, τ)|dzdτ

∥∥∥p
L∞(D)

+ c
∥∥∥∫ t

s

∫
D
G(·, z, t− τ)G1(n, k)(z, τ)Dy,sun,k(z, τ)W (dz, dτ)

∥∥∥p
L∞(D)

.
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We integrate for y ∈ D, s ∈ [0, t] and then take expectation, to derive

E
(∫ t

0

∫
D
‖Dy,sun,k+1(·, t)‖pL∞(D)dyds

)
≤ cE

(∫ t

0

∫
D
‖G(·, y, t− s)σ(un,k(y, s))‖pL∞(D)dyds

)
+ cKfnE

(∫ t

0

∫
D

∥∥∥∫ t

s

∫
D
|∆G(·, z, t− τ)−G(·, z, t− τ)||Dy,sun,k(z, τ)|dzdτ

∥∥∥p
L∞(D)

dyds
)

+ cE
(∫ t

0

∫
D

∥∥∥∫ t

s

∫
D
G(·, z, t− τ)G1(n, k)(z, τ)Dy,sun,k(z, τ)W (dz, dτ)

∥∥∥p
L∞(D)

dyds
)

:=M1(t; k) +M2(t; k) +M3(t; k).

(2.35)

We shall estimate the terms Mi(t; k) for i = 1, 2, 3.
Considering the term M1(t; k), we have

M1(t; k) =cE
(∫ t

0

∫
D
‖G(·, y, t− s)σ(un,k(y, s))‖pL∞(D)dyds

)
≤cE

(∫ t

0

∫
D
‖G(·, y, t− s)‖2pL∞(D)dyds

)
+ cE

(∫ t

0

∫
D
|σ(un,k(y, s))|2pdyds

)
≤cE

(∫ t

0

∫
D
‖G(·, y, t− s)‖2pL∞(D)dyds

)
+ cE

(∫ t

0

∫
D
c(1 + |un,k(y, s)|2pq)dyds

)
≤cE

(∫ t

0

∫
D
‖G(·, y, t− s)‖2pL∞(D)dyds

)
+ c+ cE

(∫ t

0

c‖un,k(·, s)‖2pqL∞(D)ds
)

≤c+ cE
(∫ t

0

∫
D
‖G(·, y, t− s)‖2pL∞(D)dyds

)
+ c

∫ t

0

E
(
‖un,k(·, s)‖2pqL∞(D)

)
ds,

(2.36)

where we used the growth of the unbounded noise diffusion, for q ∈ (0, 1/3), and Fubini’s Theorem.
We use the next estimate (1.6) of [8], to get

(2.37)

∫ t

0

∫
D
‖G(·, y, t− s)‖2pL∞(D)dyds ≤ C

∫ t

0

|t− s|−2pd/4+d/4ds <∞,

for −2pd/4 + d/4 = (−2p+ 1)/4 > −1 (since d = 1) i.e., for (2 ≤)p < 5/2.
Also since 2pq ≤ 2p < 5 in dimensions d = 1, using (2.21) and (2.20), we obtain for any t ∈ [0, T ]

E(‖un,k(·, t)‖2pqL∞(D)) ≤c+ cE(‖un,k(·, t)− un(·, t)‖5L∞(D)) + cE(‖un(·, t)‖5L∞(D))

≤c+ c sup
t∈[0,T ]

E(‖un(·, t)‖5L∞(D)) ≤ c+ c ≤ c.(2.38)

Using (2.37), (2.38) in (2.36), yields for 2 ≤ p < 5/2

(2.39) sup
k,t∈[0,T ]

M1(t; k) <∞.

Considering the term M2(t; k), we choose the inequality (1.12) of [8], p. 781, for

H(x, y, t− τ) := |∆G(x, z, t− τ)|, υ(z, τ) := |Dy,sun,k(z, τ)|, ρ = q (of [8] notation) =∞, r = 1.

As in (2.12), we have∥∥∥∫ t

s

∫
D
|∆G(·, z, t− τ)||Dy,sun,k(z, τ)|dzdτ

∥∥∥p
L∞(D)

≤ c
∫ t

0

‖Dy,sun,k(·, τ)‖pL∞(D)dτ.(2.40)

Using the inequality (1.11) of [8], p. 781, for

H(x, z, t− τ) = |G(x, z, t− τ)|, υ(z, τ) := |Dy,sun,k(z, τ)|, ρ = q =∞, r = 1,
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we get

∥∥∥∫ t

s

∫
D
‖G(·, z, t− τ)||Dy,sun,k(z, τ)|dzdτ

∥∥∥p
L∞(D)

≤ c
∫ t

0

‖Dy,sun,k(·, τ)‖pL∞(D)dτ.(2.41)

Relations (2.40), (2.41) yield

M2(t; k) =cKfnE
(∫ t

0

∫
D

∥∥∥∫ t

s

∫
D
|∆G(·, z, t− τ)−G(·, z, t− τ)||Dy,sun,k(z, τ)|dzdτ

∥∥∥p
L∞(D)

dyds
)

≤cKfnE
(∫ t

0

∫
D

∫ t

0

‖Dy,sun,k(·, τ)‖pL∞(D)dτdyds
)

≤cKfn

∫ t

0

E
(∫ t

0

∫
D
‖Dy,sun,k(·, τ)‖pL∞(D)dyds

)
dτ

=cKfn

∫ t

0

E
(∫ τ

0

∫
D
‖Dy,sun,k(·, τ)‖pL∞(D)dyds

)
dτ,

(2.42)

where we used Fubini’s Theorem; the integral for s is taken finally in [0, τ ] since for s > τ the Malliavin
derivative satisfies Dy,sun,k(x, τ) = 0, for any x.

For the term M3(t; k), we have, using Fubini’s Theorem and Burkholder-Davis-Gundy inequality

M3(k; t) =cE
(∫ t

0

∫
D

∥∥∥∫ t

s

∫
D
G(·, z, t− τ)G1(n, k)(z, τ)Dy,sun,k(z, τ)W (dz, dτ)

∥∥∥p
L∞(D)

dyds
)

≤c
∫ t

0

∫
D

E
(∥∥∥∫ t

s

∫
D
G(·, z, t− τ)G1(n, k)(z, τ)Dy,sun,k(z, τ)W (dz, dτ)

∥∥∥p
L∞(D)

)
dyds

≤c
∫ t

0

∫
D

E
(

sup
r∈[0,t]

sup
x∈D

∣∣∣ ∫ r

0

∫
D
G(x, z, t− τ)G1(n, k)(z, τ)Dy,sun,k(z, τ)W (dz, dτ)

∣∣∣p)dyds
≤c
∫ t

0

∫
D

E
(

sup
r∈[0,t]

sup
x∈D

∣∣∣ ∫ r

0

∫
D
|G(x, z, t− τ)|2|G1(n, k)(z, τ)|2|Dy,sun,k(z, τ)|2dzdτ

∣∣∣p/2)dyds
≤c
∫ t

0

∫
D

E
(

sup
r∈[0,t]

sup
x∈D

(∫ r

0

∫
D
|G(x, z, t− τ)|2|Dy,sun,k(z, τ)|2dzdτ

)p/2)
dyds

=c

∫ t

0

∫
D

E
(

sup
r∈[0,t]

∥∥∥∫ r

0

∫
D
|G(·, z, t− τ)|2|Dy,sun,k(z, τ)|2dzdτ

∥∥∥p/2
L∞(D)

)
dyds,

(2.43)

where we also used the relation (2.31).
As in (2.14), we choose the inequality (1.13) of [8], p. 781, for

H(x, y, t− s) = G2(x, z, t− τ), υ(z, τ) = |Dy,sun,k(z, τ)|2, ρ = q (following [8] notation) =∞, r = 1,
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and we obtain

E
(

sup
r∈[0,t]

∥∥∥∫ r

0

∫
D
|G(·, z, t− τ)|2|Dy,sun,k(z, τ)|2dzdτ

∥∥∥p/2
L∞(D)

)
≤ E

(
sup
r∈[0,t]

∥∥∥ ∫ r

0

‖Dy,sun,k(·, τ)‖2L∞(D)

∫
D
|G(·, z, t− τ)|2dzdτ

∥∥∥p/2
L∞(D)

)
≤ E

((∫ t

0

‖Dy,sun,k(·, τ)‖2L∞(D)(t− τ)−2d/4+d/4dτ
)p/2)

= E
((∫ t

0

‖Dy,sun,k(·, τ)‖2L∞(D)(t− τ)−d/4dτ
)p/2)

= E
((∫ t

0

‖Dy,sun,k(·, τ)‖2L∞(D)(t− τ)−d/4dτ
))
,

(2.44)

where we took p = 2. We use now estimate (2.44) to (2.43), and arrive at

M3(k; t) ≤c
∫ t

0

∫
D

E
(

sup
r∈[0,t]

∥∥∥∫ r

0

∫
D
|G(·, z, t− τ)|2|Dy,sun,k(z, τ)|2dzdτ

∥∥∥
L∞(D)

)
dyds

≤c
∫ t

0

∫
D

E

(∫ t

0

(t− τ)−d/4‖Dy,sun,k(·, τ)‖2L∞(D)dτ

)
dyds

=cE

(∫ t

0

∫
D

∫ t

0

(t− τ)−d/4‖Dy,sun,k(·, τ)‖2L∞(D)dτdyds

)
=cE

(∫ t

0

∫ t

0

∫
D

(t− τ)−d/4‖Dy,sun,k(·, τ)‖2L∞(D)dydsdτ

)
=cE

(∫ t

0

∫ τ

0

∫
D

(t− τ)−d/4‖Dy,sun,k(·, τ)‖2L∞(D)dydsdτ

)
=cE

(∫ t

0

(t− τ)−d/4
∫ τ

0

∫
D
‖Dy,sun,k(·, τ)‖2L∞(D)dydsdτ

)
=c

∫ t

0

(t− τ)−d/4E

(∫ τ

0

∫
D
‖Dy,sun,k(·, τ)‖2L∞(D)dyds

)
dτ,

(2.45)

since for s > τ , Dy,sun,k(x, τ) = 0, for any x.
Thus, choosing p = 2 on (2.35), and using the estimates (2.39), (2.42) and (2.45), we finally proved since

d = 1

E
(∫ t

0

∫
D
‖Dy,sun,k+1(·, t)‖2L∞(D)dyds

)
≤C0 + cKfn

∫ t

0

E
(∫ τ

0

∫
D
‖Dy,sun,k(·, τ)‖2L∞(D)dyds

)
dτ

+ c

∫ t

0

(t− τ)−1/4E

(∫ τ

0

∫
D
‖Dy,sun,k(·, τ)‖2L∞(D)dyds

)
dτ,

(2.46)

for C0, c > 0 constants independent of k, t.
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We take supremum on i ≤ k (the above inequality is true for any such i, from the first induction hypothesis:
Dy,sun,i ∈ D1,2 for any i ≤ k), and get

sup
i≤k

E
(∫ t

0

∫
D
‖Dy,sun,i+1(·, t)‖2L∞(D)dyds

)
≤ C0 + cKfn

∫ t

0

sup
i≤k

E
(∫ τ

0

∫
D
‖Dy,sun,i(·, τ)‖2L∞(D)dyds

)
dτ

+ c

∫ t

0

(t− τ)−1/4 sup
i≤k

E

(∫ τ

0

∫
D
‖Dy,sun,i(·, τ)‖2L∞(D)dyds

)
dτ

≤c+ C0 + cKfn

∫ t

0

sup
i≤k

E
(∫ τ

0

∫
D
‖Dy,sun,i+1(·, τ)‖2L∞(D)dyds

)
dτ

+ c

∫ t

0

(t− τ)−1/4 sup
i≤k

E

(∫ τ

0

∫
D
‖Dy,sun,i+1(·, τ)‖2L∞(D)dyds

)
dτ,

which gives for

An,k+1(t) := sup
i≤k+1

E
(∫ t

0

∫
D
‖Dy,sun,i(·, t)‖2L∞(D)dyds

)
,

An,k+1(t) ≤c+ C0 + cKfn

∫ t

0

An,k+1(τ)dτ + c

∫ t

0

(t− τ)−1/4An,k+1(τ)dτ.(2.47)

From (2.47) and since An,k+1 ≥ 0, we obtain∫ t

0

(t− τ)−1/4An,k+1(τ)dτ ≤(c+ C0)

∫ t

0

(t− τ)−1/4dτ + cKfn

∫ t

0

(t− τ)−1/4

∫ τ

0

An,k+1(s)dsdτ

+ c

∫ t

0

(t− τ)−1/4

∫ τ

0

(τ − s)−1/4An,k+1(s)dsdτ

≤c+ cKfn

∫ t

0

(t− τ)−1/4

∫ t

0

An,k+1(s)dsdτ

+ c

∫ t

0

(t− τ)−1/4

∫ t

0

(τ − s)−1/4An,k+1(s)dsdτ

=c+ cKfn

∫ t

0

(t− τ)−1/4dτ

∫ t

0

An,k+1(s)ds

+ c

∫ t

0

∫ t

0

(t− τ)−1/4(τ − s)−1/4An,k+1(s)dsdτ

=c+ cKfn

∫ t

0

(t− τ)−1/4dτ

∫ t

0

An,k+1(s)ds

+ c

∫ t

0

[ ∫ t

0

(t− τ)−1/4(τ − s)−1/4dτ
]
An,k+1(s)ds

≤c+ c

∫ t

0

An,k+1(s)ds,

(2.48)

where we used that ∫ t

0

(t− τ)−1/4dτ <∞,

and ∫ t

0

(t− τ)−1/4(τ − s)−1/4dτ ≤
[ ∫ t

0

(t− τ)−1/2dτ
]1/2[ ∫ t

0

(τ − s)−1/2dτ
]1/2

<∞.
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So, by using (2.48) in (2.47), yields

An,k+1(t) ≤c+ c

∫ t

0

An,k+1(τ)dτ,(2.49)

and by Gronwall’s Lemma, we get

sup
i≤k+1

E
(∫ t

0

∫
D
‖Dy,sun,i(·, t)‖2L∞(D)dyds

)
= An,k+1(t) ≤ c = c(n),

which gives

sup
t∈[0,T ]

sup
i≤k+1

E
(∫ T

0

∫
D
‖Dy,sun,i(·, t)‖2L∞(D)dyds

)
= sup
t∈[0,T ]

sup
i≤k+1

E
(∫ t

0

∫
D
‖Dy,sun,i(·, t)‖2L∞(D)dyds

)
<∞.

(2.50)

Here, we used that Dy,sun,i(x, t) = 0 for any s > t and thus the integration is for s ∈ [0, T ], while we note
that the bound is independent of k. So, we have, by (2.50), that

‖un,k+1(x, t)‖D1,2 :=
(
E(|un,k+1(x, t)|2) + E

(∫ T

0

∫
D
|Dy,sun,k+1(x, t)|2dyds

))1/2

≤c+ c
[

sup
t∈[0,T ]

E
(∫ T

0

∫
D
‖Dy,sun,k+1(·, t)‖2L∞(D)dyds

)]1/2
≤c+ c

[
sup
t∈[0,T ]

sup
i≤k+1

E
(∫ T

0

∫
D
‖Dy,sun,i(·, t)‖2L∞(D)dyds

)]1/2
<∞,

uniformly for any k; here, since 2 < 5, we used the same argument of proving (2.38), but for 2 in place of
2pq (i.e., E(|un,k+1(x, t)|2) <∞, the bound again independent of k). This yields that

(2.51) ∃ Dy,sun,k+1(x, t) ∈ D1,2 ∀ (x, t) ∈ D × [0, T ].

Relations (2.50), (2.51) complete the induction, and establish (2.28).

As proved, for p ≥ 2
‖un(·, t)− un,k(·, t)‖Lp(Ω) → 0 as k →∞,

and so,

(2.52) un,k(·, t)→ un(·, t) as k →∞ in the L2(Ω) norm,

while as we also proved

(2.53) un,k ∈ D1,2 ∀ k.
Moreover for

‖D·,·un,k(x, t)‖H :=
[ ∫ T

0

∫
D
|Dy,sun,k(x, t)|2dyds

]1/2
,

it holds that

(2.54) sup
k

E(‖D·,·un,k(x, t)‖2H) <∞,

since by (2.28)

sup
k

E(‖D·,·un,k(x, t)‖2H) = sup
k

E
(∫ T

0

∫
D
|Dy,sun,k(x, t)|2dyds

)
≤ sup
t∈[0,T ]

sup
k

E
(∫ T

0

∫
D
‖Dy,sun,k(·, t)‖2L∞(D)dyds

)
<∞.
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Using Lemma 1.2.3 of [17], due to (2.53), (2.52), (2.54), we have the first result of this proposition, i.e., that

(2.55) un(x, t) ∈ D1,2,

and
Dy,sun,k(x, t)→ Dy,sun(x, t),

in the weak topology of L2(Ω;H) := L2(Ω× ([0, T ]×D)), where

‖v‖L2(Ω;H) :=
[
E
(∫ T

0

∫
D
|v(y, s)|2dyds

)]1/2
.

(Observe that for (x, t) fixed, Dy,sun,k(x, t) = v(y, s) for some v.)
We remind that Dy,s(un,k+1(x, t)) was defined through (2.29). We shall show that Dy,sun(x, t) satisfies

uniquely (2.27).
Taking Malliavin derivatives in both sides of spde (2.6) (see the analogous calculus and arguments for

Dy,sun,k+1 given by (2.34)), we obtain that for any s ≤ t

Dy,sun(x, t) =

∫ t

s

∫
D

[∆G(x, z, t− τ)−G(x, z, t− τ)]G̃2(n)(z, τ)Dy,sun,k(z, τ)dzdτ

+G(x, y, t− s)σ(un(y, s))

+

∫ t

s

∫
D
G(x, z, t− τ)G̃1(n)(z, τ)Dy,sun(z, τ)W (dz, dτ),

i.e., (2.27) is satisfied, while for s > t
Dy,sun(x, t) = 0.

Here, G̃1(n)(z, τ), G̃2(n)(z, τ) are bounded, and satisfy

Dy,s(σ(un(z, τ))) = G̃1(n)(z, τ)Dy,s(un(z, τ)),

Dy,s(fn(un(z, τ))) = G̃2(n)(z, τ)Dy,s(un(z, τ)).

Indeed, by Proposition 1.2.4 of [17] (as we already used for un,k+1), since un belongs to D1,2 and σ is
Lipschitz uniformly on any x in R with Kσ its Lipschitz coefficient, then σ(un) belongs to D1,2 also, and

there exists a random variable G̃1 = G̃1(n) such that

(2.56) Dy,s

(
σ(un(x, t))

)
= G̃1(n)(x, t)Dy,sun(x, t),

with G̃1 bounded (in the absolute value norm) by Kσ, uniformly for any x, t, i.e.,

|G̃1(n)(x, t)| ≤ Kσ, ∀ x ∈ D, ∀t ∈ [0, T ].

Taking fn in place of σ, the same argument - since fn is also Lipschitz uniformly on R - yields

(2.57) Dy,s

(
fn(un(x, t))

)
= G̃2(n)(x, t)Dy,sun(x, t),

and
|G̃2(n)(x, t)| ≤ K̂fn ,

for K̂fn a positive constant, depending on n through fn.
Remind that σ is continuously differentiable and Lipschitz.
We note that as stated in the proof of Proposition 1.2.4 in [17], since fn is continuously differentiable,

then
G2(n, k)(x, t) = f ′n(un,k(x, t)), G̃2(n)(x, t) = f ′n(un(x, t)),

while for the same reason

G1(n, k)(x, t) = σ′(un,k(x, t)), G̃1(n)(x, t) = σ′(un(x, t)).

We need only to show uniqueness of solution of (2.27); note that from uniqueness of the Malliavin

derivative, G̃1, G̃2 are uniquely determined. So, if D̂y,sun(x, t) is another solution of (2.27), then through
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linearity of (2.27) on Dy,sun(x, t) or on D̂y,sun(x, t), we get, applying the same arguments, the analogous
result as this for (2.49). More specifically, for

Bn(t) := E
(∫ t

0

∫
D
‖Dy,sun(·, t)− D̂y,sun(·, t)‖2L∞(D)dyds

)
,

we can analogously derive,

Bn(t) ≤0 + c

∫ t

0

Bn(τ)dτ,(2.58)

and by Gronwall’s Lemma we get that Bn(t) = 0 for any t, i.e.,

E
(∫ t

0

∫
D
‖Dy,sun(·, t)− D̂y,sun(·, t)‖2L∞(D)dyds

)
= 0, ∀ t ∈ [0, T ],

which yields finally uniqueness of solution of (2.27).
For (x, t) given, we derive that

E
(∫ T

0

∫
D

∫ T

0

∫
D
|Dy,sun(x, t)|2dydsdxdt

)
=

∫ T

0

∫
D

E
(∫ T

0

∫
D
|Dy,sun(x, t)|2dyds

)
dxdt

≤c
∫ T

0

∫
D

E
(∫ T

0

∫
D
|Dy,sun(x, t)−Dy,sun,k(x, t)|2dyds

)
dxdt

+ c

∫ T

0

∫
D

E
(∫ T

0

∫
D
|Dy,sun,k(x, t)|2dyds

)
dxdt

≤ c
∫ T

0

∫
D

E
(∫ T

0

∫
D
|Dy,sun(x, t)−Dy,sun,k(·, t)|2dyds

)
dxdt

+ c

∫ T

0

∫
D

E
(∫ T

0

∫
D
‖Dy,sun,k(·, t)‖2L∞(D)dyds

)
dxdt <∞,

(2.59)

since, by (2.28)

E
(∫ T

0

∫
D
‖Dy,sun,k(·, t)‖2L∞(D)dyds

)
<∞,

and due to

(2.60) E
(∫ T

0

∫
D
|Dy,sun(x, t)−Dy,sun,k(·, t)|2dyds

)
<∞.

In the previous argument we applied Fubini’s Theorem. Moreover (2.60) holds true since Dy,sun,k → Dy,sun
as k →∞ in L2(Ω); this L2(Ω) convergence can be easily established analogously to the way that the L2(Ω)
convergence of un,k was established, i.e, we subtract the relation (2.34) - which defines the sequence of
Malliavin derivatives Dy,sun,k, and (2.27) - which is uniquely solvable for Dy,sun, and derive after straight
forward calculations, and since f ′n, σ′ are continuous, the L2(Ω) convergence of the sequence of derivatives.

Also, by the estimate (2.7) of Lemma 2.7, we have

E
(∫ T

0

∫
D
|un(x, t)|2dxdt

)
≤
∫ T

0

E
(∫
D
|un(x, t)|2dx

)
dt

≤
∫ T

0

E
(
‖un(·, t)‖2L∞(D)

)
dt

≤ sup
t∈[0,T ]

E
(
‖un(·, t)‖2L∞(D)

)
<∞.

(2.61)

Relations (2.59) and (2.61), by definition, yield the final regularity result of this proposition, i.e.,

(2.62) un(x, t) ∈ L1,2.
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�

The next Main Theorem is a direct consequence of the previous arguments.

Theorem 2.9. Let u be the solution of the stochastic Cahn-Hilliard/Allen-Cahn equation (1.1), in dimension
d = 1, with smooth initial data u0. Moreover, let σ satisfy for any x ∈ R (1.3), i.e.,

|σ(x)| ≤ C(1 + |x|q),
for some C > 0 and any q ∈ (0, 1

3 ), and the Lipschitz property on R (1.4), and also let σ be continuously

differentiable on R. Then the solution u of (1.1) belongs to L1,2
loc ⊆ D

1,2
loc .

Proof. Indeed, since we constructed a localization of u, by (Ωn, un), n ∈ N, with un proven to be in
L1,2 ⊆ D1,2. �

Remark 2.10. As already stated, the Malliavin derivative Dy,su is defined well by the Malliavin derivatives
of the restrictions u|Ωn on Ωn:

Dy,su := Dy,sun, on Ωn.

3. Existence of a density for u

In order to establish existence of a density for the solution u of (1.1), we prove first the absolute continuity
of the approximation un.

3.1. Absolute continuity of un. Our aim is to prove that for t > 0 and for x ∈ [0, π]

(3.1) ‖D·,·un(x, t)‖2H =

∫ t

0

∫
D
|Dy,sun(x, t)|2dyds > 0,

with probability P = 1.

Remark 3.1. If we prove the above, then ‖D·,·un(x, t)‖H > 0 almost surely, while we have proved that

un ∈ D1,2 ⊆ D1,2
loc ⊆ D

1,1
loc (obviously applying Hölder’s inequality on the formula of ‖ · ‖D1,1-norm where, cf.

p. 27 of [17], ‖v||D1,1 := E(|v|)+E(‖D·,·‖H), we see that D1,2 ⊆ D1,1) and thus, according to Theorem 2.1.3
of [17] p. 98, un is absolutely continuous with respect to the Lebesgue measure on R (see also the analogous
argument used in [8]).

Applying the same argument of Theorem 2.1.3 of [17], for u this time, since by Theorem 2.9 u ∈ D1,2
loc , in

order to prove absolute continuity for u, we need to prove that

‖D·,·u‖H > 0, almost surely.

More specifically, the aforementioned Theorem 2.1.3 states: Let F be a random variable of the space D1,1
loc ,

and suppose that ‖DF‖H > 0 a.s. Then the law of F is absolutely continuous with respect to the Lebesgue
measure on R.

In our case, we defined the space-time Malliavin derivative operator D := Dy,s and H := L2([0, T ]×D),

while we apply this theorem for un, u, for which we have shown that un ∈ D1,2 ⊆ D1,2
loc ⊆ D1,1

loc , u ∈ D1,2
loc ⊆

D1,1
loc .

We prove now why the validity of (3.1) is sufficient for establishing the absolute continuity of u.
Let ω ∈ A := ∪nk=1Ωk = Ωn ⊆ Ω, then u(x, t;ω) = un(x, t;ω) a.s., and thus, for

B := {ω ∈ Ω : ‖D·,·u(x, t;ω)‖H > 0} ⊇ C := {ω ∈ A : ‖D·,·u(x, t;ω)‖H > 0},
Dn := {ω ∈ A = Ωn : ‖D·,·un(x, t;ω)‖H > 0},

we have P (C) = P (Dn) for any n. Set

Z := {ω ∈ Ω : ‖D·,·un(x, t;ω)‖H > 0}.
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So, if (3.1) is valid, then P (Z) = 1, which gives P (Zc) = 0. But, observe that

Dc
n = {ω ∈ A = Ωn : ‖D·,·un(x, t;ω)‖H ≤ 0} ⊆ {ω ∈ Ω : ‖D·,·un(x, t;ω)‖H ≤ 0} = Zc,

so,

P (Dc
n) ≤ P (Zc) = 0,

i.e., P (Dc
n) = 0 and so P (Dn) = 1. Thus, we have

1 ≥ P (B) ≥ P (C) = P (Dn) = 1,

which yields P (B) = 1. Hence, indeed ‖D·,·u‖H > 0, almost surely, and as already argued, the law of u is
absolutely continuous with respect to the Lebesgue measure on R.

In the sequel, we shall present two very important and difficult estimates that are derived after treating
carefully the growth of the unbounded noise diffusion σ.

Lemma 3.2. Under the assumptions of Theorem 2.9, the next estimates hold true

(3.2) sup
t∈[ŝ−ε,ŝ]

E
(∫ ŝ

ŝ−ε

∫
D
‖Dy,sun(·, t)‖2L∞(D)dyds

)
< C(n)ε2/3,

and

(3.3) sup
t∈[ε,T ]

E
(∫ t

t−ε

∫
D
‖Dy,sun(·, t)−G(·, y, t− s)σ(un(y, s))‖2L∞(D)dyds

)
< C(n)ε17/12,

for any ŝ ≥ 0, where ε < min{1, ŝ}, and C(n) > 0 is a constant independent of t, ε.

Proof. Using the spde (2.27) for the Malliavin derivative of un, we proceed as when using equation (2.34)
(when we estimated the Malliavin derivative of un,k) but integrating now on (a, t) for t ≥ a ≥ 0, instead of
(0, t). At the end, we will use our result for a := 0 and for a := ŝ− ε.

More specifically, for p ≥ 2 , we get

|Dy,sun(x, t)|p ≤c|G(x, y, t− s)σ(un(y, s))|p

+ c
∣∣∣ ∫ t

s

∫
D

[∆G(x, z, t− τ)−G(x, z, t− τ)]G̃2(n)(z, τ)Dy,sun(z, τ)dzdτ
∣∣∣p

+ c
∣∣∣ ∫ t

s

∫
D
G(x, z, t− τ)G̃1(n)(z, τ)Dy,sun(z, τ)W (dz, dτ)

∣∣∣p,
which yields by the boundedness of G̃2

‖Dy,sun(·, t)‖pL∞(D) ≤c‖G(·, y, t− s)σ(un(y, s))‖pL∞(D)

+ c
∥∥∥∫ t

s

∫
D
|∆G(·, z, t− τ)−G(·, z, t− τ)||Dy,sun(z, τ)|dzdτ

∥∥∥p
L∞(D)

+ c
∥∥∥∫ t

s

∫
D
G(·, z, t− τ)G̃1(n)(z, τ)Dy,sun(z, τ)W (dz, dτ)

∥∥∥p
L∞(D)

.

We integrate the previous for y ∈ D, s ∈ [a, t] and then take expectation, to derive

E
(∫ t

a

∫
D
‖Dy,sun(·, t)‖pL∞(D)dyds

)
≤ cE

(∫ t

a

∫
D
‖G(·, y, t− s)σ(un(y, s))‖pL∞(D)dyds

)
+ cE

(∫ t

a

∫
D

∥∥∥∫ t

s

∫
D
|∆G(·, z, t− τ)−G(·, z, t− τ)||Dy,sun(z, τ)|dzdτ

∥∥∥p
L∞(D)

dyds
)

+ cE
(∫ t

a

∫
D

∥∥∥∫ t

s

∫
D
G(·, z, t− τ)G̃1(n)(z, τ)Dy,sun(z, τ)W (dz, dτ)

∥∥∥p
L∞(D)

dyds
)

:=E1(t) + E2(t) + E3(t).

(3.4)
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We set p = 2. We shall estimate the terms Ei(t) for i = 1, 2, 3 when p = 2.
We have for 1/α+ 1/β = 1

E1(t) =cE
(∫ t

a

∫
D
‖G(·, y, t− s)σ(un(y, s))‖pL∞(D)dyds

)
≤cE

(∫ t

a

∫
D
‖G(·, y, t− s)‖pαL∞(D)dyds

)
+ cE

(∫ t

a

∫
D
|σ(un(y, s))|pβdyds

)
≤cE

(∫ t

a

∫
D
‖G(·, y, t− s)‖pαL∞(D)dyds

)
+ cE

(∫ t

a

∫
D
c(1 + |un(y, s)|pβq)dyds

)
≤cE

(∫ t

a

∫
D
‖G(·, y, t− s)‖pαL∞(D)dyds

)
+ c(t− a) + cE

(∫ t

t−ε
c‖un(·, s)‖pβqL∞(D)ds

)
≤c(t− a) + E

(∫ t

a

∫
D
‖G(·, y, t− s)‖pαL∞(D)dyds

)
+ c

∫ t

a

E
(
‖un(·, s)‖pβqL∞(D)

)
ds,

(3.5)

where we used the growth of the unbounded noise diffusion, for q ∈ (0, 1/3), and Fubini’s Theorem. We
shall use α = 7/6, β = 7, and p = 2.

By (1.6) of [8], we have for d = 1, p = 2∫ t

a

∫
D
‖G(·, y, t− s)‖pαL∞(D)dyds ≤C

∫ t

a

|t− s|−pαd/4+d/4ds = C

∫ t

a

|t− s|−2(7/6)(1/4)+1/4ds

=C

∫ t

a

|t− s|−1/3ds ≤ C(t− a)2/3.

(3.6)

Also since pβq = 2 · 7 · q < 2 · 7 · 1/3 = 14/3(< 5), in dimensions d = 1, using (2.7), we obtain for any
s ∈ [0, T ] and thus for any s ∈ [a, t]

E(‖un(·, s)‖pβqL∞(D)) ≤ c.(3.7)

Using (3.6), (3.7) in (3.5), yields

E1(t) ≤c(t− a) + cE
(∫ t

a

∫
D
‖G(·, y, t− s)‖pαL∞(D)dyds

)
+ c

∫ t

a

E
(
‖un(·, s)‖pβqL∞(D)

)
ds

≤c(t− a) + c(t− a)2/3 + c(t− a) ≤ c(t− a) + c(t− a)2/3,

(3.8)

uniformly for all t, and thus for p = 2

(3.9) E1(t) ≤ c(t− a) + c(t− a)2/3.

Considering the term E2(t), by (1.12) of [8], we have, as in deriving (2.42), but observing that s ≤ τ ≤ t
and a ≤ s ≤ t, which yields s ∈ [a, τ ] when changing the order of integration

E2(t) =cE
(∫ t

a

∫
D

∥∥∥∫ t

s

∫
D
|∆G(·, z, t− τ)−G(·, z, t− τ)||Dy,sun(z, τ)|dzdτ

∥∥∥p
L∞(D)

dyds
)

≤c
∫ t

a

E
(∫ τ

a

∫
D
‖Dy,sun(·, τ)‖pL∞(D)dyds

)
dτ.

(3.10)

For the term E3(t), Fubini’s Theorem and Burkholder-Davis-Gundy inequality, together with the bound-

edness of G̃1, yields as in (2.43)

E3(t) =cE
(∫ t

a

∫
D

∥∥∥∫ t

s

∫
D
G(·, z, t− τ)G̃1(n)(z, τ)Dy,sun(z, τ)W (dz, dτ)

∥∥∥p
L∞(D)

dyds
)

≤c
∫ t

a

∫
D

E
(∥∥∥∫ τ

a

∫
D
|G(·, z, t− τ)|2|Dy,sun(z, τ)|2dzdτ

∥∥∥p/2
L∞(D)

)
dyds.

(3.11)
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As in (2.45), we derive since d = 1 and p = 2

E3(t) ≤ c
∫ t

a

(t− τ)−1/4E

(∫ τ

a

∫
D
‖Dy,sun,k(·, τ)‖2L∞(D)dyds

)
dτ.(3.12)

Hence, by the estimates (3.9), (3.10) and (3.12), we get for (3.4)

E
(∫ t

a

∫
D
‖Dy,sun(·, t)‖2L∞(D)dyds

)
≤c(t− a) + (t− a)2/3

+ c

∫ t

a

E
(∫ τ

a

∫
D
‖Dy,sun(·, τ)‖2L∞(D)dyds

)
dτ

+ c

∫ t

a

(t− τ)−1/4E

(∫ τ

a

∫
D
‖Dy,sun(·, τ)‖2L∞(D)dyds

)
dτ,

(3.13)

for c > 0 constants independent of t.
Define

Ln(t) := E
(∫ t

a

∫
D
‖Dy,sun(·, t)‖2L∞(D)dyds

)
,

then (3.13) is written as

Ln(t) ≤ c(t− a) + c(t− a)2/3 + c

∫ t

a

Ln(τ)dτ + c

∫ t

a

(t− τ)−1/4Ln(τ)dτ.(3.14)

This yields

c

∫ t

a

(t− τ)−1/4Ln(τ)dτ ≤c(t− a)1+1−1/4 + c(t− a)2/3+1−1/4

+ c(t− a)1−1/4

∫ t

a

Ln(s)ds

+ c

∫ t

a

[

∫ t

a

(t− τ)−1/4(τ − s)−1/4dτ ]Ln(s)ds

≤c(t− a)1+1−1/4 + c(t− a)2/3+1−1/4

+ c(t− a)1−1/4

∫ t

a

Ln(s)ds+ c(t− a)1/4

∫ t

a

Ln(s)ds

≤c(t− a)7/4 + c(t− a)17/12 + c

∫ t

a

Ln(s)ds.

Thus (3.14) becomes

Ln(t) ≤ C0(t, a) + c

∫ t

a

Ln(τ)dτ,(3.15)

for
C0(t, a) := c(t− a) + c(t− a)2/3 + c(t− a)7/4 + c(t− a)17/12.

By (3.15), we get

Ln(t) ≤ C0(t, a),(3.16)

which yields,

E
(∫ t

a

∫
D
‖Dy,sun(·, t)‖2L∞(D)dyds

)
= Ln(t)

≤ c(t− a) + c(t− a)2/3 + c(t− a)7/4 + c(t− a)17/12,

(3.17)

uniformly for any t.
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In the above, c = C(n) > 0 is independent of t, but generally may depend on n. Since Dy,sun(·, t) = 0
when s > t, then for any ŝ ≥ t, by using (3.17), we have

E
(∫ ŝ

a

∫
D
‖Dy,sun(·, t)‖2L∞(D)dyds

)
=E
(∫ t

a

∫
D
‖Dy,sun(·, t)‖2L∞(D)dyds

)
≤c(t− a) + c(t− a)2/3 + c(t− a)7/4 + c(t− a)17/12

≤c(ŝ− a) + c(ŝ− a)2/3 + c(ŝ− a)7/4 + c(ŝ− a)17/12.

(3.18)

So, choosing in the above a := ŝ− ε ≤ t (we need a ≤ t), we have for any ŝ ≥ t ≥ ŝ− ε,

E
(∫ ŝ

ŝ−ε

∫
D
‖Dy,sun(·, t)‖2L∞(D)dyds

)
≤ cε2/3,(3.19)

for ε < 1. Taking supremum on any such t ∈ [ŝ− ε, ŝ], we have the result, i.e., (3.2).
Moreover, we have

E
(∫ t

t−ε

∫
D
‖Dy,sun(·, t)−G(·, y, t− s)σ(un(y, s))‖2L∞(D)dyds

)
≤ cE2(t) + cE3(t)

≤ cε2/3ε+ cε2/3ε1−1/4

≤ cε17/12,

(3.20)

where we used (3.10) and (3.12) for a = t− ε and the estimate (3.2). So, the estimate (3.3) is established.
�

We are now ready to prove the next important theorem, which will yield by localization the second result
of the Main Theorem 1.1 of this paper. Here, we need a non-degenerating extra assumption for the diffusion
σ.

Theorem 3.3. Under the assumptions of Theorem 2.9, if additionally, σ satisfies (1.6), i.e

|σ(x)| ≥ c0 > 0,

for any x ∈ R, then the law of the solution un(x, t) of (2.6) when t > 0 and x ∈ (0, π), is absolutely
continuous with respect to the Lebesgue measure on R.

Proof. Relation (2.27) yields

|Dy,sun(x, t)|2 =
∣∣∣ ∫ t

s

∫
D

[∆G(x, z, t− τ)−G(x, z, t− τ)]G̃2(n)(z, τ)Dy,s(un(z, τ))dzdτ

+G(x, y, t− s)σ(un(y, s))

+

∫ t

s

∫
D
G(x, z, t− τ)G̃1(n)(z, τ)Dy,s(un(z, τ))W (dz, dτ)

∣∣∣2
≥1

2
A−B,

(3.21)

for

A(x, y, s, t) := G(x, y, t− s)2σ(un(y, s))2,

and

B(x, y, s, t) :=
∣∣∣ ∫ t

s

∫
D

[∆G(x, z, t− τ)−G(x, z, t− τ)]G̃2(n)(z, τ)Dy,s(un(z, τ))dzdτ

+

∫ t

s

∫
D
G(x, z, t− τ)G̃1(n)(z, τ)Dy,s(un(z, τ))W (dz, dτ)

∣∣∣2,
where we used that (2−1/2a+ 21/2b)2 ≥ 0 which yields (a+ b)2 ≥ 1

2a
2 − b2.
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So, we have∫ t

0

∫
D
|Dy,sun(x, t)|2dyds ≥

∫ t

t−ε

∫
D
|Dy,sun(x, t)|2dyds ≥ 1

2

∫ t

t−ε

∫
D
Adyds−

∫ t

t−ε

∫
D
Bdyds.(3.22)

We will give an upper bound in expectation for the term∫ t

t−ε

∫
D
Bdyds.

For this, we shall use Lemma 3.2 (relation (3.3)), which yields

(3.23) E
(∫ t

t−ε

∫
D
B(x, y, s, t)dyds

)
≤ E

(∫ t

t−ε

∫
D
‖B(·, y, s, t)‖2L∞(D)dyds

)
≤ C(n)ε17/12.

We now provide a lower bound for
∫ t
t−ε
∫
D Adyds. The non-degeneracy condition of the diffusion and

using the spectrum in [0, π] of the negative Neumann Laplacian, yields∫ t

t−ε

∫
D
Adyds =

∫ t

t−ε

∫
D
G(x, y, t− s)2σ(un(y, s))2dyds

≥c
∫ t

t−ε

∫
D
G(x, y, t− s)2dyds = c

∫ t

t−ε

[ ∞∑
k=0

a2
k(x)e−2(λ2

k+λk)(t−s)
]
ds

≥c
∫ t

t−ε

[ ∞∑
k=0

a2
k(x)e−4λ2

k(t−s)
]
ds = c

∞∑
k=1

a2
k(x)

1

4λ2
k

[1− e−4λ2
kε] + Cε

=c
1

2

∞∑
k=1

a2
k(x)

1

2λ2
k

[1− e−2λ2
k(2ε)] + Cε ≥ C(2ε)1−d/4 = Cε3/4,

(3.24)

where we used the orthonormal L2(D) eigenfunctions basis {ak} for k = 0, 1, 2, · · · , in dimensions d = 1, the
fact that λk = k2, and that (t− s) ≥ 0 and that −(λ2

k +λk) = −(k4 + k2) ≥ −2λ2
k = −2k4, and the estimate

(3.25) of [8]. Thus, we have proven that ∫ t

t−ε

∫
D
Adyds ≥ C0ε

3/4.(3.25)

Using the estimates (3.23), (3.25), we arrive at

P
(∫ T

0

∫
D
|Dy,sun(x, t)|2dyds > 0

)
≥P (

1

2

∫ t

t−ε

∫
D
A(x, y, s, t)dyds−

∫ t

t−ε

∫
D
B(x, y, s, t)dyds > 0

)
≥P (

∫ t

t−ε

∫
D
B(x, y, s, t)dyds <

C0

2
ε3/4

)
≥1− cE

(∫ t

t−ε

∫
D
B(x, y, s, t)dyds

)
ε−3/4

≥1− cε17/12ε−3/4 = 1− cε2/3 → 1, as ε→ 0,

(3.26)

where we applied Markov’s inequality.
This yields the result.
We note that the proof of this theorem was influenced by the very interesting arguments of Cardon-Weber

in [8], for an analogous result, where the stochastic Cahn-Hilliard equation with bounded noise diffusion was
considered. However, we used in a direct way the property of σ, i.e., that |σ(x)| ≥ c0 > 0 for any x ∈ R. �
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3.2. Absolute continuity of the stochastic solution u. The next theorem establishes the second result
of Main Theorem 1.1, this of the existence of a density for u.

Theorem 3.4. Under the assumptions of Theorem 2.9, if additionally, σ satisfies (1.6), i.e.,

|σ(x)| ≥ c0 > 0,

for any x ∈ R, then the law of the solution u of (1.1) is absolutely continuous with respect to the Lebesgue
measure on R.

Proof. This is a direct result of Theorem 3.3 through localization, see the arguments of Remark 3.1. �
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