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0. Introduction

In this paper, we investigate two problems concerning a class of higher order

uniformly elliptic operators with measurable coefficients. In our first result, we prove

a stability estimate for the resolvent of such an operator under perturbation of its

principal coefficients in Lp spaces. Our second result is a regularity theorem

concerning the smoothing properties of the resolvent, and it provides a sufficient

condition under which the first result can be applied.

More precisely, we work on a bounded domain of RN, and consider operators of

the form

Hf¯ 3
rαr%m
rβr%m

(®1)rαr Dα²aαβ D
βf ´

which are uniformly elliptic and have measurable coefficients. Our first main result,

Theorem 5, has as a corollary the statement that, for two such operators H
"
, H

#
with

corresponding coefficient matrices a
"
, a

#
, we have

s(H
#
1)−"®(H

"
1)−"s

r
% csa

#
®a

"
s
p

for r and p in a certain range. Here, the first norm is the Schatten norm of index r,

and the second norm is the usual Lp norm. See Corollary 12 for the details. This

generalises [3, Theorem 9], where the second order problem is treated. The proof of

the above estimate depends heavily on a regularity property of the corresponding

resolvent operator. In our second theorem, Theorem 10, we prove that (H1)−" has

the Lp smoothing property

(H1)−" :Lp !Wm,p

for p sufficiently close to 2. This is the higher order version of a result of Meyers [9]

that was used in [3].

We chose as a setting for our results an abstract axiomatic one, where we consider

general operators on L#-spaces. The reason for this is not only the natural desire for

generality, which may also allow for other applications, but also the fact that such an

exposition allows one to see more clearly the features that are really important for the

theory to work.

The paper consists essentially of two parts. In the first, we prove our stability

estimate in an abstract axiomatic setting which is subject to two hypotheses,
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Hypothesis 1 and Hypothesis 2, of which Hypothesis 2 is the more difficult to verify.

In the second part, we prove our main regularity estimate, thus establishing a general

condition under which Hypothesis 2 is valid.

0.1. The setting

Let Ω be a locally compact, second countable, Hausdorff topological space, and

let dx be a finite Borel measure on Ω. Let (T
x
,©,ª

x
) be a measurable field of r-

dimensional Hilbert spaces on Ω (see [7] for a precise definition).

We denote by Lp

v
(Ω) the Banach space of measurable p-integrable vector fields ξ

equipped with the natural norm

sξs
p
¯ (&

Ω

rξ
x
rpdx1"/p 1% p!¢

sξs¢ ¯ ess sup
x`Ω

rξ
x
r.

Let
D :$!L#

v
(Ω)

be a closed densely defined operator on L#(Ω) with domain $. Let S¯²S
x
´ be a self-

adjoint measurable operator field on Ω such that

λ%S
x
%µ x `Ω (1)

in the sense of the Hilbert space (T
x
,©,ª

x
), where λ and µ are positive constants

independent of x `Ω.

Define the closed densely defined operator H on L#(Ω) as

H¯D*SD.

Equivalently, H is the self-adjoint operator associated to the closed quadratic form

Q given by Dom(Q)¯$ and

Q( f )¯&
Ω

©SDf,Dfªdx for all f `$.

We introduce the following two hypotheses on H.

H 1. H has discrete spectrum ²λ
n
´ and λ

n
C n"/

α as n tends to ¢, for

some α" 0.

H 2. Let φ
n

be a normalised eigenfunction for λ
n
. There exists a

q
!
" 2 such that, for all q with 2! q! q

!
, Dφ

n
`Lq(Ω) and

sDφ
n
s
q
% c

q
λγ(q)
n

for some γ(q) and all n.

1. Stability estimates

Let H
i
¯D*S

i
D, i¯ 1, 2, on L#(Ω) be as above, satisfying Hypothesis 1 and

Hypothesis 2. We define the operators F
i
¯S "/#

i
DD*S "/#

i
, i¯ 1, 2. Thus F

i
is a non-

negative self-adjoint operator on L#
v
(Ω), and it is a standard result that Sp(F

i
)e²0´¯

Sp(H
i
)e²0´ and that, for µ1 0, we have dimKer(F

i
®µ)¯dimKer(H

i
®µ).

The following is a more abstract version of a formula that has been extensively

used in scattering theory [6].
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L 3. Let g(t)¯ t"/#}(t1). There exist partial isometries U
"
,U

#
:L#!L#

v

such that

(H
#
1)−"®(H

"
1)−"¯U$

#
g(F

#
)S−"/#

#
(S

"
®S

#
)S−"/#

"
g(F

"
)U

"
.

Proof. Writing the identity

(T*T1)−"T*(TT*1)−"T¯ 1

for T¯S "/#

"
D and T¯S "/#

#
D and then subtracting, we have

(H
#
1)−"®(H

"
1)−"

¯®D*S "/#

#
(F

#
1)−"S "/#

#
DD*S "/#

"
(F

"
1)−"S "/#

"
D

¯®D*[(DD*S−"

#
)−"®(DD*S−"

"
)−"]D

¯D*(DD*S−"

#
)−"(S−"

#
®S−"

"
) (DD*S−"

"
)−"D

¯D*S "/#

#
(F

#
1)−"S "/#

#
(S−"

#
®S−"

"
)S"/#

"
(F

"
1)−"S "/#

"
D

¯D*S "/#

#
(F

#
1)−"S−"/#

#
(S

"
®S

#
)S−"/#

"
(F

"
1)−"S "/#

"
D.

Using polar decomposition, we write S "/#
i

D¯ rD*S "/#
i

rU
i
¯F "/#

i
U

i
, i¯ 1, 2, and the

result follows.

The following arguments, together with Lemma 4, are valid for both H
"
and H

#
,

and we therefore omit the indices and consider a single operator H.

Let ²λ
n
´ be the eigenvalues of H, Hφ

n
¯ λ

n
φ

n
. Let p

!
¯ 2q

!
}(q

!
®2), and let

p" p
!
be a parameter. We make Sp(F ) into a measure space as follows. Each eigen-

value λ
n
1 0 with multiplicity m(λ

n
) carries a weight

w
n,p

¯m(λ
n
)λ−"+#

γ(#p/(p−#))

n

where γ is the function that appears in Hypothesis 2. To 0, which may or may not be

an eigenvalue, we assign the weight w
!
¯¢. For 1% s%¢, we then have the

induced weighted l s spaces

l s(Sp(F ),w
n,p

)¯ (G rG(0)¯ 0 and 3
¢

n="

rG(λ
n
)rsw

n,p
!¢* 1% s!¢

l¢(Sp(F ))¯²G r sup
n

rG(λ
n
)r!¢´

which are Banach spaces when equipped with the natural norm. Finally, for

1% r!¢, we denote by sAs#r, or simply sAs
r
, the Schatten norm of index r

of an operator A

sAs
r
¯ (trrArr)"/r.

We have Lemma 4.

L 4. Let p" p
!
. Let V be a measurable operator-�alued map on Ω, and let

G be a complex �alued function on Sp(F ). For any 1% r%¢, V `Lpr(Ω) and

G ` l #r(Sp(F ),w
n,p

) imply that VG(F ) `# #r(L#(Ω)) and

sVG(F )s
#r

% csVs
pr

sGs
#r
. (2)

Here, the Ls-norm of the operator field V is defined in the natural way by

sVs
s
¯ s rV r s

s
, where rV r

x
is the norm of the operator V

x
acting on the Hilbert

space T
x
.
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Proof. For r¯¢, expression (2) is obvious. We shall prove it for r¯ 1, the

general case then following by interpolation. As mentioned above, 0 may or may not

belong in Sp(F ). If it does, we can assume that G(0)¯ 0, since otherwise the right-

hand side of (2) is infinite. Setting

ψ
n
¯ λ−"/#

n
S "/#Dφ

n
,

we observe that ²ψ
n
´ is a complete orthonormal system of Ker (F )v and Fψ

n
¯ λ

n
ψ

n
.

Hence we can estimate the Hilbert–Schmidt norm of VG(F ) :

sVG(F )s#

#
¯3

n

sVG(F )ψ
n
s#

#

¯3
n

rG(λ
n
)r# sVψ

n
s#

#

% sVs#
p
3
n

rG(λ
n
)r# sψ

n
s#

#p/(p−#)

% csVs#
p
3
n

rG(λ
n
)r# λ−"

n
sDφ

n
s#

#p/(p−#)

% csVs#
p
3
n

rG(λ
n
)r# λ−"+#

γ(#p/(p−#))

n

¯ csVs#
p
sGs#

l
#
(Sp(F),wn,p)

as required.

The main theorem of this section is Theorem 5.

T 5. Let H
"
¯D*S

"
D and H

#
¯D*S

#
D satisfy Hypothesis 1 and

Hypothesis 2, and set q
!
¯min ²q

",!
, q

#,!
´, p

!
¯ 2q

!
}(q

!
®2), and γ(q)¯max ²γ

"
(q),

γ
#
(q)´. If p and r satisfy the following two conditions :

(1) p" p
!
;

(2) r"α2γ(2p}(p®2))®1;

then

s(H
#
1)−"®(H

"
1)−"s

r
% csS

#
®S

"
s
pr/#

. (3)

Proof. Without any loss of generality, we can assume that S
#
®S

"
& 0. If we let

p" p
!
, then it follows from Lemma 3 and Lemma 4 that

s(H
#
1)−"®(H

"
1)−"s

r
% cs(S

#
®S

"
)"/#g(F

"
)s

#r
s(S

#
®S

"
)"/#g(F

#
)s

#r

% s(S
#
®S

"
)"/#s#

pr
sgs

l
#r
(Sp(F

"
),wn,p)

sgs
l
#r
(Sp(F

#
),wn,p)

where, we recall, g(t)¯ t"/#}(t1). In particular, g(0)¯ 0, and therefore sgs
#r

!¢
for r sufficiently large, depending on p"P. In fact, using Hypothesis 1, we see that

sgs
#r

!¢5 r"α2γ0 2p

p®21®1.

This completes the proof of the theorem.
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R 6. Theorem 5 immediately yields eigenvalue stability. Let ²µ
n
(K )´ be

the singular values of a compact operator K. Using the formula

03
n

rµ
n
(B)®µ

n
(A)rr1"/r% sB®As

r
(4)

which is valid for any compact operators A and B (see [14]), we obtain

03
¢

n="

rλ
n,"

®λ
n,#

rr n−#r/
α1"/r% csa

#
®a

"
s
pr/#

for any p and r satisfying conditions (1) and (2) of Theorem 5.

E 7. Let UZΩ, and suppose that S
"
and S

#
coincide outside U. Then (3)

implies that

s(H
#
1)−"®(H

"
1)−"s

r
% crUr#/pr.

Now, in applications, Ω is typically a compact Riemannian manifold, and D*SD

is a partial differential operator related to some physical phenomenon, the operator

S containing information about relevant properties of the underlying manifold such

as conductivity, elasticity, etc. Hence, by taking rU r to be small, we can estimate the

effect of narrowly localised irregularities on the solution of the evolution equation

¥u
¦t

¯®Hu.

For example, and subject to the verification of Hypothesis 2, for m¯ 1, we can

estimate the effect on the heat flow produced by localised impurities of different

conductivity, while, for m¯ 2, we can estimate the effect on the vibrations of an

elastic shell produced by small regions with different elasticity properties.

For such applications, Hypothesis 2 is typically the one that is most difficult to

verify. The most common method for proving such estimates depends upon

appropriate smoothing properties being proved for the corresponding resolvent

operator. In the next section, we prove such a property under quite general conditions

in the case in which H is a higher order elliptic operator with measurable coefficients

acting on a bounded Euclidean domain. In the case of a second order uniformly

elliptic operator, where D¯~ and

H¯® 3
N

i,j="

¦
¦x

i

(aij
(x)

¦
¦x

j

* ,
there are a number of known results, which we now quote. The second and third

results were proved for Ω¯RN, but they are also true for bounded domains under

suitable regularity assumptions.

(1) (See [8, 9].) If Ω is a bounded Euclidean domain with C " boundary, $¯
W ",#

!
(Ω) and D¯~, then Hypothesis 1 is satisfied with α¯N}2, and Hypothesis 2 is

also satisfied with

γ(q)¯
1

4 0N2®
2N

q 1 .
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We then regain the main theorem of [3].

(2) (See [10].) If ~a
ij
`LN, then (H1)−" :L#!W #,#.

(3) (See [11].) If the coefficients a
ij
are continuous, then (H1)−" :Lp !W ",p for all

1! p!¢.

For a result of this type concerning non-self-adjoint operators, see [1, Proposition

3.1]. See also [12] for similar results in the case of unbounded coefficients. Finally, see

[4] for similar estimates for Laplace–Beltrami operators on compact Riemannian

manifolds satisfying mixed Dirichlet–Neumann boundary conditions.

2. Regularity estimates

We prove a theorem that provides a general condition under which Hypothesis 2

is valid.

Let Ω and the spaces Lp

v
(Ω) be as above, and define the ‘mixed’ Banach spaces

Lp

m
(Ω)¯Lp(Ω)GLp

v
(Ω) 1! p!¢

equipped with the norm

s( f
!
, f )s

p
¯²s f

!
sp

p
sfsp

p
´"/p.

Let 3 be a function space on Ω contained in U
p"

"
Lp(Ω) and dense in each Lp(Ω),

1! p!¢. Let D be a map with domain 3, such that the following are true.

(1) Df `U
p"

"
Lp

v
for all f `3.

(2) For each 1! p!¢, D is closable as an operator from 3ZLp(Ω) into

Lp

v
(Ω).

We denote by D
p

the corresponding closure, and set Wp ¯Dom(D
p
). In

particular, Wp is the completion of 3 with respect to the norm

s f s
W

p ¯²s f sp

p
sDf sp

p
´"/p.

For the sake of simplicity, we usually write Df rather than D
p
f, even when f a3.

Now let S be a measurable operator field on Ω satisfying (1). For u `Wp and

φ `Wp«, we set

Q(u,φ)¯&
Ω

(uφ©SDu,Dφª)dx.

We also denote by W−p« the Banach space dual of Wp. We have Lemma 8.

L 8. Let T `W−p«. There exists an f¯ ( f
!
, f ) `Lp«

m
(Ω) such that

©T,φª¯&
Ω

( f
!
φ©f,Dφª)dx for all φ `Wp

and sTs¯ s f s
p«.

Proof. Let

RZLp

m
¯²φGD

p
φ rφ `Wp´

and define the functional Th on R by

©Th ,φGD
p
φª¯©T,φª for all φ `Wp.
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We readily see that sTs¯ sTh s. By the Hahn–Banach Theorem, there exists an

extension T
!
of Th on the whole of Lp

m
(Ω) such that sT

!
s¯ sTh s. It is then standard that

there exists an f `Lp«
m
(Ω) such that

©T
!
, gª¯&

Ω

( f
!
g
!
©f, gª)dx for all g¯ (g

!
, g) `Lp

m

and that sT
!
s¯ s f s

p«. Hence

©T,φª¯&
Ω

( f
!
φ©f,Dφª)dx for all φ `Wp

and sTs¯ s f s
p« as required.

For 1! q!¢, we define the operator

H
q
:W q!W−q

by

©H
q
u,φª¯Q(u,φ) for all u `W q,φ `W q«

and the property (P
",q

) as H
q
has a bounded inverse.

Let f¯ ( f
!
, f ) `V

p"
"
L"

m
. We say that the function u `V

p"
"
Wp solves the

equation

Hu¯ f
!
D*f (5)

if

Q(u,φ)¯&
Ω

( f
!
φ©f,Dφª)dx for all φ `3

and we define the property (P
#,q

) as for f `Lq

m
(Ω), equation (5) has a unique solution

u :̄T
q
f `W q, and the operator T

q
:Lq

m
!W q is bounded.

Finally, we define the number

1

K
q

¯ inf
sus

W
q«
="

sup
sφs

W
q="

rQ(u,φ)r

and the property (P
$,q

) as K
q
!¢.

P 9. For 2% q!¢, properties (P
",q

), (P
#,q

), (P
$,q

), (P
",q

«) and (P
#,q

«)

are equi�alent, and, if they are �alid, then

sH−"
q

s¯ sH−"
q« s¯ sT

q
s¯ sT

q«s¯K
q
.

Proof. (P
",q

)5 (P
",q

«) : This follows from the fact that H$
q
¯H

q«.

(P
",q

)3 (P
#,q

), (P
",q

«)3 (P
#,q

«) : Let p be either q or q«, and let f `Lp. Define T `W−p

by

©T,φª¯& ( f
!
φ©f,Dφª)dx for all φ `Wp«

so that, in particular, sTs
W

−p % s f s
p
.
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Setting u¯H−"
p

T, we have

Q(u,φ)¯& ( f
!
φ©f,Dφª)dx for all φ `Wp«

that is, Hu¯ f
!
D*f. This solution is unique in Wp since H

p
is 1-1. Defining the

operator T
p

by
T
p
f¯ u,

it follows that sT
p
s% sH−"

p
s.

(P
#,q

)3 (P
",q

), (P
#,q

«)3 (P
",q

«) : Let p be either q or q«, and let T `W−p. Let

f¯ ( f
!
, f) `Lp

m
be such that

©T,φª¯& ( f
!
φ©f,Dφª)dx for all φ `Wp«

and sTs
W

−p ¯ s f s
p
. Letting u¯T

p
f `Wp, we have H

p
u¯T, and so H

p
is onto, and

it is 1-1 since T
p

is 1-1. Moreover,

sH−"
p

T s
W

p ¯ sus
W

p % sT
p
s s f s

p
¯ sT

p
s sTs

W
−p

and so sH−"
p

s% sT
p
s.

(P
$,q

)3 (P
#,q

«) : Let g `Lq«. Let (g
k
)ZL# satisfy sg®g

k
s
q« ! 0, and let u

k
`W # be

the solution of
Hu

k
¯ g

!,k
D*g

k
k¯ 1, 2,…

Then

Q(u
k
,φ)¯& (g

!,k
φ©g

k
,Dφª)dx for all φ `W #. (6)

If absolute values are taken of both sides and then supremum over all φ `W # such

that sφs
q
% 1, then (P

$,q
) implies that

1

K
q

su
k
s
",q

« % sg
k
s
q«. (7)

Hence (u
k
) is Cauchy in W q«. If u `W q« is its limit, then, letting k tend to ¢ in (6)

and (7), we have
Hu¯ g

!
D*g

and sus
W

q« %K
q
sgs

q«. The solution u is unique in W ",q
« since, by (P

$,q
), the only

solution in W q« of the equation H�¯ 0 is the trivial solution.

(P
",q

)3 (P
$,q

«), (P
",q

«)3 (P
$,q

) : Let p be either q or q«. Then

sH
p
us

W
−p &

1

sH−"
p

s
sus

W
p for all u `Wp

and hence

sup
sφs

W
p«="

rQ(u,φ)r&
1

sH−"
p

s
sus

W
p for all u `Wp

from which (P
$,p

«) follows.

We are now in the position to prove the regularity theorem for the operator H¯
D*SD1. It depends on a regularity assumption of the same type on the operator

Hh ¯:D*D1. The proof is similar to that in [9]. We recall that λ and µ are such

that
λ%S

x
%µ for all x `Ω.
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T 10. Assume that there exists a qh
!
, 2! qh

!
%¢, such that the operator

Hh ¯D*D1 satisfies properties (P
i,q

) for all qh !
!
! q! qh

!
. Then there exists a q

!
with

2! q
!
! qh

!
depending only on D and the constants λ, µ, such that H satisfies properties

(P
i,q

) for all q!

!
! q! q

!
.

Hence, if we have some Lq-estimates for q" 2 on the eigenfunctions ²φ
n
´ of H¯

D*SD, Hypothesis 2 is valid.

Proof. Without any loss of generality, we assume that µ¯ 1. It is standard that

the norm sHh −"
q

s is a logarithmically convex function of 1}q ` (1}qh
!
, 1}qh !

!
), and, since

it is symmetric with respect to q% q«, it has a minimum at q¯ 2. This minimum is

equal to 1; to see this, let f `L#
m

and u¯T
#
f `W #. Then

Qh (u,φ)¯& ( f
!
φ©f,Dφª)dx for all u `W #

and, taking the supremum over all φ `W # such that sφs
W

#
% 1, we have sH−"

#
s% 1.

Moreover, choosing f `L#
m

of the form f¯ (ψ,Dψ) for ψ `W #, we have sH−"

#
f s

W
#
¯

sψs
W

#
¯ s f s

#
. Hence sH−"

#
s¯ 1.

Now let Qh be the form associated with the operator Hh . For any ψ `W q«, we have

sup
sφs

W
q="

rQ(u,φ)r& sup
sφs

W
q="

rQh (u,φ)r

® sup
sφs

W
q="

rQh (u,φ)®Q(u,φ)r

& 0 1

Kh
q

®(1®λ)1 sus
W

q«

and therefore the norm K
q
satisfies

1

K
q

&
1

Kh
q

®1λ.

Hence, if 2! q
!
! qh

!
is chosen so that Kh

q
!

¯ (1®λ)−", then K
q
is smaller than ¢ for

all q!

!
! q! q

!
, as required.

E 11. Let Ω be a bounded Euclidean domain in RN with smooth

boundary, $¯Wm,#

!
(Ω), and A be a set of multi-indices α¯ (α

"
,…,α

N
) such that the

constant coefficient operator D*D, where

Df¯ (Dαf )α`A
¯: ((¦}¦x

"
)α

" … (¦}¦x
N
)α

N f )α`A
,

is uniformly elliptic of order 2m. Let a¯²aαβ(x)´α,β`A
be a measurable matrix such that

λ% a(x)%µ

on Ω, and let H¯D*aD. Thus H is a self-adjoint uniformly elliptic operator of order

2m, and it is given formally by

Hf¯ 3
α,β`A

(®1)rαrDα²aαβ(x)Dβf ´.

Moreover, it satisfies the hypotheses of Theorem 10, since D*D satisfies properties

(P
i,q

) by [13, Theorem 4.6].
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Let I¯ I(N,m) be the interval of all q& 2 such that the Sobolev imbedding

Wm,#

!
(Ω)ZLq(Ω) is valid, and set

q
!
¯ sup ²q r q ` I and (P

i,q
) are valid´ ` (2,¢].

For any q, 2! q! q
!
, we then have

sDφ
n
s
q
% cλ

n
sφ

n
s
q

% cλ
n
sφ

n
s
m,#

% cλ
n
sDφ

n
s
#

% cλ$/#
n

and interpolation with sDφ
n
s
#
% λ"/#

n
yields

sDφ
n
s
q
% cλγ

n

for all 2! q! q
!

and all

γ"
1

2


q
!
(q®2)

q(q
!
®2)

.

Since Hypothesis 1 is also satisfied with α¯N}2m, for H
"
and H

#
as above, we have

Corollary 12 of Theorem 5.

C 12. There exists a p
!
!¢ such that, if p" p

!
and r"

(N}2m)2p
!
}p, then

s(H
#
1)−"®(H

"
1)−"s

r
% csa

#
®a

"
s
pr/#

. (8)

Proof. We only need to take p
!
¯ 2q

!
}(q

!
®2), recall that p¯ 2q}(q®2), and

observe that Theorem 5(2) becomes

r"
N

2m
2 012

q
o
(q®2)

q(q
!
®2)1®1

¯
N

2m


2p
!

p
.

Note that the conclusion of Theorem 5 is still valid if Hypothesis 2 is weakened

to

sDφ
n
s
q
% c

q
λs

n
for all 2! q! q

!
, s" γ(q).
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