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Learning nonnative speech contrasts in adulthood has proven difficult. Standard training methods have
achieved moderate effects using explicit instructions and performance feedback. In this study, the authors
question preexisting assumptions by demonstrating a superiority of implicit training procedures. They
trained 3 groups of Greek adults on a difficult Hindi contrast (a) explicitly, with feedback (Experiment
1), or (b) implicitly, unaware of the phoneme distinctions, with (Experiment 2) or without (Experiment
3) feedback. Stimuli were natural recordings of consonant-vowel syllables with retroflex and dental
unvoiced stops by a native Hindi speaker. On each trial, participants heard pairs of tokens from both
categories and had to identify the retroflex sounds (explicit condition) or the sounds differing in intensity
(implicit condition). Unbeknownst to participants, in the implicit conditions, target sounds were always
retroflex, and distractor sounds were always dental. Post-training identification and discrimination tests
showed improved performance of all groups, compared with a baseline of untrained Greek listeners.
Learning was most robust for implicit training without feedback. It remains to be investigated whether
implicitly trained skills can generalize to linguistically relevant phonetic categories when appropriate
variability is introduced. These findings challenge traditional accounts on the role of feedback in phonetic

University of California, Riverside

training and highlight the importance of implicit, reward-based mechanisms.
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Adults fail to differentiate certain distinctions not found in the
phonetic inventory of their native language (Flege, 2003). Well-
studied cases include perception of the English /r/—/1/ contrast by
Japanese listeners (Hattori & Iverson, 2009; Miyawaki et al., 1975)
and of the Hindi dental-retroflex contrast by English listeners
(Werker & Tees, 1984b). Major theoretical approaches to cross-
language speech perception (such as the “perceptual assimilation
model”; Best, 1995) and phonetic learning (the “speech learning
model”; Flege, 1995) have focused on differences in the difficulty
to perceive and learn nonnative contrasts, aiming to predict which
contrasts will be least discriminable or most resistant to learning in
adulthood (see recent review in Best & Tyler, 2007). Assimilation
and perceptual interference, resulting from native language pho-
netic learning and interacting with second-language experience,
are postulated to account for these differences (Iverson, Ekanay-
ake, Hamann, Sennema, & Evans, 2008; Iverson et al., 2003).
Beyond accounting for relative difficulty, researchers have exam-
ined the effectiveness of different phonetic training methods aim-
ing to improve identification and discrimination of difficult non-
native contrasts. These efforts have typically focused on the
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selection of training stimuli and presentation schedules (e.g., Iver-
son, Hazan, & Bannister, 2005; Kondaurova & Francis, 2010;
Lively, Logan, & Pisoni, 1993), investigating the role of variability
along acoustic dimensions, discriminability of stimuli, and sa-
lience of critical acoustic features.

Relatively less emphasis has been given to learning components
other than stimulus selection and presentation, such as the nature
of the training task (e.g., identification vs. discrimination training;
Guenther, Nieto-Castanon, Ghosh, & Tourville, 2004; earlier re-
view in Logan & Pruitt, 1995), participant intention and attention
(e.g., explicitly focusing on sounds vs. meanings: Guion & Peder-
son, 2007; or vowels vs. consonants: Pederson & Guion-Anderson,
2010), and the role of feedback (McCandliss, Conway, Protopapas,
& McClelland, 2002; earlier review in Logan & Pruitt, 1995).
These aspects are important for elucidating the nature of learning
that takes place during phonetic training and for understanding the
barriers to nonnative phonetic perception and how they arise from
previous learning experience. For example, McCandliss et al.
(2002) suggested that the difficulties adult listeners face in the
perception of some nonnative contrasts may result from Hebbian
learning mechanisms that tend to reinforce “whatever response a
neural system makes to an incoming stimulus” (p. 91).

In the present study, we are concerned with the conditions
and mechanisms of learning. In particular, we approach the
problem of learning phonetic contrasts from the perspective of
adult perceptual learning (e.g., Ahissar & Hochstein, 1993;
Seitz & Dinse, 2007; Seitz & Watanabe, 2005), which has
provided fundamental insights into mechanisms guiding plas-
ticity in the adult brain. As such, we address less-investigated
aspects of the training procedures concerning listener aware-
ness and intention and the role of feedback. In particular, we
apply an incidental learning paradigm (Seitz & Watanabe,
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2009) to a difficult nonnative speech contrast, compared with a
standard procedure of explicit training with trial-by-trial feed-
back.

Statistical Learning and Phonetic Perception

An extensive literature on “implicit learning” suggests that
learning can occur after exposure to a stimulus domain, in an
unsupervised manner, through powerful mechanisms that extract
critical environmental regularities (e.g., Chun & Jiang, 1998;
Cleeremans, Destrebecqz, & Boyer, 1998; Kim, Seitz, Feenstra, &
Shams, 2009; Pacton, Perruchet, Fayol, & Cleeremans, 2001;
Reber, 1989; Seitz, Kim, van Wassenhove, & Shams, 2007). In the
context of developmental language acquisition, infants briefly
exposed to a continuous stream of artificial syllables, without any
acoustic or prosodic cues to word boundaries, were able to extract
word-like units based on the transitional probabilities of the syl-
lable pairs between and within nonwords (Aslin, Saffran, & New-
port, 1998; Saffran, Aslin, & Newport, 1996). Moreover, infants
can exploit prosodic, phonotactic, phonological, and stress patterns
from their linguistic environment (Saffran, Werker, & Werner,
2006), and children show increasing sensitivity to several graphot-
actic and morphological regularities on which they have not re-
ceived formal instruction (Deacon, Conrad, & Pacton, 2008; Pac-
ton et al., 2001; Steffler, 2001).

Similar statistical mechanisms are often assumed to be operating
during the acquisition of phonetic categories. Phonetic learning has
been described as a bottom-up process, in which perceptual cate-
gories are shaped and modified by the distributional characteristics
of phonetic exemplars in the speech input (Guenther & Gjaja,
1996; Maye & Gerken, 2000; Pierrehumbert, 2001, 2003). Maye
and colleagues (Maye & Gerken, 2000; Maye, Werker, & Gerken,
2002) have tested these ideas by exposing infants and adults to
sounds from a synthetic continuum. All listeners were exposed to
the entire continuum, but some were exposed more often to sounds
in the midrange of the continuum (unimodal groups) and others
more often to sounds near the endpoints (bimodal groups). In
discrimination tests after training, unimodal groups treated sounds
from the entire continuum as if belonging to a single category,
whereas bimodal groups discriminated the sounds, as if assigning
them to different categories. Thus, whereas exposure to the uni-
modal distribution resulted in reduced ability to differentiate
sounds that were initially discriminable, Maye, Weiss, and Aslin
(2008) showed that exposure to a bimodal distribution resulted in
improved discrimination of a contrast that was difficult to discrim-
inate prior to training.

Adult Phonetic Training and Performance Feedback

Theoretical accounts of learning based on purely unsupervised
mechanisms, such as statistical learning, have provided important
demonstrations regarding how people can pick up statistical reg-
ularities of the environment. However, they cannot fully encom-
pass learning of difficult nonnative phonetic contrasts by adults, as
numerous studies have documented that prolonged exposure to
nonnative phonetic contrasts is not sufficient for the development
of native-like phonetic categories (Munro & Bohn, 2007; Strange,
1995). Additional components or restrictions of learning processes
must be posited to account for this apparent insensitivity to shifting

environmental statistics. An issue raised by McCandliss et al.
(2002) is that when a range of acoustically distinct speech stimuli
elicits a common response in the activation of a single perceptual
representation, Hebbian learning reinforces the tendency of the
sounds to elicit this common percept, thereby further impeding
their discrimination. Although this mechanism helps infants ignore
sound differences that are not contrastive in their native language,
it can pose serious difficulties to adults exposed to a novel lin-
guistic environment. For example, if a Japanese listener has
formed a common representation for sounds encompassing the
range of both English /r/ and /1/, then Hebbian learning will further
strengthen this tendency. Paradoxically, exposure to English has
the effect of strengthening Japanese representations, contra statis-
tical learning predictions.

To test the relative importance of supervised versus unsuper-
vised learning mechanisms, McCandliss et al. (2002) trained Jap-
anese listeners to distinguish English /r/-/1/ stimuli, crossing dis-
criminability with feedback. Two groups of listeners were trained
with stimuli that were acoustically exaggerated so as to be dis-
criminable, gradually reducing the exaggeration toward natural
stimuli (adaptive conditions), whereas two other groups were
trained with stimuli at natural levels throughout (fixed condition).
In each stimulus condition, one group received trial-by-trial per-
formance feedback, whereas the other group did not. All four
groups received the same amount of training, but they did not show
the same learning effects. Specifically, performance in the fixed/no
feedback condition did not differ from that of a no-training control
group. This result is consistent with predictions arising from the
Hebbian framework described above (see also Tricomi, Delgado,
McCandliss, McClelland, & Fiez, 2006, for a replication of this
finding) but not with simple statistical learning. However, in the
fixed-feedback condition, where the exact same stimuli were heard
for the same training period, significant learning was seen, appar-
ently attributable to the feedback provided. Learning was also
found in both adaptive conditions, even when feedback was ab-
sent. Adaptive learning without feedback is consistent with the
Hebbian framework, as sounds rendered discriminable via exag-
geration elicit distinct representations throughout training, thereby
gradually extending learning to less exaggerated stimuli toward the
middle of the continuum. These findings indicate that, in adults,
exposure to a stimulus domain may not be sufficient for learning,
especially when there is resistance to learning, presumably because
of prior learning.

Adult phonetic training studies differ dramatically in their meth-
ods (see Bradlow, 2008, for a review of different training regimes),
but they typically adopt an explicit approach to training. That is,
participants are informed about the phonetic distinctions and the
number of categories and are required to focus their attention on
the phonetic differences. Importantly, listeners are typically pro-
vided with some form of feedback on each trial (e.g., Golestani &
Zatorre, 2004; Iverson et al., 2005; Lively et al., 1993; Logan,
Lively, & Pisoni, 1991; Protopapas & Calhoun, 2000; Pruitt,
Jenkins, & Strange, 2006). It has been suggested that feedback
may promote learning by directing attention to the critical stimulus
characteristics that need to be differentiated (Logan et al., 1991).
However, despite its ubiquitous use in phonetic training studies,
the exact mechanisms by which feedback contributes to the ob-
served plasticity remain uncertain (Logan & Pruitt, 1995; Tricomi
et al., 2006).
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Tricomi et al. (2006) used functional magnetic resonance imag-
ing while Japanese listeners were trained on the English /r/-/1/
distinction in blocks with feedback alternating with blocks without
feedback. They found that the caudate nucleus was more strongly
activated in the feedback condition, in an activation pattern similar
to that obtained with a card-guessing task including monetary
rewards. According to Tricomi et al., these findings suggest that
one way in which feedback may facilitate learning involves re-
cruitment of brain structures and neuromodulatory signals that
enhance perceptual plasticity. Although not specific to language
learning, involvement of such mechanisms suggests an important
role for reward-based learning in first and second language acqui-
sition (Goldstein, King, & West, 2003; Gros-Louis, West, Gold-
stein, & King, 2006; Tricomi et al., 2006).

Task-Irrelevant Perceptual Learning

Recent research on perceptual learning has helped clarify how
reward-based learning mechanisms can contribute to both explicit
and implicit learning situations. Seitz and Watanabe have proposed
a model in which perceptual learning is gated by diffuse reinforce-
ment and learning signals that are elicited upon processing of
important stimuli (Seitz & Watanabe, 2003, 2005, 2009). Accord-
ing to this model, learning may take place for stimulus features,
whether or not they are relevant to the task, as long as they are
systematically paired with successfully processed task targets, or
rewards, within a critical time window. This model of task-
irrelevant perceptual learning (TIPL) has been applied to learning
in a variety of tasks in the visual modality (Seitz, Ndnez, Hollo-
way, & Watanabe, 2005, 2006; Watanabe, Néanez, & Sasaki,
2001). Recently, Seitz et al. (2010) extended TIPL to the auditory
modality, showing that participants could implicitly learn to detect
single formant transitions paired at subthreshold levels with at-
tended targets in an unrelated auditory identification task.

Several aspects of this perceptual learning framework make it
attractive for reinterpretation of existing findings and extension to
novel methodologies regarding learning of nonnative phonetic
contrasts. The TIPL model posits that refinement of perceptual
representations will occur when two conditions are simultaneously
met: First, an incoming stimulus has been neurally registered,
regardless of attention, intention, or awareness. Stimulus represen-
tation may be minimal or imprecise. Second, a global nonspecific
reinforcement signal is produced on the basis of successful com-
pletion of processing or other significant eliciting occasion. The
cause of this signal need not relate to the stimulus in question,
because its effects are nonspecific in that any active representation,
however minimal, can be strengthened. In the usual phonetic
training situations, the learning signal may be elicited on the basis
of successful stimulus discrimination, as in the adaptive/no feed-
back condition of McCandliss et al. (2002), or on the basis of
external feedback provided in the training procedure, as in their
fixed conditions and in the comparable conditions of other studies.
It may also be related to performance contingencies on an unre-
lated explicit task, such as success in a video game (Lim & Holt,
2011). In ecologically realistic situations, processing success is
generally related to the stimuli that led to the success, so that
effects on other incidentally available stimuli tend to cancel out
when unsystematic, as in operant conditioning. However, when
systematic stimulus-stimulus pairings occur, learning signals rein-

force unrelated representations as well, as in classical condition-
ing.

Rationale and Overview of the Present Study

The nonspecificity of the purported TIPL learning signal affords
the opportunity to train difficult phonetic contrasts in a novel way.
The TIPL framework suggests that a number of conditions typi-
cally considered necessary for phonetic learning might in fact be
superfluous. These include attention to the critical (i.e., distinctive)
dimensions of the stimuli to be learned, awareness of the learning
situation, intention to learn, a manageable level of initial discrim-
inability, and trial-by-trial performance feedback. In contrast, all
that would be necessary for TIPL is an internally generated success
signal temporally coinciding with the presence of the critical
stimulus attribute(s) to be learned. In the present study, we explore
this possibility by removing the usual scaffolding of phonetic
training studies and replacing it with an unrelated implicit manip-
ulation.

More specifically, our primary research interest was to test two
key predictions that arise from the model of Seitz and Watanabe
(2009): First, that processing of speech stimuli with an appropriate
reinforcement schedule is sufficient for learning, in the absence of
awareness of what needs to be learned, knowledge of the number
of categories to be formed or of the fact that there are distinct
categories in the training set at all. Second, that plasticity can be
enhanced by internally generated learning signals associated with
target processing, in the absence of external reinforcements (such
as the visual feedback typically provided in phonetic training
studies). To test these ideas, we trained different groups of adult
Greek listeners on a difficult nonnative phonetic contrast either
explicitly or implicitly, with or without performance feedback.

The stimuli were tokens of the Hindi dental /t/ — retroflex {
phonetic contrast. Retroflex sounds are only used in 11% of the
world’s languages (Golestani & Zatorre, 2004), and their nonna-
tive perception declines after the age of 8 months (Werker & Tees,
1984a). Learning of this contrast has proven very difficult for
English speakers, but positive results have been obtained after
extensive natural experience with Hindi or laboratory training
(Golestani & Zatorre, 2004; Werker & Tees, 1984b). Greek lis-
teners have no familiarity with any retroflex sounds, and prelim-
inary testing revealed that they tend to perceive both phonemes as
nonrepresentative tokens of the Greek /t/.

We examine the mechanisms of learning in a series of three
experiments employing these stimuli. In the first experiment, the
standard approach was taken, to produce a baseline reference.
Training was conducted with explicit instructions, explicit cate-
gory labels, and trial-by-trial feedback. Before and after training,
listeners’ performance was assessed with identification and dis-
crimination tests. In the next two experiments, we employed
implicit learning with a similar exposure schedule and stimuli as in
Experiment 1, using an intensity difference detection task. Trial-
by-trial performance feedback was provided in Experiment 2 and
withheld in Experiment 3. After the last training session in these
experiments, participants were informed about the phonetic dis-
tinctions and were tested on explicit identification and discrimi-
nation in tasks identical to those used in Experiment 1. Partici-
pants’ performance was then compared with the pre-test
performance of naive listeners in Experiment 1. It was not possible
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to obtain pre-training performance for listeners in the last two
experiments, because that would provide them with information
about the critical task features and would expose them to the
stimuli, invalidating the intended implicit nature of the task.

Experiment 1: Explicit Training With Feedback

The purpose of the first experiment was threefold: first, to
examine the initial performance of adult Greek listeners with no
prior experience with Hindi sounds and verify the selection of
phonetic contrast as difficult but not impossible to learn; second, to
use participants’ pre-training scores as a baseline reference to
assess the effects of explicit and implicit training in this and the
following experiments; third, to quantify the extent of phonetic
learning under standard laboratory explicit training conditions with
performance feedback, for direct comparison with the effects of
implicit training in the following experiments.

Method

Participants.  Fifteen adult Greek speakers (10 women, 5
men; 22-35 years old) participated in the experiment. Most were
students who either volunteered or were given course credit for
their participation. No participant reported any hearing or speech
impairments or any previous experience with Hindi sounds.

Stimuli.  Stimuli were natural recordings of Hindi syllables
spoken by two male native Hindi speakers. Recordings were made
in a sound isolation booth at Carnegie Mellon University. Each
speaker pronounced all possible consonant-vowel (CV) and
vowel-consonant (VC) combinations involving a dental-retroflex
stop contrast, that is, voiced and unvoiced aspirated and unaspi-
rated stop consonants, each combined with five short and four long
vowels. The stimuli were read out from a sheet of syllables written
in the Devanagari script, each repeated 10 times by each speaker.
The CV syllables with an unaspirated unvoiced stop followed by
the (long) [a:] were selected as most similar to a corresponding
Greek /ta/ syllable. The 10 selected syllables from each speaker
were excised from the recording, downsampled to 22,050 Hz
(16-bit mono), RMS-amplitude normalized, equated in duration at
170 ms using a 15-ms square-cosine off-ramp when needed, and
finally zero-padded to 350-ms total audio duration. There were
thus a total of 10 [ta:] and 10 [{a:] tokens in each of two voices.

Procedure. The experiment consisted of a pre-training test
phase, to assess initial performance of naive Greek listeners; a
training phase; and a post-training test phase, to assess the effects
of training. Stimulus presentation was controlled by DMDX scripts
(Forster & Forster, 2003). Participants carried out the training
phase at home on laptop computers, but both testing phases were
conducted under direct experimenter supervision. The sounds were
presented binaurally over headphones provided by the experiment-
ers at an individually adjusted comfortable level. Participant com-
pliance and progress was controlled with daily communication.

Training. During training, recordings from only one of the
two Hindi speakers were used, the same one for all participants.
Training included six sessions conducted over a period of 3 days,
usually two sessions per day. In each trial, participants heard two
pairs of Hindi syllables, one pair with two identical tokens begin-
ning with a dental consonant and one pair with two identical
tokens beginning with a retroflex consonant. In half of the trials the

dental pair preceded the retroflex pair. A 250-ms interval separated
the members of each pair and a 500-ms interval separated the two
pairs. For example, on a typical trial, participants might hear a
syllable beginning with a retroflex sound ([{a:]), then after 250 ms
the exact same syllable ([ta:]), then, after 500 ms, a syllable
beginning with a dental sound ([ta:]) and, finally, after 250 ms, the
same syllable ([ta:]). The unusual structure of this task was de-
signed to precisely match the exposure schedule to that of the
subsequent experiments while retaining critical properties of stan-
dard identification training.

Participants were required to listen carefully to both pairs and
identify the retroflex pair by pressing the corresponding button on
the keyboard. If no response was registered within 3 s after the last
syllable was presented, the program marked an incorrect response
and moved on to the next trial. At the end of each session, the
participant’s overall score (percent correct responses in that ses-
sion) appeared on the screen, as a motivational feature. Each
session lasted approximately 10 min and consisted of 100 “nor-
mal” and 10 “probe” trials.

Normal trials.  In the normal trials, participants received im-
mediate feedback after each response: a row of green stars for
correct responses or red X’s for incorrect responses. Five different
tokens (from the same speaker) were presented in these trials.

Probe trials.  In the second half of each session, two probe
trials were randomly interspersed within each block of 10 normal
trials. Probe trials differed from normal trials in two ways: (a) No
performance feedback was given, and (b) five different tokens
were used (from the same speaker as normal trials), which were
not heard during normal trials. Therefore, participants never re-
ceived feedback for their performance on these particular tokens.

Testing.  Testing was performed before and after training.
Prior to training, testing was preceded by a brief familiarization
phase, in which (a) participants were informed that in Hindi there
are two different groups of sounds that both sound like the Greek
/t/ and an arbitrary label was assigned to each category (“T1” for
retroflexes and “T2” for dentals); and (b) they were briefly ex-
posed to 10 tokens from each category. Three types of tasks were
used to examine phonetic perception of the target contrast:

Pair identification.  This test was devised to match the struc-
ture of the training trials, maximizing sensitivity to detect learning
effects by retaining a familiar testing context. In each trial, partic-
ipants heard two pairs of Hindi syllables, one with dental and one
with retroflex consonants, in random order, and had to indicate the
retroflex pair by pressing the corresponding button. There were 80
trials in this task. In one half of the trials, trained tokens were
presented, that is, tokens used in normal training trials, for which
participants had received feedback during training. In the other
half of the trials, tokens presented in probe trials were used, for
which no feedback had been given during training.

Singleton identification.  This was a standard identification
task. In each trial, one Hindi syllable was presented and the
participant had to categorize it as dental or a retroflex by pressing
the corresponding button. There were 100 trials, half with a dental
and half with a retroflex sound. As in the preceding test, in one half
of the trials, tokens from normal trials were presented, whereas in
the other half, tokens from probe trials were presented.

Discrimination.  This was a standard categorical AX discrim-
ination task. In each trial, two different tokens were presented, half
of the time belonging to the same category (dental or retroflex) and
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half to different categories. Participants had to report whether the
two tokens belonged to the same or different categories. There
were 80 trials, half of which contained tokens from normal trials
and half from probe trials.

Singleton identification and discrimination were also administered
using tokens from an untrained voice (recordings of the second Hindi
speaker), in otherwise identical structure and procedure. All three tests
with the trained voice were completed prior to administering the two
tests with the untrained voice. No feedback was provided in any of the
testing tasks. Trial presentation order was individually randomized for
each participant. In all tasks, if no response was registered within 3 s
after the last syllable was presented, the program marked an incorrect
response and moved on to the next trial. The entire testing session
lasted approximately 20 min.

Data analysis.  All analyses reported below employed gener-
alized mixed-effects logistic regression models for binomial dis-
tributions (Dixon, 2008), via a logit transformation (Jaeger, 2008),
with participants and tokens as random factors (Baayen, Davidson,
& Bates, 2003; Quené & van den Bergh, 2008), fitted with re-
stricted maximum-likelihood estimation using package Ime4
(Bates & Sarkar, 2007) in R (R Development Core Team, 2007).
Although standard ¢ tests as well as nonparametric tests (Mann-
Whitney U for group comparisons and Wilcoxon signed ranks for
repeated measures) of accuracy were conducted and produced
similar patterns of significance, we report GLMM results as they
are (a) based on modeling of unbounded log odds for individual
response types, rather than aggregate proportions of accuracy
bounded within [0,1]; (b) robust to deviations from normality; and
(c) insensitive to potential bias, as response odds are contingent on
trial type, obviating the need to take explicit account of false
alarms by means of signal detection methods such as d'. Effect
sizes (B) are estimated log odds regression coefficients (zero
corresponding to no effect), reported below as absolute values.

Results and Discussion

Training. Figure 1 (top) shows performance during training for
normal and probe trials separately. Training performance was ana-
lyzed with a model including fixed effects of session and trial type as
well as their interaction, in addition to a random effect of participants.
In R notation, this was specified as

response~session * trialtype +
(1 + session|subject),

with two types of responses (“correct” or “incorrect”) regressed onto
six sessions (specified numerically, 1...6) and two trial types (“nor-
mal” and “probe”). A random slope of session was included (as
shown in the parenthesized factor) to model variation in learning rates
among participants, as this led to improved model fit (Baayen, 2008).
A significant interaction between session and trial type (B = .11, z =
2.23, p = .026) led to separate analyses for the two trial types: For
normal trials, the linear effect of session was significant (8 = .18,z =
3.26, p = .001), whereas for probe trials it was not (B =.06,z=1.07,
p = .287). Therefore, it seems that participants improved during
training, but only on tokens for which they received feedback.
Testing. In this and subsequent experiments, identification re-
sponse polarity was adjusted as follows: In each identification task, if
a participant’s total error rate exceeded 50% (including normal and

Error proportion

INF

Session

Figure 1. Group performance (error proportion) in each training session
(1-6) for normal trials (dark gray bars; connected by solid lines) and probe
trials (light gray bars; connected by dashed lines). Bars enclose the middle
50% of individual participant error proportions. The median is marked with
a thick line. Error bars extend to the full range of the data. The dotted line
indicates chance performance (50%). Top (EF): Explicit training with
feedback (Experiment 1). Displayed proportions represent error in phonetic
identification. Middle (IF): Implicit training with feedback (Experiment 2).
Bottom (INF): Implicit training with no feedback (Experiment 3). In the
middle and bottom panels, displayed proportions represent error in inten-
sity difference identification for the normal trials, and proportion of retro-
flex responses for the (equal-intensity) probe trials.

probe tokens considered together), then each response was reversed,
leading to a total score less than 50%. The rationale for this transfor-
mation was that error rates exceeding 50% might reflect adequate
ability of a participant to identify the sounds correctly while system-
atically applying the categorization labels incorrectly. The transfor-
mation was highly conservative in that it applied most often in the
pre-training tests, where participants were highly uncertain about the
novel labels (and indeed about the task itself), so that estimated
learning effect sizes became smaller as a result of this transformation.
This issue is taken up further in the General Discussion.

Singleton identification prior to training was examined with a
model of the form

response~stimtype * speaker + (I|subject)

+ (1]|token),
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with two types of responses (“retroflex” and “dental”) regressed
onto two types of stimuli (“retroflex” and “dental”) and two
speakers (“trained” and “novel”), also including random effects of
both participants and tokens. Performance, as a main effect of
stimulus type, was well above chance, as the odds of responding
differentially to tokens of the two types were significant (B = 1.11,
z = 10.17, p < .0005), regardless of speaker (no interaction, p =
24,z = 1.57, p = .117), suggesting that (a) Greek listeners were
able to differentiate the sounds to some extent prior to training and
(b) this ability was not dependent on some peculiarity of the
(subsequently) trained speaker. Still, error rates were high (above
30% in all measures), so there was plenty of room for improve-
ment with training.

Effects of training on singleton identification were examined
with models of the form

response~stimtype * time * trialtype
+ (1|subject) + (1|token),

as an interaction of stimulus type by testing time (“naive” vs.
“trained”), separately for the trained and novel speaker. The trial
type factor (“normal” and “probe”) was relevant for the trained
speaker only; when interacting, analysis was broken down into
separate tests. Similar models were used for the other tests: In pair
identification, stimulus type and response type were “retroflex
first” or “dental first”; in discrimination, stimulus type and re-
sponse type were “same” or “different” instead of “retroflex” and
“dental.”

Table 1 and Figure 2 show participants’ performance (error
rates) before and after training in each test. For the trained speaker,
significant improvement from pre- to post-test was found in pair
identification (B = 1.01, z = 3.97, p < .0005), singleton identi-

Table 1

Percentage of Incorrect Responses (Group Means and Standard
Deviations) and a Signal-Detection Measure of Sensitivity (d’
Group Mean) in the Identification (ID) and Discrimination Tests
in Experiment 1

Trained voice Untrained voice

Task Tokens M SD d M SD d

Before training

Pair ID trained 35.16  18.77 .76
probes  36.00 13.15 .61
Singleton ID trained  39.33  12.02 734250 622 40

probes  34.67 10.02 .88
trained  44.83 970 1.14 48.13 6.68 .73
probes  42.50 9.64 1.01

Discrimination

After training

trained 24.67 20.76 1.33
probes  23.83 1655 1.21
trained 32.13  19.75 143
probes  29.87 1143 1.25
trained 34.67 17.39 1.66 48.13 849 .88
probes  40.33 1299 1.24

Pair ID
Singleton ID 4229 7.66 43

Discrimination

Note. The distinction between trained and probe tokens applies to the
trained voice only; none of the tokens from the untrained voice were
trained.

fication (B = .66, z = 3.00, p = .003), and discrimination ( =
94, z = 3.82, p < .0005). There was no (triple) interaction of this
improvement with trial type for identification (pair or singleton;
both ps > .5), but there was an interaction for discrimination (8 =
77,z = 222, p = .026), owing to a significant pre- to post-test
improvement for normal trials (§ = .95, z = 3.84, p < .0005) but
not for probe trials (3 = .17, z = .72, p = .471). There was no
evidence for generalization of learning effects to the untrained
voice, as there was no significant stimulus type by testing time
interaction in either identification (8 = .02, z = .11, p = 91) or
discrimination (3 = .04, z = .24, p = .81). (Data from one
participant in untrained voice tasks were not available because of
technical problems.)

In sum, the results indicate that (a) participants improved in
identification and discrimination of tokens on which they were
trained with feedback; (b) the improvement in identification ex-
tended to tokens to which participants were exposed but did not
receive feedback, whereas discrimination for those tokens did not
improve; and (c) there was no improvement in identification or
discrimination of tokens spoken by the untrained voice.

At 600 trials total, the training procedure was rather brief, by the
standards of nonnative phonetic training studies, which typically
provide several thousand trials to each participant (e.g., 3,000 in
Iverson et al., 2005; about 4,000 in Lively et al., 1993; upward of
8,000 in Pruitt et al., 2006). Still, this relatively minimal amount of
training did result in reduction of mean singleton identification
error rate by 15%-30% (compared with the typical findings of
about 50% in long-term training studies; cf. e.g., Iverson et al.,
2005, Figure 3—Initial position, trained talkers and words—and
Figure 4). The aim of this experiment was not to achieve maximum
asymptotic performance but to provide a baseline learning effect,
especially in the most rapidly progressing initial stages, for com-
parison against different procedures. The achieved improvement
was quite substantial, allowing ample opportunity to discern both
smaller and larger significant learning effects in subsequent ex-
periments.

Experiment 2: Implicit Training With Feedback

The results of Experiment 1 confirmed the effectiveness of
explicit training with feedback. The purpose of the second exper-
iment was to test whether learning can be achieved in the absence
of awareness or intention related to the nonnative phonetic con-
trast. To achieve this, we employed a similar exposure and reward
schedule as in Experiment 1, but the external feedback was pro-
vided on the basis of performance on an unrelated explicit task.
Our manipulation consisted in systematically pairing the phonetic
contrast with an intensity difference as the explicit task target. As
in Experiment 1, in each trial, participants were presented with
tokens from both categories and reinforcement was associated with
the retroflexes. The key difference from Experiment 1 was that the
reinforcement of the retroflexes now took place implicitly, in
parallel with the explicit intensity-difference detection task. In this
way, reinforcement signals that contribute to plasticity (Seitz &
Watanabe, 2005) were indirectly but consistently associated with
tokens from a fixed speech category.
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Figure 2. Group performance (error proportion) in each test for trained and probe tokens from the trained and
untrained voice. Bars enclose the middle 50% of individual participant error proportions. The median is marked
with a thick line. Error bars extend to the full range of the data. The dotted line indicates chance performance
(50%). N = naive listeners (Experiment 1, before training); EF = explicit training with feedback (Experiment
1, after training); IF = implicit training with feedback (Experiment 2); INF = implicit training with no feedback

(Experiment 3).

Method

Participants.  Seventeen adult Greek speakers (11 women, 6
men; 19-32 years old) participated in the experiment. One was
excluded because of failure to understand testing instructions and
another because of chance performance in the explicit task; thus,
data from 15 participants are reported below. Most participants
were students who either volunteered or were given course credit
for their participation. None reported any hearing or speech im-
pairments or previous experience with Hindi sounds.

Stimuli. The same Hindi syllables were used as in Experiment
1, that is, 10 tokens of [ta:] and 10 tokens of [{a:] spoken by each of
two native Hindi speakers. The intensity of tokens by Speaker 1 (the
one used for training in Experiment 1) was manipulated using Praat

(Boersma, 2001) to create additional pairs of identical tokens differing
in RMS amplitude by 0.5, 1, 2, 3, and 4 dB.

Procedure. As in Experiment 1, there was a training phase and
a post-training test phase. Unlike Experiment 1, there was no pre-
training test phase, because participants had to remain naive as to the
purposes of the experiment. Therefore, there was only one testing
phase, after the end of the last training session, in which participants
were informed about the existence of two phonetic categories and
about the experimental manipulation. Scheduling, equipment, super-
vision, and performance reporting were identical to those in Experi-
ment 1.

Training. During training, recordings from only one of the
two Hindi speakers were used, the same one for all participants, as
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in Experiment 1. In each trial, participants heard two pairs of Hindi
syllables, one pair with two identical tokens beginning with a
dental consonant and one pair with two identical tokens beginning
with a retroflex consonant. Stimulus timing and counterbalancing
were the same as in Experiment 1. The task was to listen carefully
to both pairs and identify the pair differing in intensity by pressing
the corresponding key. Each session lasted approximately 10 min
and again consisted of 100 normal trials and 10 probe trials.

Normal trials.  In the normal trials, the syllables with dental
consonants were always identical tokens, as in Experiment 1. In
contrast, the syllables with retroflex consonants always differed in
intensity by an adaptively varied amount between 0.5 and 4 dB.
Therefore, unbeknownst to the participants, correct identification
of the pair differing in intensity was equivalent to correct identi-
fication of the retroflex pair. The intensity difference was set at the
maximum difference of 4 dB in the beginning of each session and
was varied in 1 dB steps (except that a minimum difference of 0.5
dB was presented instead of 0 dB) in a 3-down 1-up schedule, to
ensure adequate attention, motivation, and at least 75% correct
performance during training. In these trials, participants received
immediate feedback after each response, as in Experiment 1 (but
here feedback was explicitly related to the intensity discrimination
task).

Probe trials. In the second half of each session, two probe
trials were randomly interspersed within each block of 10 normal
trials. There was no intensity difference in probe trials; therefore,
there was no correct response with respect to the explicit task. As
in Experiment 1, no performance feedback was given in probe
trials, and different tokens were used, not heard during normal
trials. Therefore, participants never received feedback for their
performance on these particular tokens.

Testing. The testing procedure was identical to that in Exper-
iment 1.

Results and Discussion

Training. Figure 1 (middle) shows performance during
training. Error proportion for normal trials concerns misidenti-
fication of the intensity difference. Here, the linear effect of
session was significant ( = .18, z = 4.18, p < .0005). As there
was no intensity difference within pairs in the probe trials, there
were no correct responses in terms of the explicit task, so the
two types of pairs should have been selected equally often.
However, if participants were influenced (whether implicitly or
explicitly) by the consistent pairing of retroflex with an inten-
sity difference, then a learning effect during training might be
evident as an increase in tendency to select the retroflex pair in
probe trials. Indeed, the linear effect of session was significant
for these trials as well (B = .11, z = 2.14, p = .032). Therefore,
participants evidently used the phonetic distinction in perform-
ing the task: (a) For probe trials, the phonetic difference was the
only available cue. (b) Even for normal trials, the improving
performance despite the adaptive nature of the intensity task
indicates that recorded judgments were not based on intensity
alone. Apparently, the systematic phonetic pairing allowed par-
ticipants to extend their success on the explicit task into regions
of subthreshold intensity differences.

Analysis of the intensity difference level achieved by partici-
pants throughout training, shown in Figure 3 (top), corroborates

this interpretation. Intensity difference in dB, as a continuous
dependent variable, was linearly regressed onto trial and session
via GLMM with participants as a random factor. Concentrating on
the second session of each day, to exclude settle-down trajectories
from high initial starting levels, and considering normal trials only,
there was a significant linear effect of trial (B = .005, r = 4.63,
p < .0005) and of day (B = .45, t = 14.44, p < .0005), consistent
with continuing improvement in explicit task performance within
and across training days. The interaction failed to reach signifi-
cance (B < .001, 1 = 1.74, p = .082), indicating relatively stable
improvement rate over the 3-day training period.

Testing. Identification responses were transformed as in Ex-
periment 1. Table 2 and Figure 2 show listeners’ performance
(error rates) in Experiment 2. Training effects were assessed in
comparison of participants’ performance to that of untrained lis-
teners, that is, of Experiment 1 participants tested prior to training,
using the same statistical model formulation, such that the testing
time factor was now between participants.

Post-training performance on the trained voice in Experiment 2
was significantly better than pre-training performance in Experi-
ment 1 (naive listeners) in pair identification (B =237,z=28.12,
p < .0005), singleton identification B =1532=657,p<
.0005), and discrimination (B = 141, z = 5.56, p < .0005). There
was no interaction with trial type in pair identification (3 = .35,
z = .88, p = .381). However, there was an interaction in singleton
identification (B = 1.05, z = 3.24, p = .001) and discrimination
(B = .71,z = 2.01, p = .044), because the performance difference
was much larger for normal tokens (singleton identification § =
1.56, z = 6.57, p < .0005; discrimination ﬁ =141,z=556,p <
.0005) than for probe tokens (singleton identification § = .48, z =
2.15, p = .032; discrimination B = .69,z = 2.77, p = .006), even
though the difference was significant in both trial types. With the
untrained voice, there was a marginal difference in performance
between participants in Experiment 2 and naive listeners in sin-
gleton identification (B = .30, z = 1.91, p = .056), which was in
the opposite direction (i.e., Experiment 2 post-test performance
was slightly worse than Experiment 1 pre-test performance). There
was no difference in discrimination (B = .02,z = .13, p = .90).

In sum, it appears that implicit training resulted in incidental
learning of the specific tokens that were associated with feedback
during training and, to a lesser extent, of tokens presented during
training for which no feedback was provided. There was no evi-
dence of transfer of learning to the untrained voice.

Debriefing after training revealed that most participants made
correct, partially correct, or incorrect hypotheses about the exper-
imental manipulation after the second training session or later. For
example, some participants reported that there were “many differ-
ent sounds” and some of them always differed in intensity (a
partially correct hypothesis); one participant reported that the
sounds that differed in intensity were different tokens (an incorrect
hypothesis). A few participants reported that they relied on their
hypotheses rather than on perceived intensity for responding.
However, most subjects claimed that they did not attempt to test
their hypotheses deliberately during training.

Because of the explicit hypotheses, relating the sound tokens
and the intensity difference task, which were made by most par-
ticipants in this experiment, it is difficult to draw a clear distinction
between explicit and implicit processes in learning through this
paradigm. It is unclear whether participants were sensitive to some
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Figure 3. Group performance in the adaptive explicit task in Experiments 2 (IF, top) and 3 (INF, bottom). Lines
depict mean intensity difference per trial in each training session, grouped by day (normal trials only). IF =
implicit training with feedback; INF = implicit training with no feedback.

phonetic differences from the beginning of the training and then
realized the pairing of some tokens with the explicit target, or
whether they became increasingly more sensitive because of im-
plicit learning, in which case implicit and explicit processes inter-
acted. On the other hand, attention of participants to their explicit
hypotheses might have hindered further learning, especially in case
of incorrect or partially correct hypotheses. In any case, any
observed learning for this group could be characterized as inci-
dental to the extent that the exploitation of some perceived pho-
netic differences took place in the course of training without
explicit instructions to do so.

We suspected that one possible reason for the explicit,
hypothesis-driven attitude of the participants was the presence of
feedback with regard to the explicit task. Feedback could have
helped subjects confirm, reject, or modify their hypotheses, espe-
cially when the intensity difference was very low (1 dB or less)
and they could not rely entirely on the explicit task to achieve
optimal performance. Therefore, in the next experiment, we used
an identical design dispensing with feedback altogether. We hy-
pothesized that this manipulation would not impact the degree of
task-irrelevant perceptual learning, because successful processing
of a target is thought to be sufficient to trigger learning signals in
the absence of external rewards (Seitz & Watanabe, 2005, 2009).
At the same time, participants might be less likely to notice and
form explicit hypotheses relating different sound tokens to differ-
ences in intensity.

Experiment 3: Implicit Training Without Feedback

Experiment 3 was identical to Experiment 2, that is, participants
were unaware of the phoneme distinctions and the retroflex-
intensity difference manipulation, but this time they did not receive
any external feedback during training. Probe trials did not differ
from previous experiments but in the context of this experiment
they did not stand out any more, because there was no feedback in
normal trials either.

Method

Participants.  Seventeen adult Greek speakers (7 women, 10
men; 20-35 years old) participated in the experiment. One partic-
ipant was excluded because of failure to understand the testing
instructions and another because of technical problems preventing
completion of training. Therefore, data from 15 participants are
reported below. Most participants were students who either vol-
unteered or were given course credit for their participation. None
reported any hearing or speech impairments or previous experi-
ence with Hindi sounds.

Stimuli and procedure. All aspects of stimuli and procedure
were identical to those in Experiment 2, with a single difference:
In this experiment, no feedback was provided in any training trials
(normal or probe).
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Table 2

Percentage of Incorrect Responses (Group Means and Standard
Deviations) and a Signal-Detection Measure of Sensitivity (d’'
Group Mean) in the Identification (ID) and Discrimination Tests
in Experiment 2

Trained voice Untrained voice

Task Tokens M SD d M SD d

Pair ID trained 14.50 12.14 1.72
probes 17.17 1491 1.57
trained 24.00 1734 1.84
probes 29.33  13.85 1.29
trained 3033 1671  2.00

probes 34.83 11.74 1.63

Singleton ID 43.13 432 .38

Discrimination 48.50 583 .76

Note. “Trained” and “probe” tokens refer to the trained voice only.

Results and Discussion

Informal debriefing after training revealed that the vast majority
of participants did not notice any patterns during training. A few
participants reported that they formed a few hypotheses after the
end of the first session but rejected them in subsequent sessions.

Training. Figure 1 (bottom) shows performance during train-
ing. The linear effect of session was very small and did not quite
reach significance, either for normal trials (B =.04,z=181,p=
.071) or for probe trials (B = .07,z = 1.49, p = .137). There was,
therefore, no strong evidence for learning on the explicit intensity
task (consistent with the adaptive nature of the task) or for use of
the dental-retroflex distinction in responding to the explicit task.
However, it may be important that the proportion of retroflex pair
selection in Session 6 probe trials was significantly higher than in
Sessions 1, 4, and 5 (B = .12/.32/.55, z = 2.20/2.60/2.25, p =
.028/.009/.024) and likely reflects the learning of the phonetic
contrast that was observed in the post-test performance.

Analysis of the intensity difference levels, shown in Figure 3
(bottom), showed a significant linear effect of day (p = .07, ¢ =
2.30, p < .021), no effect of trial (B =.001,r=1.12,p = .261)
and no interaction (§ < .001, r = 0.41, p = .680). The effect of
day was six times smaller than in Experiment 2, a large and
significant difference (tested as interaction by experiment, f =
.38, t = 8.55, p < .0005), consistent with very limited between-
day learning and no within-day learning along the explicit
dimension.

Testing. Identification responses were transformed as in Ex-
periment 1. Table 3 and Figure 2 show listeners’ performance
(error rates) in Experiment 3. Training effects were assessed in
comparison of participants’ performance to that of untrained lis-
teners in Experiment 1, as was done for Experiment 2.

Similar to Experiment 2, post-training performance on the
trained voice in Experiment 3 was significantly better than pre-
training performance in Experiment 1 (naive listeners) in pair
identification (8 = 3.65, z = 10.54, p < .0005), singleton identi-
fication (§ = 2.55, z = 9.99, p < .0005), and discrimination (§ =
1.47, z = 5.84, p < .0005). There was no interaction with trial type
in pair identification (B = .73,z =1.57,p = .117). However, there
was an interaction in singleton identification (B = 1.09, z = 3.10,
p = .002) and, marginally, in discrimination (B = .09, z = 1.95,
p = .051), because the performance difference was larger for

normal tokens (singleton identification § = 2.63, z = 9.95, p <
.0005; discrimination B = 147, z = 5.85, p < .0005) than for
probe tokens (singleton identification B = 1.45, z = 5.95, p <
.0005; discrimination B = .78, z = 3.18, p = .001), even though
the difference was significant in both trial types. With the un-
trained voice, there was a significant difference in performance
between participants in Experiment 2 and naive listeners in sin-
gleton identification (B = .34, z = 2.21, p = .027), again in the
opposite direction, and no difference in discrimination ( = .07,
z = 43,p=.67).

Overall, the results of Experiment 3 demonstrated significant
improvement in the perception of the nonnative contrast for the
trained voice, generalizing to some extent over “untrained” tokens
(i.e., tokens not paired with the intensity difference) but not to the
untrained voice.

Cross-experiment comparisons. Finally, we examined the
relative effectiveness of implicit versus explicit training by directly
comparing the post-test performance of trained participants be-
tween experiments (ignoring pre-training performance in Experi-
ment 1). These comparisons were tested as interactions between
experiment (i.e., participant group) and stimulus type, affecting the
log odds of response types. Trial type was also included as factor,
allowing for separation of effects on tokens from normal and probe
trials. Participant and token random effects were included in the
models, as above.

For the trained voice, there was a significant difference between
explicit (Experiment 1) and implicit training with feedback (Ex-
periment 2) in the post-training performance of participants in pair
identification (B = 1.35, z = 4.46, p < .0005) and singleton
identification (3 = .89, z = 3.71, p < .0005) and a trend in
discrimination (B = 43, z = 1.69, p = .091). The difference in
singleton identification interacted with trial type (B = .93, z =
2.78, p = .005), such that it was significant for normal tokens (3 =
90, z = 3.71, p < .0005) but not for probe tokens (B = .05, z =
.21, p = .836). There was no interaction with trial type for pair
identification (§ = .51,z = 1.23, p = .220) or discrimination (§ =
.08,z = .21, p = .831).

There was also a significant difference between explicit (Exper-
iment 1) and implicit training without feedback (Experiment 3) in
pair identification (B = 2.64, z = 7.38, p < .0005), singleton
identification (B = 1.92, z = 7.33, p < .0005), and discrimination

Table 3

Percentage of Incorrect Responses (Group Means and Standard
Deviations) and a Signal-Detection Measure of Sensitivity (d'
Group Mean) in the Identification (ID) and Discrimination Tests
in Experiment 3

Trained voice Untrained voice

Task Tokens M SD d M SD d

trained  8.33 1294 2.18
probes 11.67 1447 1.96
trained  16.27 16.09 2.44

Pair ID

Singleton ID 4347 564 37

probes 21.20 15.62 2.05
Discrimination  trained 28.67 21.61 234 47.00 644 .85
probes  33.17 2235 2.05

Note. “Trained” and “probe” tokens refer to the trained voice only.
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(B = .52, z = 2.04, p = .042). The difference in singleton
identification again interacted with trial type (B = .97, z = 2.66,

= .008), such that it was larger for normal tokens (B =197,z=
7.32, p < .0005) than for probe tokens (p = .94, z = 3.68, p <
.0005) while significant for both. There was no significant inter-
action with trial type for pair identification (although a substantial
trend approached significance, § = .89, z = 1.86, p = .063) or
discrimination (B = .08, z = .23, p = .820).

Finally, there was a significant difference between implicit training
with feedback (Experiment 2) and without feedback (Experiment 3)
in post-training performance in pair identification (3 = 1.29, z =
3.33, p = .001) and singleton identification (8 = 1.01,z = 3.71,p <
.0005) but not in discrimination (B = .10, z = .38, p = .704). There
was no interaction with trial type (all ps > .4).

For the untrained voice, there were significant differences be-
tween explicit training and both kinds of implicit training in
singleton identification (Experiment 1 vs. 2 8 = 31,z =2.01,p =
.045; Experiment 1 vs. 3 B = .36, z = 2.31, p = .021), reflecting
the fact that Experiment 1 post-training performance in untrained
speaker identification was very slightly yet reliably better than that
of the subsequent experiments, a pattern opposite from that ob-
served for the trained speaker. This distinct pattern was also
evident as a three-way interaction between experiment, stimulus
type, and speaker (“trained” vs. “novel”; pooling across trial
types), which was significant in both cases (Experiment 1 vs. 2
B = .78, z = 3.47, p = .001; Experiment 1 vs. 3 B =177, z=
7.54, p < .0005). There was no significant difference between the
two kinds of implicit training in singleton identification (Experiment
2vs.3B = .05 z= .29, p=.77) and no significant difference in
discrimination between any pair of experiment groups (all ps > .5).

Thus, the observed differences between experiments were sys-
tematic and specific to the trained speaker and to the explicit
identification task. This pattern is inconsistent with potential attri-
bution of the findings to nonspecific and uncontrolled differences
among participant groups in initial phonetic, perceptual, or learn-
ing ability, because if there were such differences we might expect
them to have similar consequences for both speakers and tasks.
This observation is important, as the implicit nature of the training
task in Experiments 2 and 3 precludes testing participants to ensure
equivalent pre-training performance.

In sum, the improvement in category identification, which is the
standard test of explicit performance, was greater for either type of
implicit training (with or without feedback) than for standard
explicit training, at least for normal tokens. Moreover, improve-
ment in this critical task was greater for implicit training without
feedback than for either type of training with feedback (explicit or
implicit), for both normal and probe tokens. Therefore, the implicit
experimental manipulation has proved successful in inducing ro-
bust learning effects in the absence of external feedback, in accord
with the TIPL hypothesis.

General Discussion

We have found that, following standard explicit training with
feedback as well as implicit training with and without feedback,
participants substantially and significantly outperformed untrained
listeners in all identification and discrimination tasks using trained
tokens from the trained voice and in most tasks using unrewarded
(probe) tokens from the same voice. Moreover, and most impor-

tant, implicit training not only produced robust learning but also
led to superior learning than explicit training of the same amount.
Our training regimen involved a relatively brief schedule, provid-
ing five to 10 times fewer training trials than typical studies of
nonnative phonetic training and, thus, does not address asymptotic
differences in learning between these methods. Nevertheless, this
study demonstrates rapid adult learning of natural speech stimuli
from a difficult nonnative phonetic contrast without task aware-
ness, explicit instructions, known number of categories, or any
trial-by-trial feedback with regard to the phonetic task. In both
implicit training conditions, participants were evidently able to
extract patterns from the training environment without a clear
awareness of what must be learned and without knowing the
number or the labels of the categories to which they were exposed.
This experimental setting seems more closely related to ecologi-
cally realistic situations of phonetic category learning outside the
lab. We believe that such implicit training procedures have signif-
icant implications for speech perception research and may help us
understand the processes of acquisition of novel speech categories
under natural settings, where external feedback is absent and
implicit and explicit processes interact.

Our study was not intended to elaborate on the source of the
difficulty in perceiving the nonnative contrast (cf. Best, 1995;
Flege, 1995) or to consider the effects of learning on the repre-
sentation of the acoustic-phonetic space (cf. Iverson et al., 2003,
2008). Instead, we have focused on components of training pro-
cedures that have been considered critical, or at least very useful,
in related theorizing and standard practice. Based on theoretical
developments regarding the effects of nonspecific, internally gen-
erated learning signals (Seitz & Watanabe, 2003, 2005, 2009), we
have hypothesized and experimentally confirmed that it is possible
to eliminate common training elements without reducing learning
at the token level. If anything, the novel manipulations may have
led to increased learning, compared with the standard procedure,
although this is difficult to maintain with absolute certainty be-
cause of stimulus variability in intensity in the implicit procedures
(Experiments 2 and 3) that was not present in the explicit proce-
dure (Experiment 1). This variability, although orthogonal to the
phonetic distinction, may have somehow enhanced learning, either
by allowing sampling over a larger acoustic range or by acting as
a redundant orienting cue, thereby limiting the extent to which we
can ascribe learning to the implicit nature of the task per se. The
nature of our manipulation precludes fully addressing this issue;
therefore, it is left to future replications to provide further support
for our hypothesis.

Robustness of Data Analysis

To maximize the reliability of our conclusions we have applied
the most conservative approach possible, applying multiple types
of analysis subject to distinct conditions and limitations. Thus, we
are confident in the reality of the basic finding, specifically, that
implicit learning effects are robust and maximum in the no-
feedback condition.

Moreover, we have applied a highly conservative approach to
the treatment of identification responses, which are arguably the
most important indicator of the explicit expression of learning
effects. Because several participants exhibited very high error rates
in the original baseline condition (above 50%), we hypothesized
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that they might be performing the desired phonetic distinction
successfully while misapplying the novel labels. If that interpre-
tation were correct, treating their high error rates as truly reflecting
their identification ability might artificially inflate our training
effect estimates, because training might have the effect of learning
the labels rather than learning the phonetic distinction. Therefore,
in each identification test with an error rate exceeding 50%,
response labels were reversed prior to the analysis.

Table 4 shows the number of participants in each group meeting
this criterion for one or both testing speakers (voices) in the
singleton identification test. The data do not support the incorrect
labeling assumption, because (a) the number of participants meet-
ing the criterion for both voices is extremely small, suggesting
uncertainty rather than consistent mislabeling, and (b) the number
of reversals closely parallels the overall relative identification
performance among groups. Specifically, average performance
seems to vary around chance performance for untrained listeners in
both voices and for all listeners in the untrained voice, with half
(seven or eight) of the 15 participants in each group meeting the
reversal criterion. In contrast, very few sessions in trained groups
met the reversal criterion, fewest (zero) in the implicit-no feedback
group (Experiment 3). Therefore, our reversal manipulation has
clearly worked against the learning effect in every group (by
inflating the average performance of seven untrained listeners) and
against the superiority of implicit training without feedback (by
inflating the average performance of three explicitly trained lis-
teners). When analyses are conducted without response reversal all
learning effects come out larger, exhibiting even stronger and more
consistent statistical significance (whereas the inverse effects for
the untrained voice disappear). The fact that the critical findings
survive this correction for any possibility of mislabeling is further
testimony to the robustness of the reported effects.

External Feedback Versus Internally
Generated Signals

The finding of more robust learning after implicit training
without external feedback may seem at first blush not only coun-
terintuitive but also inconsistent with previous demonstrations that
supervised phonetic learning is superior to unsupervised (Goud-
beek, Cutler, & Smits, 2008; McCandliss et al., 2002; Tricomi et
al., 2006). Here we define external feedback to be explicit, task-
related performance information conveyed to experimental partic-
ipants via elements of the task procedure. In this sense, external
feedback may be rare in natural settings. Nonetheless, in training
adults with difficult nonnative phonetic contrasts, external feed-
back has been shown to be highly beneficial for listeners, allowing
them to overcome interference arising from their native phonetic

Table 4
Number of Participants With More Than 50% Incorrect
Singleton ID Responses

Condition Trained voice Untrained voice Both
Experiment 1, pre 7 8 2
Experiment 1, post 3 8 1
Experiment 2 2 8 1
Experiment 3 0 7 0

system. Thus, external feedback provided to listeners on a trial-
by-trial basis seems to be tacitly acknowledged as a critical com-
ponent of training, guiding and shaping modification of responses
(Logan & Pruitt, 1995) and presumably guiding attention to the
relevant acoustic/phonetic properties that consistently differentiate
the target phonemes (Logan et al., 1991). Similarly, in the case of
visual perceptual learning, external feedback has typically been
shown to be helpful and sometimes required (Herzog & Fahle,
1997; Petrov, Lu, & Dosher, 2006; Seitz et al., 2006).

However, it may be incorrect to consider our “no feedback”
condition (i.e., Experiment 3) as entirely lacking any form of
feedback. Rather, it might best be considered as a situation in
which no external performance feedback was explicitly provided
by the experimenters. The manageability of the explicit task al-
lowed ample opportunity for participants to generate their own
internal feedback upon successful detection of the intensity dif-
ferences (Herzog & Fahle, 1998; Seitz & Watanabe, 2005). Thus,
internal feedback refers to endogenously provided information that
reflects the participant’s own judgments of the stimuli and of their
performance. The distinction between external and internal feed-
back may seem somewhat artificial insofar as natural situations
may provide relevant information to guide learning that cannot
easily be classified as external in the intended sense. For example,
word knowledge can shape phonetic perception to contrast-
dependent and talker-dependent adjustment of acoustic processing
of ambiguous (native-language) speech sounds (e.g., Eisner &
McQueen, 2005; Kraljic & Samuel, 2007; Norris, McQueen, &
Cutler, 2003). Although (internal) word knowledge is the guiding
internal information, it cannot be considered feedback, because it
is taken into account for processing itself; in natural situations of
communication it would be the usage context that provides the
(external) feedback for this sort of perceptual adjustment.

More generally, from the point of view of availability of guiding
reinforcement signals, the question is not whether no feedback is
superior to feedback but, rather, which type of performance infor-
mation is most effective in which type of situation and schedule of
reinforcement. In this view, both external and internal feedback
were available in Experiment 2 versus only internal feedback in
Experiment 3. Results showed that the former situation was not
significantly more effective than standard explicit training,
whereas the latter was. The question, then, is why was the com-
bination of external and internal feedback not more beneficial than
internal feedback alone? One possibility is that external visual
feedback (as provided in Experiments 1 and 2) may have led to
explicit, hypothesis-driven strategies relating sound tokens with
corresponding responses. In contrast, such strategies would not be
afforded in the absence of external feedback (as in Experiment 3).
Although it is not possible to draw a clear distinction between
implicit and explicit processes in any of the three conditions, it
seems reasonable to assume that external feedback provides cues
lending themselves to hypothesis testing, thus inducing a more
explicit attitude during training. For example, participants in Ex-
periment 2 could easily generate and test hypotheses based on the
immediate feedback received after each response, without relying
on the intensity difference task, especially when it became too
difficult because of the adaptive procedure. This may explain their
high performance during training: Despite intensity differences
progressively dropping to indiscriminable levels (at or below 1
dB), via an adaptive procedure targeting 75% correct performance,
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significant improvement was observed, reaching a mean perfor-
mance of 89% correct in the final session.

In contrast, participants in Experiment 3 were forced to rely on
the intensity difference task itself because there was no other
information to explicitly take into consideration. This interpreta-
tion is consistent with their performance on the explicit task, which
remained around 80% throughout training for the normal trials,
showing no sign of improvement. For these participants, then,
learning may have proceeded unhindered by incorrect hypotheses
and unbiased by excessive focus on salient but suboptimal cues or
on incomplete sets of cues. Internally generated reward signals
elicited upon processing of the target stimuli could apply simul-
taneously on all aspects of the incoming signals. Cumulative
strengthening of individual stimulus representations might there-
fore allow consistent patterns of cues to eventually prevail, can-
celing out inconsistent and irrelevant cues, however salient. This
procedure may thus be optimal, as well as more ecologically valid,
for learning in complex domains such as phonetic perception,
where external feedback is not normally available and the nature of
the stimuli is too complex for explicit, hypothesis-testing ap-
proaches.

Previous research of task-irrelevant perceptual learning (TIPL)
has typically demonstrated that internal feedback alone can drive
perceptual learning (for reviews, see Seitz & Watanabe, 2005,
2009). Although previous studies of TIPL have not directly ex-
plored how external feedback interacts with internal feedback to
produce learning, some studies in the visual domain have demon-
strated that attention can interfere with learning. In one study,
more learning was found for weak, parathreshold, stimulus fea-
tures, which were thought to be at stimulus strengths below the
threshold of attention, but not for suprathreshold stimuli (Tsu-
shima, Seitz, & Watanabe, 2008). In a related study, Choi, Seitz,
and Watanabe (2009) found that task-irrelevant learning was in-
hibited when exogenous attention was directed to the trained
feature. In the auditory modality, Wade and Holt (2005) found that
an implicit procedure resulted in better perceptual learning of
difficult nonspeech categories than explicit attempts at categoriza-
tion, whereas there was no difference for the easier, linearly
separable categories. Together, these studies suggest that subjects’
attentional strategies can inhibit learning, especially for stimulus
features that can be distracting to the subjects’ main task. In the
context of the present study, it may be the case that subjects’
attention to the Hindi sounds may have impaired learning for those
sounds.

Clearly, further research will be necessary in order to understand
the role of feedback in the context of explicit and implicit training
procedures. Even if our interpretation about external versus inter-
nal feedback is on the right track, many issues will need to be
clarified. For example, the difference between Experiment 2 and
Experiment 3 in the pattern of performance during training, if
reliably replicated, might indicate that external feedback is indeed
a powerful facilitator of learning in explicit situations, because it
(might have) helped Experiment 2 participants improve on inten-
sity discrimination itself. This possibility was not tested in our
study, because psychoacoustic performance was not within our
primary focus. Moreover, the importance of feedback has been
clearly demonstrated in studies of explicit training, even though its
precise role in the process remains unclear (Tricomi et al., 2006).
More comprehensive approaches will need to identify, quantify,

and disentangle separable contributions of procedure and stimulus
components on distinct learning effects.

Passive Learning

An alternative account for the learning effects may be developed
on the assumption that simple exposure to the stimulus domain is
sufficient for learning, regardless of reward contingencies. Such an
approach would be consistent with the literature on implicit sta-
tistical learning. In this framework, learning can be viewed as a
byproduct of powerful statistical mechanisms assumed to be trig-
gered upon exposure to structured stimuli (e.g., Jiang & Chun,
2001; Perruchet & Pacton, 2006). Certain aspects of language
acquisition can be accounted for by postulating such mechanisms
(e.g., Saffran et al., 2006). Within the context of phonetic learning,
in particular, it has been suggested that humans track the frequency
with which phonetic exemplars occur in the speech input and
organize their perceptual space accordingly (e.g.,Lacerda, 1995;
Maye & Gerken, 2000; Maye et al., 2008; Maye et al., 2002;
Pierrehumbert, 2003). In support of this hypothesis, studies with
infants (Maye et al., 2002) and adults (Maye & Gerken, 2000) have
demonstrated that exposure to different distributions (unimodal or
bimodal) of the same stimuli affect listeners’ subsequent discrim-
ination performance.

A key limitation of the statistical learning approach is that it
cannot explain the differences in learning between our three ex-
periments. In each case, the statistics of stimulus presentation were
the same. Although it has been shown that attention can shape
what is learned through statistical learning (Turk-Browne, Junggé,
& Scholl, 2005), such results indicate that more statistical learning
will be found for attended stimuli, which seems to be the opposite
of what we observed in the present study. However, the statistical
learning account is consistent with the learning evident during
training in Experiment 2, where participants apparently learned to
apply the retroflex-dental distinction to the intensity difference
task in the probe trials. Thus, although some of our results may be
related to principles of statistical learning, this framework seems
insufficient to account for important aspects of our findings.

Another apparent limitation of this account is that statistical
computations per se cannot explain how the cognitive system can
overcome the perceived similarity between distinct nonnative
speech sounds, which may be functional within a native linguistic
environment but dysfunctional in a different one. As noted in the
introduction, under a Hebbian account, prolonged exposure to
stimuli that are initially indiscriminable may further entrench the
listeners’ tendency to perceive them as belonging to the same
category. This view may help explain why listeners sometimes fail
to learn to distinguish contrasting phonemes, even after years of
natural experience (Aoyama, Flege, Guion, Akahane-Yamada, &
Yamada, 2004) or intensive laboratory training (Bradlow, 2008;
McCandliss et al., 2002). McCandliss et al. (2002) addressed this
issue by exaggerating the natural differences of the stimuli so as to
render them initially discriminable, gradually reducing the exag-
geration in the course of training. Using this manipulation, they
found learning after exposure to the target stimuli in the absence of
external feedback. In contrast, learning was possible only with
trial-by-trial feedback when stimulus differences remained at nat-
ural levels (hence indiscriminable) throughout training.
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One cannot dismiss the possibility that longer periods of expo-
sure might be sufficient for learning, even without discriminability
or feedback. Still, the evidence suggests that feedback is beneficial
even when unnecessary, as in comparison between the adaptive
conditions of McCandliss et al. (2002), where more rapid improve-
ment was found with than without feedback. Other studies have
suggested that feedback-based mechanisms may be active even
during first language acquisition. For example, Goldstein et al.
(2003) found that mothers’ contingent positive responses to infant
vocalizations were associated with more mature vocal behavior of
the infants. These findings suggest that perceptual systems will
take advantage of reinforcements whenever available (McCandliss
et al., 2002; Vallabha & McClelland, 2007).

Category Learning

It is possible that some form of feedback is necessary or useful
for some kinds of learning but not others. To make further progress
on this issue, we will have to carefully analyze what exactly is
learned in each condition. In our current studies, for example, it
may seem that participants in the implicit training conditions
learned a novel phonetic category distinction. However, there are
two issues that need to be resolved before such a conclusion can be
drawn: one concerning the notion of “category” distinctions and
the other regarding “phonetic” distinctions. With respect to the
former, it may be noted that there was no specific categorization
requirement in the procedure, as the main explicit task concerned
detection of an intensity difference. One may argue that categori-
zation of the speech tokens as retroflex, as opposed to dental, could
support the desired detection. Independent evidence for increased
categorization performance as a result of implicit task relevance
has been provided by Wade and Holt (2005), who embedded
complex nonspeech sounds in a video game such that correct
categorization of the sounds would facilitate higher performance in
the game. They found that listeners learned to categorize the
various sounds, to some extent, without instructions or awareness
of doing so. More recently, Lim and Holt (2011) used the same
implicit procedure to improve categorization performance of syn-
thesized /r/-/1/ stimuli by Japanese adults, confirming the applica-
bility of this approach to speech sounds.

On the other hand, it may appear somewhat more difficult in our
case to argue that listeners learned to perceive the phonetic con-
trast categorically as a direct outcome of training. Not only were
no labels provided in the implicit tasks but also there was no need
for such categorization. Listeners might alternatively become more
attuned to acoustic cues signaling retroflex consonants by increas-
ing their perceptual sensitivity. This description would seem more
in line with other recent demonstrations of task-irrelevant percep-
tual learning in the visual (Seitz et al., 2005; Watanabe et al., 2001)
and auditory (Seitz et al., 2010) domain. In those studies, partic-
ipants were presented with subthreshold stimuli along an unat-
tended psychophysical dimension while performing an unrelated
explicit task. After prolonged training, perceptual sensitivity to the
unattended dimension was demonstrated, even though the stimuli
presented during training remained subthreshold throughout the
procedure. No categorization was necessary in that case; rather, a
refinement of low-level perceptual representations seems to ac-
count for the observed learning effects.

Could such a basic representational refinement account for our
findings? On the one hand, it seems necessary to postulate an
increased sensitivity to the acoustic cues signaling the retroflex-
dental distinction in the context of at least some speech syllables,
because stimuli that were initially difficult or impossible to dis-
criminate became easier to discriminate after training. Here, the
importance of acoustic context must be emphasized, because it is
known that sensitivity to acoustic features can vary greatly de-
pending on whether a cue is presented in isolation or as part of a
complex stimulus, particularly speech. For example, native Japa-
nese speakers are unimpaired in distinguishing isolated formant
transitions that, in the context of additional formants making up a
speech syllable, would differentiate an /r/ from an /l/, a distinction
these same speakers would be unable to perform (Miyawaki et al.,
1975). Our manipulation has clearly enhanced the perception of
acoustic cues supporting the distinction between Hindi /t/ and /t/
for our Greek listeners. On the other hand, listeners were unaware
of the existence of separate categories and of their labels. There-
fore, their performance in the post-training identification task
cannot be explained by the training task alone, because the iden-
tification test required them to apply specific labels to the two
categories, something they could not have learned during implicit
training yet all could perform to some extent (especially in Exper-
iment 3).

A low-level perceptual refinement is also consistent with rele-
vant findings from the animal literature. Passive stimulation has
been successfully used as a control condition, not leading to
expansion of primary cortical representation, contrasted with re-
warded (and presumably attended) discrimination, which resulted
in expanded and more finely tuned cortical representations accom-
panying increased perceptual sensitivity (Recanzone, Schreiner, &
Merzenich, 1993). Yet passive listening suffices to produce ex-
panded primary cortical representations in the context of tempo-
rally coincident stimulation of neuromodulatory nuclei involved in
stimulus assessment and reward (Bao, Chan, & Merzenich, 2001;
Kilgard & Merzenich, 1998). To the extent that such neuromodu-
latory signals may function as the alerting-reinforcement signals
thought to underlie task-irrelevant perceptual learning (Seitz &
Watanabe, 2005), cortical expansion may be a reasonable hypoth-
esis regarding the physiological learning outcome of our implicit
training manipulation. Taking into account that expansion of cor-
tical representations is associated with perceptual refinement and
discrimination (Recanzone et al., 1993) rather than categorization
(Guenther et al., 2004), considered together with previous results
of task-irrelevant perceptual learning, it seems more likely that
Experiment 3 implicit training increased the sensitivity of our
listeners to the critical acoustic cues necessary for the perception
of retroflex consonants.

In sum, one possibility is that listeners acquired two acoustic
categories during implicit training, to which they immediately
applied the two labels provided in the identification task after
training. A second possibility is that listeners acquired an increased
perceptual sensitivity to the relevant acoustic cues, which they
rapidly applied to the required categorization along with the novel
labels. Although the latter option appears more in line with pre-
vious studies focusing on psychophysical sensitivity, it remains to
be determined what exactly is learned during implicit training and
how it is subsequently brought to bear on the post-training tests.
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Phonetic or Stimulus-Specific Learning?

The second issue in need of further inquiry concerns the pur-
ported phonetic nature of learning and performance in our training
and testing tasks. A persistent finding across all three experiments
reported here was the lack of generalization of learning to the
novel speaker, as trained participants did not differ from naive
listeners when tested with the untrained voice. Although this
finding was not unexpected, as past research has shown that
variability in the training set is crucial for generalization (Bradlow,
2008), it raises further questions as to what was actually learned.
Roughly, the issue is this: If participants learned categories, what
kind of categories were they, including tokens from one voice but
not from another? If, instead, participants refined their acoustic
representations, what feature was represented, and why did it fail
to support categorization in a different acoustic context? Either
way, one may argue that listeners formed perceptual representa-
tions of a specific set of stimuli (or a category encompassing them)
rather than of a more general phonetic nature.

A straightforward interpretation of the testing results is that
listeners were able to develop distinct categories that enabled them
to successfully differentiate the two phonemes in the training set.
Rather than attributing lack of generalization to the development
of incomplete representations, perhaps the issue is that they devel-
oped overspecified ones. As has long been pointed out, listeners
encode specific instances (exemplars) and not abstract, context-
independent categories, retaining detailed information about talk-
ers’ voices (Pisoni & Lively, 1995). In this view, poor performance
with the novel speaker may indicate that the newly developed
categories included phonetically irrelevant talker-specific details.
Therefore, when exposed to a different speaker, listeners were
unable to ignore factors related to the speaker’s voice and attend to
the critical dimensions that differentiate the target phonemes
across speakers.

Logan et al. (1991) have argued that in order to learn which
acoustic cues are critical for categorization, listeners must be
exposed to a broad range of speech tokens, produced by many
different speakers, in diverse phonetic environments. In their study
they trained Japanese listeners with natural recordings of words
containing /r/ and /l/ in various positions (word-initial, word-final,
intervocalic, singleton or in a cluster) produced by five different
speakers. They found not only successful learning of the training
set but also transfer to novel tokens and speakers across phonetic
contexts. Lively et al. (1993) further demonstrated that talker
variability is necessary for generalization: When listeners were
trained with tokens produced by a single speaker, they did not
show transfer of learning to new speakers even when trained with
a broad range of stimuli in various contexts. A schedule of grad-
ually increasing the number of training voices and vowel contexts
throughout training was more recently used by Protopapas and
Calhoun (2000) and Pruitt et al. (2006) to support simultaneous
generalization over multiple dimensions, emphasizing the point
that learning generalizes only over dimensions in which variability
is provided during training. It remains to be seen in future research
whether implicit training with increased variability leads to gen-
eralization in the same way as explicit training.

In our experiments, we used one voice and one phonetic envi-
ronment in order to simplify the training set and focus on our main
goal, which was the implicit nature of learning. This has demon-

strably resulted in lack of generalization to a novel voice, as
expected. Presumably, had we tested that possibility, we would
also have found lack of generalization to novel phonetic contexts,
such as syllables with different vowels following the dental/
retroflex consonants, or the same consonants in syllabic coda
position, even when spoken by the same (trained) voice. Therefore,
it would be incorrect to claim that we have demonstrated phonetic
learning, insofar as phonetic distinction is theoretically assumed to
be abstract and context-independent (but see Pisoni & Lively,
1995, and Port, 2007, for further discussion of this assumption).
Regardless of the degree of presumed abstraction, at the very least
a phonetic distinction must support adequate performance with
arbitrary speakers and phonetic contexts, if it is to function dis-
tinctively in verbal communication.

If our participants have not learned a phonetic distinction but
might have learned a phonetic distinction given more variability in
the data set, what is it they have learned? A first approach to this
question may consider the results of testing with the probe tokens,
which were never rewarded during training, either explicitly (in
Experiments 1 and 2) or implicitly (in Experiment 3, because there
was no intensity difference in them). There was evidence for
transfer of learning to those tokens in each experiment, even
though it was weaker than learning of the trained tokens. Because
there were fewer probe trials than normal trials in training, we
cannot dismiss the possibility that direct learning of probe tokens
took place during training, due to passive exposure, and that the
differences in testing emerged as a result of lower frequency rather
than imperfect post-training transfer. However, if we consider
correct identification of probe trials as an indication of general-
ization over tokens, then we can interpret our pattern of findings as
consistent with the phonetic training literature, as follows: There
was variability in trained tokens, supporting transfer of learning to
novel tokens; there was no variability in trained voices, preventing
transfer of learning to novel voices.

This interpretation is consistent with a view in which listeners
encode specific details about the training tokens, and not of any
purported decontextualized constituent features. Repeated instan-
tiations of these tokens result in strengthened and refined repre-
sentations of their acoustic properties, supporting subsequent cat-
egorization and discrimination of these particular tokens.
Alternation of a multitude of tokens introduces variability along
the corresponding dimensions. Repeated processing of variable
tokens causes their common properties to stand out by eventually
canceling out inconsistent differences, as in connectionist learning
gradually adjusting weights to account for an entire training set
simultaneously. If reinforced tokens happen to exhibit a common
property, such as belonging to distinct phonetic categories differ-
entially rewarded, then the outcome of this learning will be a
representation of the acoustic properties defining this phonetic
distinction. In a related vein, Kraljic and Samuel (2007) found
talker-specific perceptual adjustments of categorical boundaries
for native fricative consonants but not for stop consonants. Con-
sistent with learning of speech details (and the overspecified
representation hypothesis posited above), they speculated that
when acoustic cues provide talker identify information, as in
fricatives, then perceptual adjustments are talker-specific, whereas
general adjustments are observed in the absence of identification
cues. In this view, there is no real abstraction; rather, generaliza-
tion is the result of averaging a multitude of exemplars spanning



378 VLAHOU, PROTOPAPAS, AND SEITZ

the functional range of a target category. Use of a perceptual
distinction in the context of language communication is what
makes the learned perceptual category phonetic, rather than any
specific property of the sounds or of the training procedure.

Task-Irrelevant Perceptual Learning

The present result fits nicely within the framework of TIPL, where
reinforcement from an explicit, attended task is thought to interact
with temporally coincident stimulus-driven activity to produce en-
hanced representations of attended and unattended stimuli alike (Seitz
& Watanabe, 2005). Seitz and Watanabe (2003) have postulated that
these reinforcement signals are released as a result of successful
recognition of the task targets, such as the intensity cues of the present
study. In both the rapid serial visual presentation tasks used in previ-
ous research and the intensity discrimination task used in the present
study, participants are cognizant of their own performance and thus
become self-reinforcing. In other studies, similar learning effects have
been observed through external reinforcers in the absence of any
explicit task (Frankd, Seitz, & Vogels, 2010; Seitz, Kim, & Watanabe,
2009), ascribed to stimulus-reward contingencies. In this framework,
it is important that the task-irrelevant stimuli are presented in con-
junction with high task accuracy, to ensure high stimulus-reward
contingencies. However, it is also important that tasks are challenging,
to ensure that correct performance remains highly rewarding. This
hypothesized trade-off between task difficulty and task accuracy in
TIPL has not yet been directly addressed empirically and will require
further research for clarification and quantification.

As noted above, the present study differs from previous research
using TIPL in that it concerns categorical learning. Most previous
research of TIPL has been framed as an enhancement of processing
low-level features that were paired with task targets or rewards in an
explicit task. Thus, one may reasonably question the extent to which
our results reflect category learning per se rather than enhancement of
processing for a specific set of stimuli, namely, the retroflex tokens. In
principle, the TIPL model posits that stimulus-driven activity can be
reinforced at any (and possibly all) levels of perceptual processing.
Thus, categorical activation and other higher level features may also
be reinforced. Consistent with this idea, TIPL has also been found for
visual contours (Rosenthal & Humphreys, 2010) and natural scenes
(Lin, Pype, Murray, & Boynton, 2010), in which learning can no
longer be explained simply as an enhancement of low-level visual
features. In the present study, transfer of learning to untrained tokens
suggests learning likely involving more than simply an enhancement
of basic auditory features. Further research needs to address the extent
to which learning concerns categories and to determine the reinforce-
ment conditions best leading to the formation of categorical bound-
aries between stimuli. In particular, rewarding both dental and retro-
flex sounds (albeit differentially) might lead to even more efficient
training than the experimental conditions reported here.

Conclusion and Further Directions

In conclusion, we have demonstrated implicit learning of speech
stimuli from a difficult nonnative phonetic contrast, over the small
extent of variability provided during training (over tokens), es-
chewing aspects of phonetic training previously considered crucial
or at least important: task awareness, focused attention and inten-
tion to learn the phonetic distinction, and trial-by-trial performance

feedback. Consistent with predictions based on the unified model
of task-relevant and task-irrelevant learning (Seitz & Watanabe,
2003, 2005, 2009), we found that implicitly pairing the target
phonetic distinction with an irrelevant acoustic distinction that was
sufficiently easy for participants to understand and perform suc-
cessfully resulted in better post-training identification and discrim-
ination performance than after a standard explicit training proce-
dure with feedback using the same stimuli in the same number of
trials. It remains to be investigated whether full generalization to
voices and phonetic contexts is also possible with implicit training
as it has been in explicit procedures.

If our findings can be replicated and confirmed, they raise
significant potential implications for training applications. If con-
sistent pairing of a relatively easier task with a more demanding
target domain suffices to enable or boost learning for the latter,
then it may be possible to greatly increase the efficiency of training
programs while at the same time reducing the subjective cognitive
effort and sustaining motivation due to perceived success in the
explicit task. The implicit procedure has another advantage, which
may turn out to be of crucial importance both in applications and
in our theoretical understanding of the role of feedback. Specifi-
cally, even though the same number of trials can be presented in
the explicit and the implicit design, if the target task is very
difficult but the explicit task only moderately so (but not too easy,
to sustain attention and motivation), then most of the internally
generated feedback in the implicit condition will be positive rein-
forcement. In contrast, in a difficult explicit task much if not most
of the externally provided feedback will necessarily be negative,
indicating an incorrect guess. Apart from the emotional effects on
motivation, the role of negative feedback may be distinct from the
role of positive feedback in the eventual strengthening of the target
representations.

This view is consistent with the well-known maxim in psycho-
physical training that, for optimal efficiency, most trials should be
presented at a level leading to successful performance (Ahissar &
Hochstein, 1997). In the past, this was thought to be due to
discriminability, so manipulations such as exaggeration of acoustic
differences have been successfully applied to enhance training of
difficult contrasts (e.g., McCandliss et al., 2002). If, however, it is
not discriminability per se that makes the difference but proportion
of successful performance leading to positive reinforcement sig-
nals, then a novel approach to training may emerge. This approach
would require an explicit task consistently paired with the difficult
target task, so as to maximize the frequency of positive reinforce-
ment, leading to perceptual representations of the target domain
eventually sufficiently strong and refined to support explicit task
performance.
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Correction to Vlahou et al. (2011)

The article “Implicit Training of Nonnative Speech Stimuli,” by Eleni L. Vlahou, Athanassios
Protopapas, and Aaron R. Seitz (Journal of Experimental Psychology: General, Advance online
publication. September 12, 2011. doi:10.1037/a0025014) contained a production-related error.

In the Training section of Experiment 1, the sentence “For example, on a typical trial, participants
might hear a syllable beginning with a retroflex sound ([{a:]), then after 250 ms the exact same
syllable ([{]), then, after 500 ms, a syllable beginning with a dental sound ([ta:]) and, finally, after
250 ms, the same syllable ([ta:])” should read “For example, on a typical trial, participants might
hear a syllable beginning with a retroflex sound ([{a:]), then after 250 ms the exact same syllable
([ta:]), then, after 500 ms, a syllable beginning with a dental sound ([ta:]) and, finally, after 250 ms,
the same syllable ([ta:]).” All versions of this article have been corrected.
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