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1. The Hilbert matrix, brief history.

The (one sided) Hilbert matrix is

H =

(
1

i+ j + 1

)∞

i,j=0

=



1 1
2

1
3 .

1
2

1
3

1
4 .

1
3

1
4

1
5 .

. . . .


Its (i, j) entry is

1

i+ j + 1
= µi+j

where (µn) is the moment sequence

µn =

∫ 1

0

xn dx, n = 0, 1, · · ·

of the Lebesgue measure on [0, 1].

We will present some known results for the induced operator on
spaces of analytic functions, and then discuss the continuous version
of the operator
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Brief history

Hilbert’s double series theorem (1900):
∞∑
k=0

∞∑
n=0

anak
n+ k + 1

< π

∞∑
n=0

a2n, an ≥ 0.

Proof published in H. Weyl’s dissertation (1908), and the best con-
stant π was found by I. Schur.

Generalized by Hardy and M. Riesz (1925) on the lp spaces:

If (an) ∈ lp, (bn) ∈ lq, 1/p+ 1/q = 1, then
∞∑
n=0

∞∑
k=0

|an||bk|
n+ k + 1

≤ π

sin(πp )
∥an∥p∥bn∥q.

with the constant π
sin(πp )

best possible.

By duality, if 1 < p <∞ and (an) ∈ lp, then Hilbert’s inequality:( ∞∑
n=0

∣∣∣∣∣
∞∑
k=0

ak
n+ k + 1

∣∣∣∣∣
p)1/p

≤ π

sin(πp )

( ∞∑
n=0

|an|p
)1/p

,

Equivalently the operator H : lp → lp, (an) → (An)

An =
∞∑
k=0

ak
n+ k + 1

,

is bounded and

∥H∥lp→lp =
π

sin(πp )
, 1 < p <∞.
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On spaces of analytic functions

Let D the unit disc in the complex plane C and T the unit circle.

An analytic function on D has a power series f(z) =
∑∞

n=0 anz
n, and

we may let the Hilbert matrix act on the sequence (an), to formally
obtain

H(f)(z) =
∞∑
n=0

( ∞∑
k=0

ak
n+ k + 1

)
zn.

The right series is not defined for all f , for example

f(z) =
1

1− z
=
∑

zn

is not good, so one has to restrict the domain of H.

We thus consider spaces of functions such Hardy, Bergman and other
spaces. Each of them is defined by restricting the growth of an appro-
priate quantity of functions f in them, which implies restricted growth
for (an).

H on Hardy spaces.

The Hardy space Hp may be defined as the closed subspace of
Lp(T, dθ)

Hp = closure of the span{einθ : n = 0, 1, 2, ...}
We will consider only p ≥ 1 because the guilty function 1

1−z belongs
to Hp, all p < 1.
Functions f̃ ∈ Hp have analytic extensions f on D, and an equivalent

definition then for membership to Hp is

∥f∥p = sup
r<1

(∫ 2π

0

|f(reiθ)|p dθ
2π

)1/p

<∞,

with ∥f∥p = ∥f̃∥Lp(T,dθ). H
2 is a Hilbert space and

∥f∥2 =

( ∞∑
k=0

|ak|2
)1/2

= ∥(an)∥l2,

which identifies H2 with l2.
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Some properties we need:

• If 1 ≤ p < q <∞ then H∞ ⊂ Hq ⊂ Hp ⊆ H1.

• The Riesz Projection

P+ : Lp(T, dθ) → Hp,
∞∑
−∞

f̂(n)einθ −→
∞∑
n=0

f̂(n)einθ.

is a bounded operator for 1 < p <∞.

• Hardy’s inequality: If f(z) =
∑∞

n=0 anz
n ∈ H1 then

∞∑
n=0

|an|
n+ 1

≤ π∥f∥1.

• Fejér-Riesz inequality: If f ∈ Hp then∫ 1

−1

|f(t)|pdt ≤ 1

2
∥f∥pp.

• If φ : D → D is analytic then the composition operator Cφ(f) =
f ◦ φ is bounded on Hp and

∥Cφ∥Hp→Hp ≤
(
1 + |φ(0)|
1− |φ(0)|

)1/p
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The Hilbert matrix on Hardy spaces

If f(z) =
∑∞

n=0 anz
n ∈ H1 then the series

H(f)(z) =
∞∑
n=0

( ∞∑
k=0

ak
n+ k + 1

)
zn.

is well defined and H(f) is analytic on D because
∞∑
k=0

|ak|
n+ k + 1

≤
∞∑
k=0

|ak|
k + 1

≤ π∥f∥1.

by Hardy’s inequality. In addition, since

1

n+ k + 1
=

∫ 1

0

tn+k dt

we obtain ∞∑
k=0

ak
n+ k + 1

=

∫ 1

0

tnf(t) dt,

and we have an integral representation

H(f)(z) =
∞∑
n=0

(∫ 1

0

tnf(t) dt

)
zn =

∫ 1

0

f(t)
1

1− tz
dt.

The Fejer-Riesz inequality guarantees that the last integral is con-
vergent for each z ∈ D. Note that it can be seen as an ”improper”
line integral on the path [0, 1). We will need later to change the path
of integration.
Observe at this point that H is not bounded on H1, i.e. even though

H(f) is analytic on D for all f ∈ H1, H(f) does not always belong to
H1. This is the case for the functions

fs(z) =
1

(1− z)(1z log
1

1−z)
s
∈ H1, 1 < s < 2.

The image H(fs) is a function of the same form but with 0 < s < 1,
and when s < 1, fs /∈ H1.
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Let p > 1.

In the integral representation

H(f)(z) =

∫ 1

0

f(t)
1

1− tz
dt,

change the path of integration to

γ(s) = γz(s) =
s

(s− 1)z + 1
, 0 ≤ s ≤ 1,

an arc of a circle joining 0 and 1, to get

H(f)(z) =

∫ 1

0

1

(s− 1)z + 1
f

(
s

(s− 1)z + 1

)
ds

=

∫ 1

0

ws(z)f(φs(z)) ds,

as an average of the weighted composition operators

Ts(f)(z) = ws(z)f(φs(z)).

An involved calculation then gives:

(i) For 2 ≤ p <∞,

∥Ts∥p ≤ s
1
p−1(1− s)−

1
p .

(ii) If 1 < p < 2 and f ∈ Hp with f(0) = 0 then

∥Ts(f)∥Hp ≤ s
1
p−1(1− s)−

1
p∥f∥Hp.

Using the above we find for 2 ≤ p <∞,

∥H∥p ≤
∫ 1

0

∥Ts∥p ds ≤
∫ 1

0

s
1
p−1(1− s)−

1
p ds

= B(
1

p
, 1− 1

p
) = Γ(

1

p
)Γ(1− 1

p
)

=
π

sin(πp )
,

and similarly for 1 < p < 2.
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Theorem [Diamantopoulos + S., (2000)]
If 1 < p <∞ then H : Hp → Hp is bounded and
(i) If 2 ≤ p <∞ then

∥H∥Hp→Hp ≤ π

sin(πp )
.

(ii) If 1 < p < 2 and f ∈ Hp with f(0) = 0 then

∥H(f))∥Hp ≤ π

sin(πp )
∥f∥Hp

H as a Hankel operator.

Recall the Riesz projection P+ : Lp(T) → Hp

∞∑
−∞

ane
inθ −→

∞∑
n=0

anz
n,

is bounded when 1 < p <∞. Let

ϕ(t) = i(π − t)e−it ∈ L∞(T),

with ∥ϕ∥L∞(T) = π and

Mϕ(f) = ϕf : Lp(T) → Lp(T),

the corresponding multiplication operator. The Fourier coefficients of
ϕ are

ϕ̂(n) =
1

n+ 1
, n ≥ 0.

If J is the isometric “flip”operator

J : Hp → Lp(T), f(eit) → f(e−it)

then

H = P+ ◦Mϕ ◦ J,
Lp(T)

Mϕ−−−−−→ Lp(T)

xJ

yP+

Hp H−−−−−→ Hp

It follows immediately that H : Hp → Hp is bounded for 1 < p <∞
and

∥H∥p ≤ ∥P+∥p∥Mϕ∥ = ∥ϕ∥∞∥P+∥p = π∥P+∥p.
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Now for ∥P+∥, it was known from 1968 that

∥P+∥p ≥
1

sin(πp )
, 1 < p <∞,

and was conjectured that equality holds. This conjecture was proved
by Hollenbeck and Verbitsky (2000). It follows that

∥H∥Hp→Hp ≤ π

sin(πp )
, 1 < p <∞.

The lower estimate was obtained by M. Dostanić, M. Jevtić and D.
Vukotić (2008) by using the test functions

fγ(z) =
1

(1− z)γ/p
∈ Hp, 0 < γ < 1,

then ∥fγ∥Hp → ∞ as γ → 1. An involved calculation gives

H(fγ)(z) =
π

sin(γπp )
zγ/p−1fγ(z) +Rγ(z)

with Rγ(z) having a uniformly bounded p−integral on the circle for
all γ close to 1. This gives

∥H∥p∥fγ∥Hp ≥ ∥H(fγ)∥Hp

≥

∣∣∣∣∣ π

sin(γπp )
∥fγ∥Hp − ∥Rγ∥Lp(T)

∣∣∣∣∣ .
so that

∥H∥p ≥

∣∣∣∣∣ π

sin(γπp )
−

∥Rγ∥Lp(T)

∥fγ∥Hp

∣∣∣∣∣
and letting γ → 1− gives

∥H∥p ≥
π

sin(πp )
.

Thus we have

Theorem. If 1 < p <∞ then H : Hp → Hp is bounded and

∥H∥Hp→Hp =
π

sin(πp )
.
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H on Bergman spaces.

An analytic f : D → C belongs to the Bergman space Ap if

∥f∥pAp =

∫
D
|f(z)|p dA(z) <∞,

where dA(z) = 1
πdxdy. They are Banach spaces for p ≥ 1, and A2 is

a Hilbert space with

∥f∥2A2 =
∞∑
n=0

|an|2

n+ 1

Functions in Ap do not necessarily have boundary values on T.

H cannot be defined on A2: For the function

f(z) =
∞∑
n=0

1

log(n+ 1)
zn ∈ A2

one has

H(f)(0) =
∞∑
n=0

1

(n+ 1) log(n+ 1)
, divergent.

It can however be defined well on Ap for p > 2, and has the same
integral representation, as an average of weighted composition oper-
ators. This representation was used, as in th Hardy space case, by
Diamantopoulos 2004, Dostanic Jevtic Vukotic 2008, and V. Bozin
and B. Karapetrovic 2017 to show,

Theorem. If 2 < p <∞ then H : Ap → Ap is bounded and,

∥H∥Ap→Ap =
π

sin(2πp )
.



11

A more general representation.

In the integral representation we can use other paths of integration

H(f)(z) =

∫ 1

0

f(t)
1

1− tz
dt

we can use various other paths of integration. For example

γ(s) = ϕs(z)

where {ϕs(z) : 0 ≤ s ≤ 1} is a family of functions such that
(1) ϕs : D → D analytic for each 0 ≤ s < 1,
(2) ϕ0(z) = 0, ϕ1(z) = 1 for each z ∈ D,
(3) ϕs(z) is differentiable in s.

Then we obtain

H(f)(z) =

∫ 1

0

∂ϕs(z)
∂s

1− ϕs(z)z
f(ϕs(z)) dt.

In particular if h : D → C, h(0) = 0 is univalent and starlike and
ψs(z) = h−1(sh(z)), then ψs(D) ⊂ D and ψs(0) = 0. The functions

ϕs(z) =
ψs(z)

z
,

are self-maps of D by Schwarz’s Lemma, with the required properties.
We then find

H(f)(z) =
h(z)

z

∫ 1

0

w(zϕs(z))f(ϕs(z)) ds

where w(z) = 1
(1−z)h′(z) .

For the choice h(z) = 1
1−z we recover the representation of H in

terms of Ts, while the choice

h(z) = log
1

1− z
gives

H(f)(z) =
1

z
log

1

1− z

∫ 1

0

f

(
1− (1− z)s

z

)
ds.
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About the spectrum of H on Hp.

Let Fn =
(

1
i+j+1

)n−1

i,j=0
be the finite section of H of size n. Then

det(Fn) =
((n− 1)!!)4

(2n− 1)!!
,

where n!! =
∏n

k=1 k!. For example

det(F3) =
1

2160
,

det(F6) =
1

186313420339200000
,

det(F9) ∼
1

1042
.

In particular the inverse of Fn has very large integer entries and
the computation of its eigenvalues is a very sensitive problem. In Nu-
merical Analysis, Fn are typical examples of “ill-conditioned”matrices,
difficult to use in numerical computation.
Various papers from 1950 - 1960, discuss H and more general ver-

sions of it like

Hλ =

(
1

i+ j + λ

)
, λ ∈ C.

concentrating mostly on the spectrum on l2 and in the “latent roots”.
A latent root is a phony eigenvalue in the sense that the correspond-

ing eigenvector is not necessarily in the space under consideration. For
Hλ, this will be a complex number c for which there is a nonzero se-
quence (xn), not necessarily in l2, such that

∞∑
k=0

xk
n+ k + λ

= cxn, n = 0, 1, · · ·

Some typical results are,
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Theorem [Hill, J. London Math. Soc. (1960)]

Suppose xn = xn(λ, µ) is defined by

xn =
n∑

k=0

(
n

k

)
(−1)k

Γ(k + µ)Γ(k + 1− µ)

k!Γ(k + λ)

where 0 < Re(µ) ≤ 1
2 . Then

∞∑
k=0

xk
n+ k + λ

=
π

sin(πµ)
xn, n = 0, 1, 2, · · ·

i.e π
sin(πµ) is a latent root of Hλ.

Theorem. [W. Magnus, (1950)]

The spectrum of H = H1 on l2 (and thus on H2) is the interval
[0, π], and there are no eigenvalues.

A more complete study of the point spectrum on Hardy spaces was
done recently by A. Aleman, A. Montes and A. Sarafoleanu, for

Hλ, λ ∈ C \ Z,
(note that H = H1 is not included). They find that on Hp, 1 < p < 2,{

π

sin(πa)
:
1

2
< Re(a) ≤ 1

p

}
are eigenvalues with corresponding eigenfunctions

ga(z) = (1− z)a 2F1(a+ 1, a+ λ;λ; z)

These eigenvalues disappear when p ≥ 2. In general the spectrum of
H is not known except on l2 ≡ H2.
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Some generalized versions of H

Given a measure µ on [0, 1) we can consider the moment sequence

µj =

∫
[0,1)

tj dµ(t),

and the resulting Hankel matrix

Hµ =


µ0 µ1 µ2 .
µ1 µ2 µ3 .
µ2 µ3 µ4 .
. . . .

 .

For f(z) =
∑∞

n=0 anz
n analytic on D we have formally

Hµ(f)(z) =
∞∑
n=0

( ∞∑
k=0

µn+kak

)
zn.

If µ satisfies

(∗) µ((t, 1)) = O((1− t)), t→ 1,

then µn = O(1/(n + 1)) and using Hardy’s inequality it follows that
the power series Hµ(f) is analytic on D for every f ∈ H1 and

Hµ(f)(z) =

∫
[0,1)

f(t)
1

1− tz
dµ(t).

Condition (∗) is known to be equivalent to that the operator Hµ :
H2 → H2 is bounded.

Theorem[P. Galanopoulos and J.A. Pelaez, 2010]

Suppose µ satisfies (∗), then
1. Hµ : H1 → H1 is bounded if and only if

µ((t, 1)) log
1

1− t
= O((1− t)), t→ 1,

2. Hµ : H1 → H1 is compact if and only if

µ((t, 1)) log
1

1− t
= o((1− t)).

Similar Carleson measure conditions make Hµ bounded or compact on
Hardy, Bergman and other spaces.
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Changing the kernel function

The integral giving H can be written

H(f)(z) =

∫ 1

0

f(t)
1

1− tz
dt =

∫ 1

0

f(t)g′(tz) dt

where g(z) = log( 1
1−z). For any g analytic on D we may consider

Hg(f)(z) =

∫ 1

0

f(t)g′(tz) dt,

and ask to find for which symbols g the induced Hg has desired prop-
erties as a transformation on function spaces.
Observe that,
1. If g is a polynomial then Hg is a finite rank operator.
2. Hg is linear in g,

Hλg1+µg2 = λHg1 + µHg2, λ, µ ∈ C,
thus if X is a space o functions then the set

V = {g : Hg : X → X is bounded}
is a linear space and contains the polynomials.
We can define a norm

∥g∥V = |g(0)|+ ∥Hg∥X→X , g ∈ V,

to make (V, ∥ ∥V ) into a normed space. The closure

V0 = closure of polynomials in V

is a linear subspace andHg : X → X is a compact operator, for g ∈ V0.
3. We have

Hg(f)(z) =
∞∑
n=0

(
(n+ 1)ĝ(n+ 1)

∞∑
k=0

f̂(k)

n+ k + 1

)
zn

= Λg′ ◦H(f)(z)

where Λg′ is the coefficient multiplication operator by the sequence
λn = (n+ 1)ĝ(n+ 1). In particular if g has gaps, then Hg(f) has the
same gaps for every f .
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Mean Lipschitz spaces.

If 1 ≤ p <∞ and f ∈ Lp(T)

ωp(f, t) = sup
0<h≤t

(∫ 2π

0

|f(θ + h)− f(θ)|pdθ
)1/p

,

the integral modulus of continuity of f . For 0 < α ≤ 1 the mean
Lipschitz space Λ (p, α) is

Λ (p, α) = {f : ωp(f, t) = O(tα), t→ 0} .
Λ (p, α) decreases in size as either of p, α increase. If α > 1

p then

Λ (p, α) consists of continuous functions. The borderline space Λ
(
p, 1p

)
contains unbounded functions, in fact

log
1

1− z
∈ Λ

(
p,

1

p

)
, all p > 1,

and these spaces increase with p but they stay always inside BMOA:

Λ

(
q,
1

q

)
⊂ Λ

(
p,

1

p

)
⊂ BMOA, 1 ≤ q < p <∞,

Theorem.(P. Galanopoulos, D. Girela, J.A. Pelaez, and A. S. 2011)

Suppose g is analytic on D. Then
1. If 1 < p ≤ 2 then Hg : Hp → Hp is bounded if and only if

g ∈ Λ
(
p, 1p

)
2. For 2 < p <∞, if Hg : H

p → Hp is bounded then g ∈ Λ
(
p, 1p

)
.

If g ∈ Λ
(
q, 1q

)
for some q < p then Hg : H

p → Hp is bounded.

3. If 2 < p < ∞. Then Hg : Ap → Ap is bounded if and only if

g ∈ Λ
(
p, 1p

)
.
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Continuous analogue

(Work in progress with A. Aleman and D. Vukotic)

Let U = {z = x+ iy : y > 0}, the upper half-plane. For 0 < p <∞,
Hp(U) contains the analytic functions f : U → C such that

∥f∥pp = sup
0<y<∞

Mp(y, f) <∞

where

Mp(y, f) =

∫ ∞

−∞
|f(x+ iy)|p dx <∞.

They are Banach spaces for 1 ≤ p <∞. For f ∈ Hp(U), the limit

lim
y→0

f(x+ iy) = f ∗(x)

exists a.e. on R and

∥f∥pp =
∫ ∞

−∞
|f ∗(x)|pdx.

Thus Hp(U) can be viewed as a subspace of L2(R).

The continuous Hilbert operator is

H(f)(z) =

∫ ∞

0

f(ζ)

ζ + z
dζ

Choosing the path of integration to be the straight line from 0 to ∞
passing through z and parametrizing it as

γ(s) =
s

1− s
z, 0 < s < 1

we find

H(f)(z) =

∫ 1

0

1

1− s
f

(
s

1− s
z

)
ds

i.e. H is an average of composition operators.
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Using Minkowski’s inequality in its continuous form, and making a
change of variable we obtain

∥H(f)∥p = sup
y>0

(∫ ∞

−∞
|H(f)(x+ iy)|p dx

)1/p

≤
∫ 1

0

(
sup
y>0

∫ ∞

−∞

∣∣∣∣ 1

1− s
f((

s

1− s
)(x+ iy))

∣∣∣∣p dx)1/p

ds

=

∫ 1

0

s1−
1
p (1− s)−

1
p

(
sup
v>0

∫ ∞

−∞
|f(u+ iv)|p du

)1/p

ds ,

=

(
π

sin(πp )

)
∥f∥p .

Thus ∥H∥Hp(U)→Hp(U) ≤ π
sin(πp )

.

In order to go further we need some facts from Harmonic Analysis.
Let X be a Banach space and L(X) the space of bounded operators
on X. View L(X) as a Banach algebra, (L(X), ◦).
Let {Tt}t∈R be a strongly continuous group of isometries on X. For

ϕ ∈ L1(R) define

Tϕ(f) =

∫ ∞

−∞
ϕ(t)Tt(f) dt, f ∈ X.

It is clear that Tϕ ∈ L(X) and

∥Tϕ∥X→X ≤
∫ ∞

−∞
|ϕ(t)| dt = ∥ϕ∥L1(R).

Then the map T : L1(R) → L(X), T (ϕ) = Tϕ satisfies

T (ϕ ∗ ψ) = T (ϕ)T (ψ)

for ϕ, ψ ∈ L1(R) so it is a homomorphism between (L1(R), ∗) and
(L(X), ◦).

With the above setting, using results from Banach algebras (mainly
the work of W. Arveson) the following spectral theorem holds,
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Theorem. Let X a Banach space, {Tt} a strongly continuous group
of isometries on X with infinitesimal generator Γ. For ϕ ∈ L1(R) let

Tϕ(f) =

∫ ∞

−∞
ϕ(t)Tt(f) dt, f ∈ X.

Then Tϕ has spectrum

σ(Tϕ) = ϕ̂(σ(Γ))

where ϕ̂ is the Fourier transform of ϕ,

ϕ̂(s) =

∫ ∞

−∞
ϕ(t)e−ist dt.

In our case, we start with the integral defining H and evaluate it
again on a straight line through z, now parametrized as γ(t) = etz,
−∞ < t <∞.

H(f)(z) =

∫ ∞

0

f(ζ)

ζ + z
dζ =

∫ ∞

−∞

et

et + 1
f(etz) dt

=

∫ ∞

−∞

e(1−
1
p )t

et + 1
e

t
pf(etz) dt

=

∫ ∞

−∞
ϕp(t)Tt(f)(z) dt,

where

Tt(f)(z) = e
t
pf(etz)

is a group of isometries of Hp(U), and

ϕp(t) =
e(1−

1
p )t

et + 1
.

The group {Tt} is strongly continuous on Hp(U). Its infinitesimal
generator is the unbounded operator

Γ(f)(z) = −izf ′(z)− i

p
f(z),

with spectrum σ(Γ) = R. Further ϕp ∈ L1(R) and∫ ∞

−∞
ϕp(t) dt =

π

sin(πp )
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The Fourier transform of ϕp is found to be

ϕ̂p(s) =

∫ ∞

−∞
e−ist e

(1− 1
p )t

et + 1
dt

=
2πie

πi
p eπs

e
2πi
p − e2πs

=
2πi

e
πi
p e−πs − e−

πi
p eπs

=
2πi

ei(
π
p+iπs) − e−i(πp+iπs)

=
π

sin(πp + iπs)

Applying the theorem we find that the spectrum of H on Hp(U) is

σ(H) = { π

sin(πp + iπs)
: s ∈ R}

Note that taking s = 0 says that π
sin(πp )

belongs to the spectrum so

that ∥H∥ ≥ π
sin(πp )

. This together with the upper estimate gives

∥H∥p =
π

sin(πp )
, 1 < p <∞.

Similar arguments cab be used to study H on Bergman and other
spaces of the upper half plane.

Thanks for your attention
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